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Nearly 70% of the 56 million deaths that took place globally in 2012 were due to noncommunicable diseases (NCDs), in particular, cardiovascular diseases, cancers, chronic respiratory diseases, and diabetes, and nearly two-thirds of all NCD deaths took place in low- and middle-income countries (LMICs) [1]. If effective steps are not taken to curb the epidemic, deaths due to NCDs are projected to rise exponentially in the coming decade [2]. Key risk factors responsible for a majority of NCDs include tobacco use, unhealthy diet, sedentary lifestyle, and excessive use of alcohol. With targeted action, these behavioral risk factors have demonstrated potential to be modified [3] to reduce NCDs and improve population health. Reducing NCDs, particularly in the world’s poorest countries, can lead to increases in equity and socioeconomic development while reducing poverty due to ill health and promoting sustainable development and social justice.

Key to global efforts to prevent and control NCDs is national surveillance. A promising approach increasingly being explored for public health surveillance involves mobile phones. A nascent yet emergent field, mHealth, describes medical and public health activities that leverage the global proliferation of cellular networks and mobile phone ownership or access to improve population health outcomes. There are nearly 7.5 billion wireless phone subscriptions globally, with the majority (78%) in LMICs [4]. Global connectivity to cellular networks can make large proportions of a population accessible through their mobile phones. In response to the increasing NCD disease burden, the intersecting need for NCD data in LMICs and the near-universal population access to mobile phones in a growing number of countries presents an opportunity for public health.

This special Theme Issue of JMIR offers a step forward in documenting what is known about surveillance of risk factors for NCDs in LMICs using mobile phone surveys (MPS). The evidence illustrates that the state-of-the-art is sufficient to roll out population-level surveys in LMICs using mobile phone platforms while paying careful attention to issues such as ethics, methodology, and turning results into practice. The results offer guidance for policy and practice.

The article, “Noncommunicable Disease Risk Factors and Mobile Phones: A Proposed Research Agenda,” proposes a research and development agenda for NCD risk factors and MPS [5]. The goal of the proposed agenda is to help standardize operating procedures for MPS, which will allow for comparisons of NCD risk factors within and across sites and over time. The potential is explored for MPS to collect such data, review key research issues, and introduce a multicountry effort that seeks to partly respond to this public health challenge. It is hoped that...
the proposed research agenda will catalyze a global dialogue and action to enhance the use of MPS for NCDs and potentially other public health risk factor surveillance.

Limited evidence exists on the comparative effectiveness of MPS modalities in LMICs although a variety of options are available. “Mobile Phone Surveys for Collecting Population-Level Estimates in Low- and Middle-Income Countries: A Literature Review” reviews the current landscape of MPS being used for population-level data collection in LMICs, specifically through the use of short message service, interactive voice response (IVR), and computer-assisted telephone interview survey modalities [6]. From the articles identified of MPS use to collect population estimates across a range of topics, results reveal that the state of MPS to collect population-level estimates of health and other indicators is a nascent field, indicating the need for more research.

The methodological approach used to test the use of MPS for NCDs is described in “Evaluation of Mechanisms to Improve Performance of Mobile Phone Surveys: A Research Protocol” [7]. Using microtrials, a set of future studies that will help enhance the efficiency and technical effectiveness of MPS is proposed for LMICs. The authors assess the effect of factors such as incentive timing and structure, survey introduction characteristics, different sampling frames, and survey modality on key survey metrics such as survey response, completion, and attrition rates.

Further investigating the literature, “Building the Evidence Base for Remote Data Collection in Low- and Middle-Income Countries: Comparing Reliability and Accuracy Across Survey Modalities” reviews findings that compare a mode of remote data collection to at least one other mode [8]. The synthesis examines MPS mode effects on the reliability and accuracy of results. Findings show, for example, that remote data collection consistently elicited higher reports of socially nondesirable behaviors compared to in-person data collection. The review reveals the need for additional studies that compare reliability and construct validity across survey modalities.

IVR has the potential to expand current surveillance coverage and data collection. Two rounds of IVR pilot testing in Baltimore, Maryland, revealed that most participants felt this type of survey would lead to more honest, accurate responses than face-to-face questionnaires, especially for sensitive topics. In the pilot tests, participants indicated a clear comprehension of the IVR-administered questionnaire and that the IVR platform was user-friendly. Described in “The Development of an Interactive Voice Response Survey for Noncommunicable Disease Risk Factor Estimation: Technical Assessment and Cognitive Testing,” the authors conclude that formative research and cognitive testing of the questionnaire are needed for deployment in LMICs [9].

The near-ubiquitous ownership of phones in LMICs, high population mobility, and low cost demand a reexamination of statistical recommendations for MPS, especially when surveys are automated. In “Health surveys using mobile phones in developing countries: automated active strata monitoring and other statistical considerations for improving precision and reducing biases,” methods are proposed to reduce estimate bias and to adjust for selectivity due to mobile ownership [10]. The authors describe using automated active strata monitoring (AASM) to improve representativeness of the sample distribution to that of the source population. They conclude that although some statistical challenges remain, MPS represents a promising emerging means for population-level data collection in LMICs.

The increasing use of MPS in LMICs brings forth a cluster of ethical challenges. The existing literature regarding the ethics of mobile or digital health, however, mainly focuses on the use of technologies in high-income countries and does not consider the specific ethical issues associated with the conduct of MPS for NCD risk factor surveillance in LMICs. In “Ethics Considerations in Global Mobile Phone-Based Surveys of Noncommunicable Diseases: A Conceptual Exploration,” the authors explored central ethics issues in this domain, including identifying the nature of the activity, stakeholder engagement, appropriate design, anticipating and managing potential harms and benefits, consent, reaching intended respondents, data ownership, access and use, and ensuring LMIC sustainability [11]. The authors call for future work to develop a broad conceptual framework for the ethical, legal, and societal issues associated with MPS for NCD risk factors. They further point to the need for guidance documents to identify key issues, outline pros and cons of options available to stakeholders for each issue, review additional points to consider, and provide references to resources relevant to each issue. In order to begin to address the various needs, the researchers hope to establish a global working group inclusive of experts in ethics, mHealth survey implementation, regulatory oversight and policy, public health, social science, and MPS platform development.

The article, “Moving the Agenda on Noncommunicable Diseases: Policy Implications of Mobile Phone Surveys in Low- and Middle-Income Countries,” presents the special challenges for policy makers [12]. The article discusses potential benefits of MPS for developing, implementing, and evaluating NCD prevention and control policies. It includes an overview of major global commitments to NCD prevention and control as well as an exploration of how countries can translate these commitments into policy action at the national level. Potential benefits of MPS are discussed, including cost benefits of MPS for informing NCD policy actions compared to using traditional household surveys, timeliness of assessments to feed into policy and planning cycles, tracking progress of interventions, timely course correction for suboptimal or noneffective interventions, and assessing fairness in financial contribution and financial risk protection for those affected by NCDs in the spirit of universal health coverage, inter alia. The authors demonstrate how MPS can become a powerful tool for collecting population-based data to inform policies that address key public health challenges such as NCDs. Further research in real-life settings will help to provide additional realistic world experiences.

This special issue of JMIR offers a step forward in benchmarking what is known and what is possible to know using MPS for data collection and surveillance systems. These results offer guidance for research expectations and opportunities to understand and curb the rise of NCDs in LMICs. Additional next steps are foreseen to continue documenting empirical
experiences of MPS use in LMICs to collect risk factor data on NCDs, engaging with global bodies toward the development of a research agenda, establishing a global working group of experts to address the ethical issues surrounding MPS use in LMICs, and working with international and national level policy-makers to create a comparative framework for turning results into policy and practice.
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One of the biggest contributors to preventable deaths isn’t a health problem but a record-keeping problem—and it is one that can be solved. [1]

Noncommunicable diseases (NCDs) account for two-thirds of deaths globally. The World Health Organization estimates that 67% of 56 million deaths that took place globally in 2012 were due to NCDs, in particular cardiovascular diseases, cancers, chronic respiratory diseases, and diabetes [2]. Three-quarters of these deaths occurred in low- and middle-income countries (LMICs) and nearly half of deaths occurred in persons younger than 70 years [2]. The World Health Organization projects a rise in the number of NCD deaths from 36 million in 2008 to 55 million by 2030, of which 15.4 million are projected to be in people younger than 70 years, if effective steps are not taken to curb the pandemic [3,4].

Four key risk factors which have been stated to be responsible for a majority of NCDs are tobacco use, sodium intake, sedentary lifestyle, and excessive use of alcohol—all behavioral and largely modifiable [5]. These factors, as well as loss of employment due to NCD-related disability and the long duration and complexity of NCD treatment, pose additional challenges to poverty reduction and sustainable development [6].

In 2015, Bloomberg Philanthropies and the Australian Government launched an ambitious new effort to redress the serious need for improved data about why people die. The Data for Health Initiative [7] is a US $100 million program that aims to provide better health data, accelerate global progress, and provide technical resources for more than 1 billion people in more than 20 LMICs in Africa, Asia, and Latin America. Reliable data are essential to make effective health policies, measure the success of public health interventions, and prioritize research. To reach the Initiative’s goal, Bloomberg Philanthropies has brought together a group of leading partners that includes the Johns Hopkins University Bloomberg School of Public Health, the CDC Foundation, Vital Strategies, the University of Melbourne, and the World Health Organization.

The day-to-day things that are killing people in large numbers are largely noncommunicable diseases and injuries... Yet governments, donors, and global health leadership are not responding... [8].

Serious gaps exist between health care spending and need—particularly in LMICs. In order to understand where investment has the most potential, we need detailed and dependable information about what is killing people. Illnesses like cancer and diabetes are becoming less fatal in higher income countries thanks to investment in prevention and treatment. Without the same in LMICs, chronic diseases are projected to cost US $21.3 trillion over the next two decades—and countless lives [8].

Many LMICs seek cost-effective methods to obtain timely and quality NCD risk factor data that can be used to inform resource allocation, policy development, and assist in the evaluation of NCD trends over time. Mobile phone technology is omnipresent in many LMICs and presents an untapped opportunity for using population-level health surveys. The Data for Health Initiative is working to assess, harness, and roll out the use of mobile
phone technology in LMICs as a cost-effective method for the rapid collection of quality NCD risk factor data. Countries engaged in the Initiative expressed interest in improving their public health data and present particularly great potential for gains. There are, however, critical gaps in understanding the ways by which mobile phone surveys could be a cutting-edge aid in the collection of NCD data in LMICs.

This special Theme Issue of JMIR addresses these critical gaps through an examination of the relevant extant literature, analysis of the myriad ethical issues surrounding the use of mobile phones to collect personal health data in LMICs, methodological challenges, conceptual challenges of turning data into international- and national-level policies, and the efforts needed for using mobile phone technology to create a research agenda for NCDs, public health interventions, and strengthening health systems in LMIC contexts.

Current methods of data collection in LMICs rely on the use of household surveys to monitor disease burden in countries, prioritize resource allocation, and evaluate public health policies. In LMICs, household surveys typically rely on face-to-face interviews conducted at the respondent’s household. Maintaining up-to-date data based on household surveys is difficult, however, since household surveys bear high costs, particularly in personnel and transportation [9], which means such surveys cannot be conducted too frequently. Additionally, household surveys require considerable amounts of time for data collection, data management, and data analysis which impedes the speed at which data become publically available. Mobile phone technology presents a potentially viable option for more frequent surveillance of population health, one that will permit more timely evaluation of implemented public health policies and response to public health emergencies.

To address the high costs and time requirements associated with household surveys, higher-income countries have developed and employed telephone and mobile phone surveys to collect population-level estimates of health [9]. The global spread of mobile phone ownership and access provides new opportunities to leverage mobile health technologies and communication channels to revolutionize current methods of data collection in LMICs. Mobile phone surveys involve interviewing respondents over their own personal mobile phone through the use of short message service, interactive voice response, and computer-assisted telephone interviews. This JMIR Theme Issue explores and compares the challenges and benefits of each of these survey modalities as well as the current landscape of mobile phone survey technology being used for population-level data collection in LMICs.
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Abstract

Background: U-CARE is a multidisciplinary eHealth research program that involves the disciplines of caring science, clinical psychology, health economics, information systems, and medical science. It was set up from scratch in a university setting in 2010, funded by a governmental initiative. While establishing the research program, many challenges were faced. Systematic documentation of experiences from establishing new research environments is scarce.

Objective: The aim of this paper was to describe the challenges of establishing a publicly funded multidisciplinary eHealth research environment.

Methods: Researchers involved in developing the research program U-CARE identified challenges in the formal documentation and by reflecting on their experience of developing the program. The authors discussed the content and organization of challenges into themes until consensus was reached.

Results: The authors identified 15 major challenges, some general to establishing a new research environment and some specific for multidisciplinary eHealth programs. The challenges were organized into 6 themes: Organization, Communication, Implementation, Legislation, Software development, and Multidisciplinarity.

Conclusions: Several challenges were faced during the development of the program and several accomplishments were made. By sharing our experience, we hope to help other research groups embarking on a similar journey to be prepared for some of the challenges they are likely to face on their way.
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Introduction

Background
Publicly funded multidisciplinary eHealth research environments face challenges seldom described systematically in the literature [1]. This paper aims to start to fill this gap. In the following, we describe both foreseen and unforeseen challenges that arose when a relatively large research program studying eHealth solutions for people suffering emotionally with serious somatic illnesses was set up. Some of the challenges discussed below are general for creating research environments, whereas others are more specific for multidisciplinary eHealth projects.

Societies aim to support the research that best meets their needs at the time. In Sweden, based on a proposal from the government (proposition 2008/09:50), a plan to support large strategic research environments was launched from the main public research funding agencies. The overall aim was to strengthen Sweden’s position as a research nation and thereby increase its scientific competitiveness in a globalized world. It also explicitly promoted multidisciplinary research on eHealth. The Uppsala University Psychosocial Care Program (U-CARE) was one of the 43 programs that were funded for 5 years based on this proposition. Thereafter, the funding of this program has been prolonged by 1 year at a time. U-CARE was, and still is, a multidisciplinary program involving the academic disciplines of caring science, clinical psychology, health economics, information systems, and medical sciences. U-CARE’s main vision was, and still is, to increase cost-effective access to participatory mental health care in connection with somatic illness by using welfare technology. An online platform, the U-CARE-portal, was developed in house to support provision of self-care, care, and psychological treatment. It was designed to serve as a research backbone for the U-CARE program with built-in features such as stratified randomization, flexible data collection, logging of patient and therapist behaviors, automatic reminders, and providing an overview on study progress (eg, number of included and randomized participants).

The background for the governmental support for U-CARE was the rapid development in information and communication technology and the role of Internet, which has influenced how we get information and communicate about health. Interactive eHealth programs for behavioral change have gradually become more available and have attained research-based support of its efficacy in several areas [2]. However, there are also several new difficulties emerging as these new tools for health care become common. For example, eHealth solutions offered by public and commercial actors are now becoming so common and diverse that the quality is difficult to manage, and the shift from face-to-face to Web-based communication in health interventions may result in that even the appropriate research and evaluation methodology has to be reconsidered [3,4]. Implementation, legal matters, ethics, and integrity issues as well as technical and practical concerns are other areas where eHealth faces new and different challenges than the traditional health care does [5,6]. There is certainly a need for sustainable, multidisciplinary research environment in this area, as the potential benefits from using eHealth on a large scale for a society are many and large [7].

U-CARE’s Project Goals
Five goals to be achieved by 2014 were specified in the original grant application for the U-CARE program. As written in the 2009 application, the goals were to (1) establish an internationally competitive, innovative psychosocial research platform that will be applied within pediatric oncology, adult oncology, and cardiology; (2) build a high-quality research-based, transdisciplinary education within the field of psychosocial health care and establish a National Graduate School in Innovative Psychosocial Health Care Research; (3) provide stimulating and challenging career opportunities for young researchers; (4) attract major external funding from the EU Framework Programs and Swedish research foundations; and (5) establish a Centre of Excellence, the Uppsala Care Centre (U-CARE Centre) for strong transdisciplinary research and research-based education within the field of psychosocial health care.

The original application described eHealth as a promising modality to be explored with the above goals in mind. Three randomized controlled trials (RCTs) evaluating Internet-supported interventions in the areas of pediatric oncology, adult oncology, and cardiology were already outlined in the application.

Objective
The aim of this article was to describe challenges when establishing a publicly funded multidisciplinary eHealth research environment. The challenges encountered were (1) general challenges for developing new research programs such as the political environment, communication strategies and research relevance; and (2) challenges specific to eHealth and multidisciplinary programs such as software development and dealing with research cultures from several disciplines.

Methods
Design
The case for this study is the aforementioned U-CARE program. Nota bene, this paper is not an evaluation of the project’s main aims. Instead, it is a qualitative description of the challenges faced during the development process. Goal attainment for the project will only be briefly described to serve as a contextual frame of reference for the challenges described.

Data Collection and Analysis
All senior and junior researchers working with the U-CARE program until 2014, as well as two of the project’s scientific advisors were invited to work with this paper. All besides one accepted the invitation and are consequently coauthors of this paper. Data were extracted from meeting protocols from the study coordination group, the program executive committee,
the yearly meetings with the international Scientific Advisory Board (SAB), evaluation reports to funding agencies and the University administration, and from reflecting on own experiences. First, all coauthors working with the U-CARE program individually identified challenges in the documentation and wrote a summary of the key issues. Thereafter, the authors met and made a preliminary categorization of the identified challenges. At a second meeting, content, boundaries, and categorization of preliminary challenges were discussed and consensus was reached. Subsequently, the two first authors scrutinized the key issues, separating challenges general to developing research programs and challenges specific to multidisciplinary eHealth.

Results and Discussion

The Challenges
In this section, we describe the identified challenges and, in some cases, how they were handled. First, 3 themes with general challenges faced when setting up the program are presented. Thereafter, challenges more specific to eHealth and the multidisciplinary nature of the program are described, organized into 3 themes. A summary of the challenges can be found in Table 1.

Organization
The U-CARE program was organized at the Disciplinary Domain of Medicine and Pharmacy at Uppsala University, above department level and was hosted by a relatively small existing research group at the Department of Public Health and Caring Sciences. It also included coworkers from other research groups, departments, and universities than from the host research group. A completely new organization was required for the strategic environment according to instructions from the university management matching the requirements from the funding agency while the program was part of the department’s organization. This meant that the coworkers had obligations both to their respective departments as employees, PhD students, teachers, or researchers, and to the new overarching organization. Sometimes, there were dual instructions. For example in U-CARE, the executive committee is responsible for the sanctioning of the PhD student’s study plans and for reviewing their progress. This resulted in redundancy as the departments already had detailed routines for this. An overflow of administrative duties may reduce academic output for example in terms of publications.

Figure 1 illustrates the organization of the U-CARE program. The steering committee, executive committee, and SAB included members with expertise in caring science, clinical psychology, information systems, and health economics to facilitate the multidisciplinary work in the U-CARE program. The management team consisted of the Program Director, Program Coordinator, Information Technology Coordinator, and Research Coordinator. Work packages were organized around the RCTs that were already outlined in the application. These work packages as well as the associated studies (see below) were represented in the study coordination group meetings, which aimed at communicating the progress of each study and enabling synergy effects.

Studies initiated by other research groups were associated to U-CARE in order to benefit from the U-CARE portal. A more business-like practice emerged over time, where the associated studies became clients that purchased software as a service from U-CARE. The organization thus had to develop new knowledge and setup processes to act effectively as a service provider.

Table 1. Challenges in establishing a multidisciplinary research program on eHealth research.

<table>
<thead>
<tr>
<th>General or specific to multidisciplinary eHealth projects</th>
<th>Themes</th>
<th>Challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td>General</td>
<td>Organization</td>
<td>1. The appropriate organization challenge</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2. The strategic support challenge</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3. The responsive organization challenge</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4. The continuity of productivity challenge</td>
</tr>
<tr>
<td></td>
<td>Communication</td>
<td>5. The internal communication and documentation challenge</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6. The external communication challenge</td>
</tr>
<tr>
<td></td>
<td>Implementation</td>
<td>7. The material sharing challenge</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8. The stakeholder involvement challenge</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9. The public involvement challenge</td>
</tr>
<tr>
<td>Specific</td>
<td>Legislation</td>
<td>10. The professor privilege challenge</td>
</tr>
<tr>
<td></td>
<td></td>
<td>11. The competing legislation challenge</td>
</tr>
<tr>
<td></td>
<td>Software development</td>
<td>12. The mutual understanding of software requirements challenge</td>
</tr>
<tr>
<td></td>
<td></td>
<td>13. The software development documentation challenge</td>
</tr>
<tr>
<td></td>
<td>Multidisciplinarity</td>
<td>14. The discipline openness challenge</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15. The challenge of a shared theoretical framework</td>
</tr>
</tbody>
</table>
The appropriate organization challenge (#1) was to make the U-CARE program fit requirements from both the host university department and the funding agency as efficient as possible and with the least possible redundancy. The identification of the redundant or otherwise noneffective processes and routines was the key to necessary changes or adjustments. Our recommendation is that clarifications of responsibilities to the program and the host department should be made as soon as possible. One intention of the strategic research area initiative was to provide long-term funding to increase stability of the programs and relieve them from some of the demands normally put when applying for short-term project funding. Furthermore, the administration of a large program is demanding and time-consuming especially in the upstart phase. To facilitate the process, a program coordinator was hired at inception to support the program director. As the organization grew, responsibilities were delegated and duties were distributed within the group. Establishing a new research program is a long-term investment and takes time and effort to build the most efficient organization and administrative routines.

The continuity of productivity challenge (#4) was to keep an even pace of production that is, publishing articles while starting up large, time-consuming studies. The U-CARE portal was developed from scratch and all the large projects started up in parallel. The way we handled this challenge was by starting additional short-term projects to get a workable mix. This meant that the original RCTs were complemented with other types of studies. For example, brief intervention studies with student participants, qualitative interview-based studies, feasibility and pilot studies, registry-based studies, and studies describing the project development processes including trial protocols were accomplished (eg, [8-14]). It is important for a research organization’s output to have nonsynchronized and timely overlapping projects.

**Communication**

Internal and external communication is a key factor for efficiency and goal attainment. Accordingly, much time and effort was devoted to establishing a clear intra- as well as an interorganizational communication strategy. The strategy described different information systems and communication channels for different purposes. The strategy serves as the blueprint for communication with the public, stakeholders, and between colleagues. The project’s external and internal website, emails, shared server folders, the U-CARE portal itself, Web-based meeting systems, cloud technologies, and face-to-face meetings were important communication channels. Although this is an eHealth program, personal meetings ranging from regular working group meetings to international scientific conferences have been very important. The internal communication and documentation challenge (#5) was to implement an efficient strategy for internal communication aiming at making communication, information sharing, and documentation part of employees’ daily routines and to ensure that all ongoing research and educational activities were documented properly. This documentation was the basis for the yearly reports of progress and productivity to funding sources. To meet these challenges, a combination of a general strategy building commitment to the project and a more specific strategy with frequent reminders and easy-to-use-templates to fill in was used.
The external communication challenge (#6) was to establish efficient external communication. One key task was to set up the U-CARE website. It allowed for effective and transparent external information sharing. The website served several of the defined communication purposes as it provided continuously updated and easily accessible information regarding main deliverables, ongoing studies, the organization structure of U-CARE, meeting protocols from the decision-making bodies, and policies, and so on. News was also distributed using Twitter with links to the U-CARE website for more information. In line with the university’s third assignment, that is, to inform citizens, efforts were made to present the work to the public as well as politicians and health care officials. This was done by contacting the media, by participating in meetings arranged by nonprofit and patient organizations, and by inviting to a seminar at a popular societal and political yearly national event in Sweden (Almedalen) where many different stakeholders gathered.

**Implementation**

An important goal from the start for U-CARE was that any successful intervention should be implementable in regular care. Implementation of an intervention must depend on its efficacy and effectiveness, which is currently being evaluated in the RCTs. Thus, the implementation process cannot start until it is known whether an intervention is worth implementing, as the ideal in health care is to implement only evidence-based interventions. When it comes to eHealth, this creates a special difficulty as evidence takes a long time whereas the technological development is fast. At the time when a sufficient level of evidence is reached, the technology might be outdated. This may be a future challenge for U-CARE.

The idea of implementability has influenced the design of the U-CARE program from the start. For example, the recruitment of participants to the studies is done consecutively in clinical settings when possible, which is actually rare in the Internet therapy literature [15]. In addition, the material created for the portal was licensed to open access as per the most liberal Creative Commons license at the time, CC BY, where anyone is allowed to use and alter the material as long as it is attributed to the original author. It may seem uncontroversial but there are some potential negative side effects from a business perspective. The material sharing challenge (#7) is how to share the material for free without creating unfair competition or to limit the commercial interest. This challenge has not yet specifically been met in other ways than that it is acknowledged as a potential risk. A similar challenge applies to the use of open source code. In this case, we chose not to use open source, at least for now.

Newly developed eHealth technology has often had difficulties in reaching and being implemented in health care practices. This has been analyzed by, among others, van Gemert-Pijnen and colleagues [16]. They found that eHealth development often disregards the relationship among technology, human characteristics, and the socioeconomic environment. This led them to develop and suggest the CEHRES roadmap for development of eHealth technology, which emphasizes the interaction with the different stakeholders [16]. Although the CEHRES roadmap was not published when the U-CARE program started, several stakeholders were identified and approached early. The stakeholder involvement challenge (#8) was to identify and involve appropriate stakeholders. Researchers and clinicians such as psychologists and nurses have had a large input on the development of the program and the interventions. Other stakeholders who have not yet been involved are the future service providers, such as commercial or public clinics, who may deliver the interventions in regular care. For future implementation, it is also crucial to inform and engage a larger group of stakeholders such as politicians and health care officials early. Their engagement and knowledge is important for collaboration, implementation, and ultimately, value for the society.

The importance of interacting with the end-users in every part of the research process has become clear over the evolution of the program. Patient and public involvement (PPI) in research is recognized as an important strategy to ensure relevance and legitimacy of research activities and findings [17]. The involvement of patients in U-CARE aimed to ensure the clinical relevance and legitimacy of the interventions, the outcome measures, and the user interface of the U-CARE portal. In addition, after the interventions were prepared, patients have remained a valuable source of knowledge to improve the research projects. Involving patients in research activities was a novel approach to most researchers in U-CARE, and this work has led to an awareness of the complexity and costs of patient involvement as well as the benefits [18]. The public involvement challenge (#9) was to allocate time and the resources to do this work. It is not reasonable to expect contributions over several years from patient representatives without any compensation. Such resources were not planned for at an early stage and although PPI has been applied during the course of the program, greater efforts could have been made to take advantage of it. Ideally, a program of this size should have an assigned person with expertise in PPI to plan, educate, and allocate resources. Efforts were also made to change the researchers’ view of patients from study objects to research partners. To enhance this work, it would be a good idea to educate both patient representatives and researchers on how to collaborate in research.

**Legislation**

A number of legislative challenges have arisen during the program, mainly concerning research, health care, and copyright. The Swedish copyright legislation differs from other countries’ when it comes to innovations conducted by a university employee. According to the unique Swedish professor’s privilege, teachers and researchers have the rights to the intellectual property that originate from research, development, and innovation activities. This created the professor privilege challenge (#10), as it means that the university as an employer has neither rights nor direct incentives to manage these kinds of innovations [19]. It is up to the respective owner of the intellectual property, which in U-CARE’s case includes many persons, to take care of how the end product should be handled (eg, advertised and maintained). With the intention to benefit as many as possible, an important ambition of the U-CARE-program was to share material with others. This has
required contracts with U-CARE staff, to license the material according to the aforementioned liberal CC BY-license. This has been done to remove some of the legislative barriers and facilitate future implementation.

At the onset of the program, the focus was on legal requirements regarding research ethics and personal integrity, which U-CARE researchers had previous experience with. The setting for the U-CARE program is academic, not clinical. When setting up the studies and routines, it became evident that no caregiver system was in place, which is required for psychological treatment in Sweden. After several discussions with the university management and National Board of Health and Welfare, it was decided to create a new caregiver organization, independent from the hospital or other clinical entities, at Uppsala University specifically for the research within U-CARE, a solution that hitherto has been very uncommon. As a result, the legal office at the university was obliged to support this new activity.

Legislation and practice around health care and research are not always in concordance. The competing legislation challenge (###11) has been to navigate these two legal systems. In research, for example, data should be as transparent as possible to other researchers (eg, Open data); whereas in health care, patients’ integrity is of central importance. Another example is that in research the ideal is that the therapists are as blind as possible to the participants, for example, the baseline measures, whereas in medical practice it is essential to know details about the patient and to keep a medical record. This challenge is also a consequence of the double role that is common in clinical research, where the researchers are also therapists. Relating to this there is also an eHealth legislation lag. eHealth and related research has developed fast and the legislation is often not updated on this area, at least not in Sweden. This requires adaption to existing but not always appropriate Health and Medical Services legislation. For example, the distinction between research material and medical record information is not always clear. In two of the ongoing U-CARE studies, only participants who scored above a certain threshold level of anxiety and depression are offered to take part in an intervention after randomization. In this situation, it is not clear who are U-CARE’s patients from a health care perspective and for whom a medical record is mandatory—For all the persons screened; for those randomized to treatment; or for all scoring above the threshold? On top of this, there are several new data safety issues that call for updated regulation, for example, cloud technologies.

**Software Development**

At the inception of U-CARE, the market was reviewed for software that could support the interventions and research for the planned studies in an appropriate way. No such software was found on the Swedish market. Hence, a strategic decision was made to collaborate with the information systems discipline in the process of developing the software program. Information systems researchers were engaged to participate both as researchers and as software developers. The decision meant that no external software consultants were engaged to help build the software. The information systems research focus was initially explorative and its research aim was somewhat unclear, but it became more focused with time.

The research in U-CARE largely depended on the U-CARE portal, which was adapted to both research and treatment needs. During the development phase, all parties underestimated the complexity of the software to be designed. Complexity was caused by a series of requirements, including (but not limited to) that the software:

- should be flexible so that it would suit the diverging needs of the different studies
- should be easy-to-use for people with diverging computer skills, provide a rich user experience, and feel attractive and modern
- should stimulate interaction between users, primarily among participants and between therapists and participants
- had to comply with current security standards and privacy regulations according to Swedish legislation
- could monitor study characteristics and provide updated study progress reports on recruitment and other parameters

The increasing complexity caused by a continuous flow of new requirements and applications from the clinical trial researchers led to considerable postponement of the launching of the U-CARE portal, which in turn affected the starting point of the planned studies.

When professionals with different backgrounds, for example, with regard to profession and academic discipline work together, there are communication challenges. In relation to software development, this is a well-known phenomenon. We had to make sure that the expressed and perceived expectations with respect to the system were in agreement. Here, we call this the mutual understanding of software requirements challenge (###12).

It is hard to make demands within a field, for example, programming of software functions, in which you are not oriented. In the same way, it is difficult to respond to a demand that comes from an environment, for example, the clinical, that is unfamiliar. This challenge was met by adopting an iterative, agile, software development process and by weekly meetings between the developers or information systems researchers and the psychologists or clinical researchers [20]. The agile approach emphasizes continuous interaction between stakeholders and adaptation to changing customer requirements, in contrast to traditional plan-driven approaches to the, so-called, software development life cycle.

An additional software development documentation challenge (###13) was the need for continuous documentation of the development of the portal. New functionalities and complex configurations were added continuously as the portal developed, and with increasing time pressure, documentation was to some extent down prioritized. The lack of such documentation increases the risk to become dependent on certain individual’s inherent knowledge of the code. Routines for documentation that were set up were not always adhered to. These routines were successively improved. It is of uttermost importance to have well-functioning and easy-to-use routines and management systems to maintain them.
Multidisciplinary Research

The development of multidisciplinary collaborations was included in U-CARE's fundamentals. For example, cost-benefit analyses were included in the original RCTs from the very start. This led to cooperation with researchers from health economics. As aforementioned, it was also decided early in the process that the development of the Internet portal was to be included as an integral part of the U-CARE program in contrast to using an existing portal or to work with IT-developers as consultants. Consequently, the technological development process became a research topic in itself mainly from an information systems perspective involving researchers from the informatics discipline. It was a general expectation that disciplines working together would be a success factor for dealing with complex research questions, for example, at cross-borders between the individual, the society, and a technological environment. It was also anticipated that down the road toward true interdisciplinarity, several obstacles would have to be dealt with. At the outset, little was known about each other’s cultures, structures, terminology, and science. Hence, it can be described as a discipline openness challenge (#14) to adjust to, be open to each other’s qualities and expectations, and allocate resources in order to integrate our knowledge to reach new results. It proved to entail a greater intellectual challenge than was imagined. The initial tendency was to accumulate rather than integrate (eg, the interests of several research areas resulted in a larger number of questionnaires), with the risk of not satisfying any of the involved disciplines. Alternatively, making one discipline primary with priority to outline the research design would lead to others being secondary, marginalized, and unsatisfied.

The multidisciplinary ambition also resulted in higher demands on coordination and communication as the group became more diverse regarding professional and educational background as well as in research objectives. Collaboration was hampered by organizational differences with different systems in different departments, particularly for PhD students who had their project in one discipline or department and the main supervisor in another. Different cultures regarding PhD studies also made the integration more complicated. For an individual PhD student, the primary goal is to meet the requirements of the own discipline. Differences between disciplines regarding the various aspects of publication (type of publication, number of authors, author order, lack of interdisciplinary journals, etc) was another example of a cultural difference that was not fully anticipated beforehand.

Discussions regarding theoretical basis and research objectives have been ongoing and differences in scientific philosophy have been revealed along the way. The expectation that different scientific approaches are enriching has been confirmed. However, too large differences may also obstruct communication. The starting point for U-CARE was societal and clinical relevance rather than theoretical curiosity. The idea of theoretical framing and potential theoretical contributions emerged over time. However, given the large number of ongoing studies and the various backgrounds of the involved researchers, different subgroups relate their work to theory in different ways, without an agreed-upon shared theoretical framework. To bridge this gap was the challenge of a shared theoretical framework (#15). Several candidate theories to frame the studies were proposed including, but not limited to, learning theory, which is the base of cognitive behavioral therapy, and socio-materiality. In addition, pragmatism has served as a philosophical starting point to guide and frame strategic research choices. We also applied more nontheoretical frameworks, for example, the British Medical Research Council’s framework for development of complex interventions. An implication of the lack of coordination in this respect may be a reduced long-term opportunity for theoretical contributions related to the design and application of technology for online psychosocial support. Moreover, the lack of an agreed-upon labeling of ongoing work may also lead to less-efficient communication of results to both academia and practice. Although letting each researcher frame results in a way that makes sense in his or her specific field may be effective and flexible, coordination is needed to make a true multidisciplinary contribution.

U-CARE’s Accomplishments

So, was U-CARE a successful program? By the end of 2014, the following had been accomplished regarding the goals set in 2009 (see U-CARE’s project goals above).

Regarding establishing a research platform, the most significant output since the inception of the U-CARE program has been building an Internet portal, that is, the U-CARE portal, a generic and flexible Internet portal that supports collection of data and provision of psychosocial care and psychological treatment. Web-based psychosocial and psychological self-help programs have been developed for pediatric oncology, adult oncology, and cardiology. Within the U-CARE program an infrastructure, that is, logistics, structures, and policies, for delivering care and psychological treatment online has been created. A number of research groups have been associated to the U-CARE program in order to use the U-CARE portal and the self-help programs developed within U-CARE. The associated groups contribute with Web-based open access self-help material for groups such as pregnant women with fear of giving birth; women who experience post-traumatic stress after a difficult delivery or abortion; persons with risk for recurrence of depression; children who experience pain due to mucositis, and so on. By the end of 2014, 6 studies had started in the portal, all targeting Swedish participants. In the first goal, (1) international competitiveness and innovation were stressed on, but these aspects are difficult to evaluate factually at the moment. (2) A research-based multidisciplinary education within the field of psychosocial health care and a national graduate school in innovative psychosocial health care research has been organized. Eight PhD students started the graduate school in 2011 or 2012. Three multidisciplinary courses on eHealth-related topics have run between 2012 and 2014. (3) Regarding career opportunities, the following figures indicate a positive result. In 2009, the research group where U-CARE is hosted consisted of 6 persons. By the end of the 2010, the group already consisted of 25 persons, and the size of the research group has been relatively stable throughout 2014. In addition, approximately 25 persons with positions at other departments at Uppsala University and 10 persons at other Swedish universities are involved in the U-CARE program. In total, 13
PhD students are involved in the U-CARE program. Four post-doctoral positions have become permanent researcher positions. (4) When it comes to attracting major external funding from major Swedish research foundations, the U-CARE program has been successful. In total, 19,354,900 SEK (approximately €2.134.000) have been received in addition to the original funding for research activities between 2011 and 2014. At the moment, 29,930,000 SEK (approximately €3.300.000) has been granted for 2015-2018. However, no funding has been applied for and thus not been received from the EU framework program. (5) Originally, there was a plan for a center of excellence organized independently of the existing university departments. However, these plans were changed already at the inception because of organizational reasons. U-CARE has since inception throughout 2016 been hosted at the Department of Public Health and Caring Sciences, group: Clinical Psychology in Healthcare, Uppsala University.

In May 2015, the Swedish Research Council published a comprehensive evaluation of all the 43 programs in the Strategic Research Area-Initiative. All programs were evaluated by an expert panel regarding, among other things, research output, collaborations, and management. The conclusion was that U-CARE has developed satisfactorily in many aspects, especially when it comes to management, association with other national research groups, and for effectively starting up a new organization within a new field of research. The main challenges for the future pointed out by the experts were research output, that is, scientific publications, international collaborations, impact on business, and contribution to undergraduate education [25].

Conclusions

Establishing a publicly funded multidisciplinary eHealth research environment is a challenging endeavor. Although several challenges were met during the development of the U-CARE program, several accomplishments were also made. Some of which could not have been made if it weren’t for this new long-term research environment. By sharing our experience, we hope to help other research groups embarking on a similar journey to be prepared for some of the challenges they are likely to meet on their way. We do anticipate future challenges within these themes that are not described in this paper. This involves implementation in care if the interventions prove to be efficient, continuous adjustments to new technologies, and legislation. By reflecting on our previous challenges, we are better armed to face the challenges of the future.

For some challenges, we provide a solution that worked for us. For other challenges, we have suggestions that we have not fully implemented. We recommend our readers to reflect on how to tackle the challenges and anticipate that being prepared will help to tackle these challenges in a more efficient way.
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Abstract

Background: We conducted a randomized controlled trial of a digital health system supporting clinical care through monitoring and self-management support in community-based patients with moderate to very severe chronic obstructive pulmonary disease (COPD).

Objective: The aim of this study was to determine the efficacy of a fully automated Internet-linked, tablet computer-based system of monitoring and self-management support (EDGE, eElf-management anD support proGrammE) in improving quality of life and clinical outcomes.

Methods: We compared daily use of EDGE with usual care for 12 months. The primary outcome was COPD-specific health status measured with the St George’s Respiratory Questionnaire for COPD (SGRQ-C).

Results: A total of 166 patients were randomized (110 EDGE, 56 usual care). All patients were included in an intention to treat analysis. The estimated difference in SGRQ-C at 12 months (EDGE–usual care) was −1.7 with a 95% CI of −6.6 to 3.2 (P=0.49). The relative risk of hospital admission for EDGE was 0.83 (0.56-1.24, P=.37) compared with usual care. Generic health status (EQ-5D, EuroQol 5-Dimension Questionnaire) between the groups differed significantly with better health status for the EDGE group (0.076, 95% CI 0.008-0.14, P=0.03). The median number of visits to general practitioners for EDGE versus usual care were 4 versus 5.5 (P=0.06) and to practice nurses were 1.5 versus 2.5 (P=.03), respectively.

Conclusions: The EDGE clinical trial does not provide evidence for an effect on COPD-specific health status in comparison with usual care, despite uptake of the intervention. However, there appears to be an overall benefit in generic health status; and the effect sizes for improved depression score, reductions in hospital admissions, and general practice visits warrants further evaluation and could make an important contribution to supporting people with COPD.

Trial registration: International Standard Randomized Controlled Trial Number (ISRCTN): 40367841; http://www.isrctn.com/ISRCTN40367841 (Archived by WebCite at http://www.webcitation.org/6pmfIJ9KK)

(J Med Internet Res 2017;19(5):e144) doi:10.2196/jmir.7116

http://www.jmir.org/2017/5/e144/
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Introduction

Background
Chronic obstructive pulmonary disease (COPD) is a major cause of morbidity and mortality [1], with global costs of US $141 billion. In the United Kingdom, the total annual estimated cost of COPD to the National Health Service (NHS) is over £800 million, over half attributable to hospital-based care [2]. The impact of COPD on the health-related quality of life of patients is well-established [3,4].

Correct use of long-acting beta-agonists alone or in combination with anti-inflammatory inhaled steroids can reduce the overall rate of exacerbations by 20% [5]. Early recognition of and intervention during an exacerbation can also reduce admission risk [6]. Training and support for patients in the self-management of their condition, for example, through outpatient pulmonary rehabilitation [7], improves quality of life and can reduce unplanned hospital admissions [8-10]. There is an evidence base for use of psychological therapies such as cognitive behavioral therapy [11], although a wider range of interventions designed to promote self-management do not appear to work consistently, possibly because of nonadherence to the self-management program or to action plans put in place [12,13], or because not all the components required to improve self-management are included.

There is a need to identify different forms of self-management that can improve outcomes and to develop and optimize ways of delivering available interventions to maximize effectiveness and safety. Delivery of interventions at a widescale and continuing the intervention over time are likely to be important factors addressing feasibility and maintaining effectiveness. Use of converging computer and communication technologies in the form of digital health interventions offers a means of helping patients monitor their condition, providing support in interpreting data for self-management, and supplying a means of delivering individually tailored education and treatment plans.

Digital Health Intervention
Digital health interventions in COPD are increasingly employed, and particularly health apps have been found to show potential in improving symptoms management through self-management support [14]. Current digital health interventions and apps include a range of components, and mainly differ in the combination of tools used (patient education materials, exercise support, self-care plans, remote monitoring of symptoms, and clinical parameters) and input from clinicians (interpretation of patient data and feedback to patient through phone calls, text chats, or video calls) [15,16].

Understanding the heterogeneous nature of COPD events with a variable time course of symptom onset and recovery is particularly important to underpin interventions that may work for individual patients [17].

Systematic reviews of digital health interventions till date in COPD provide evidence to support continuing research [18], but recent large-scale evaluations have not shown convincing evidence of their effectiveness [19,20]. Three large trials of telehealth solutions for COPD have identified little or no benefit [19,21,22]. Limitations of current systems have included low compliance rates with the technology resulting from having to engage with a dedicated telehealth box; lack of flexibility in the technical specification; artifacts in data collection leading to high rates of false alerts; and limited personalization and support for self-management in the telehealth solution. Therefore, solutions need to be straightforward and easy-to-use by patients, be straightforward to implement with low-cost widely available technology, and utilize individualized predictive algorithms to address the variability of the condition [23-25].

Evaluation of digital health interventions require multiple perspectives to be considered within the evaluation [26]. We have recently carried out a cohort study in which we have shown that a tablet computer-based system for supporting patients with COPD is acceptable to them and feasible to use [23,27].

We therefore set out to determine the efficacy of an Internet-linked, tablet computer-based system of monitoring, and self-management support (EDGE, sElf-management anD support proGrammE) in improving quality of life and clinical outcomes when used by patients with moderate to very severe COPD.

Methods

Trial Design
EDGE for COPD is a multicenter, randomized controlled trial of 12-month duration [28]. Patients were individually randomized to receive either a system of care (the EDGE intervention) delivered via a digital health, Internet-linked platform implemented on a low-cost tablet computer (the EDGE platform) providing monitoring and self-management support or standardized usual care in a 2:1 allocation ratio (Figure 1). A 2:1 allocation ratio was chosen to maximize the information available about the use of the system across the population of individuals with COPD [29]. There were no changes to the design or methods of the study after recruitment commenced. An embedded qualitative study was used to carry out a process evaluation and to explore the experience of using the system.
Participants

Eligibility Criteria for Participants
Eligible patients were aged ≥40 years with a confirmed diagnosis of COPD as defined as a forced expiratory volume in 1 s (FEV1), post-bronchodilator of <70% [2], and a predicted ratio of FEV1 to forced vital capacity of <0.70. Eligible patients had a smoking-pack history >10 pack-years and a Medical Research Council dyspnea score of ≥2. Further trial eligibility criteria are reported in the trial protocol [28].

Setting
Patients were recruited from a variety of settings encompassing primary and secondary care as well as community services. Patients attending respiratory hospital outpatient clinics and pulmonary rehabilitation courses in the adjacent counties of Oxfordshire and Berkshire, UK, were invited to participate. In addition, eligible patients were identified from primary care clinics and from those recently (within the preceding 2 weeks) discharged from hospital following a COPD-related admission.

Trial Interventions

Intervention Development and Specification
On the basis of open-source app software, the EDGE platform was designed to be integrated in clinical care, by a team of clinicians and engineers working with patients. The platform was refined in a 6-month cohort study of a group of patients with COPD, who were selected using eligibility criteria matching those of the trial [27].

The EDGE intervention was designed to include tools to help patients identify exacerbations and to monitor their condition: to help support good compliance with inhaled medication; and to support psychological well-being. It incorporates a daily

Figure 1. Participant flow legend. a: not mutually exclusive. b: defined as using the intervention for at least 30 days, during which time it was used for at least 3 out of 7 days per week. MRC: Medical Research Council; FEV1: forced expiratory volume in 1 s; FVC: forced vital capacity; COPD: chronic obstructive pulmonary disease, SGRQ-C: St George’s Respiratory Questionnaire for COPD.
symptom diary consisting of standard questions about symptoms based on previous trial protocols [30,31]. Questions include general well-being, cough, breathlessness, sputum (quantity produced and color), and use of medications. A 30-s period of data acquisition using a Bluetooth-enabled pulse oximeter with finger probe (Nonin, PureSAT, 9560BT) manufactured by Nonin Medical Inc of Plymouth, Minnesota, USA, allows daily collection of heart rate and oxygen saturation data. Mood screening questionnaires [32-34] were presented each month for completion; further details are given in Multimedia Appendix 1.

The EDGE platform also includes a number of software modules, including videos tailored to the patient’s entries in the symptom diary or answers to the mood-screening questionnaires. These videos provide additional self-management support, and are listed in Multimedia Appendix 1. These include inhaler techniques, pulmonary rehabilitation exercises, and self-management techniques for breathlessness. All of the multimedia components were developed by the local clinical respiratory team and are based on current pulmonary rehabilitation interventions, for which there is good evidence of effectiveness in improving quality of life for patients with COPD [35]. As soon as the patient finishes using the app, data is securely transmitted to a server hosted behind NHS firewalls.

Use of the EDGE Platform

Participants allocated to receive the EDGE platform-based intervention were provided with an Android tablet computer (Samsung Galaxy Tab) running the app software and a Bluetooth-enabled oximeter probe.

Participants were briefly instructed on the use of the EDGE platform by the research nurse and given a brief information booklet detailing its use. Patients were informed that the EDGE platform was not a replacement for their usual clinical care, and that in the event of deterioration in their health they should contact their general practitioner or community respiratory nurse as usual. The intention of this approach was to establish the safe use of new technology, whereas not intervening in a way that might expose individuals to unintended harms [36].

In an initial 6-week period of use, EDGE users completed the symptom diary and recorded their oxygen saturation and heart rate with the pulse oximeter on a daily basis. Following this initial run-in period, the distributions of values for the oxygen saturation, heart rate, and symptom scores were calculated for the run-in period for each participant. The 97th centile was computed for the distribution of heart rate and symptom score, and the 3rd centile for the distribution of oxygen saturation; these were then used as the threshold for the participant safety alert for that parameter. The option to modify thresholds following a hospital admission was available. Participants continued to input their symptom data and clinical recordings daily throughout the duration of the trial.

One of three respiratory clinicians (nurse, physiotherapist, or doctor) reviewed a summary of the oxygen saturation, heart rate, and symptom diary module data twice weekly to ensure that data transmission was taking place and to deal with safety alerts. Data were assigned priority according to the number of “alerts” in the most recent two weeks since the last review. In this context, alerts were generated when the vital sign value (pulse rate or oxygen saturation) went above (or below) the safety threshold or the overall symptom score went above the safety threshold.

If data were not received or there were safety alerts, the participant record was accessed for review. If, on reviewing the data, there was judged to be a clinically important change in the data, then the patient was contacted either via message or telephone. A clinically important parameter was defined as either heart rate or symptom score moving above the 97th centile or oxygen saturation falling below the 3rd centile, as defined by baseline observation and persisting for at least 2 days. If depression or anxiety scores equaled or exceeded a threshold of 10, then the patient’s general practitioner was informed by letter. The intervention is summarized in Multimedia Appendix 2.

The Standardized Usual Care Intervention

Participants allocated to receive standardized usual care were provided with all the information given to those allocated to use the EDGE system, but without the use of a tablet computer or the facility for daily monitoring of symptoms and physiological variables. Participants were provided with leaflets based on those currently produced by the Oxfordshire Community Respiratory service. Further details are given in Multimedia Appendix 3.

Primary Outcome Measure

The primary outcome was the change in St George’s Respiratory Questionnaire for COPD (SGRQ-C) [37], which was used to assess COPD-specific health status from baseline to 1 year in patients with moderate to very severe COPD.

Secondary Outcome Measures

The following secondary endpoints were used to evaluate the impact of the intervention in comparison with usual care: (1) impact on hospital admissions (number of admissions and days in hospital) and deaths; (2) the number of recorded exacerbations defined as episodes in which antibiotics or oral steroids were prescribed or in which the patients were seen in the accident and emergency department or admitted to hospital in the presence of an acute change in respiratory symptoms defined as the presence of at least two symptoms, one of which should be major (major symptoms: change in sputum, more breathless, chest tight; minor symptom: unwell, tired, temperature, a cold) or a report of a patient taking more salbutamol, either blue inhaler or by nebulizer, for at least 48 h (Multimedia Appendix 1); (3) time to first exacerbation; (4) beliefs about respiratory medicine use measured with the Beliefs about Medicines Questionnaire [38]; (5) self-reported medication use measured with the Medication Adherence Report Schedule [38]; (6) self-reported smoking cessation; (7) mood measured with the Standard Checklist 20-item Questionnaire (SCL-20) for depression [39] and the Standard Checklist 10-item Anxiety Measure (SCL-10A) [40]; and (8) a comprehensive measure of health status using the EuroQol 5-Dimension Questionnaire (EQ-5D) [41]. The SCL-20 and SCL-10A are derived from a 90-question standard measure and have been used extensively.
to measure mood and anxiety as outcome measures in studies with people who have long-term conditions. The EQ-5D includes 5 questions asking about mobility, self-care, usual activities, pain and discomfort, and anxiety or depression. Each question has a 3-level response, and the responses are used to estimate a preference weight for that health status, presented as a single index value.

Details of number and duration of hospital admissions were measured by self-report and confirmed where possible by review of hospital discharge letters and central hospital admissions data. Records of deaths were obtained from general practices and further details were obtained, where necessary, from hospital records. Details of exacerbations of COPD were recorded on a record form held by all participants [28].

Sample Size

The sample size calculations were based on the number of patients required to demonstrate a mean difference of 6.6 on the St George’s Respiratory Questionnaire between the two allocated groups, at 12-months from randomization (equivalent to 7.3 on SGRQ-C) [37]. We estimated the SD at 12.7 based on a study using the SGRQ-C [42]. For a power of 90% and significance level of .05 (2-sided), with 2:1 allocation between intervention and usual care and allowing for 10% loss to follow-up, we required 165 patients.

We also had 98% power to identify the difference in admissions to hospital at 3 months based on effect sizes of previous intensive interventions with this group of patients [7], and 52% power to detect the difference in admissions at 12 months based on a systematic review of interventions in COPD [43]. In both cases, a 5% loss to follow-up was assumed.

Randomization

Participants were randomized with an allocation ratio of 2:1 intervention to usual care using Sortition V.1.2 [28]. The research nurse carried out randomization by accessing Sortition using a Web-browser on a tablet computer at the assessment visit only after completion of consent procedures and baseline measurements, including completion of the SGRQ-C.

Trial Procedures

Recruitment

Potentially eligible patients were sent an invitation to participate in the trial. The invitation included a patient information booklet, a reply slip, and prepaid envelope. Patients who were interested in participating were asked to return their reply slips by post to the research team. The research nurse then contacted the patient by telephone to arrange an initial assessment visit. At this visit, eligibility was confirmed, written informed consent was obtained, and baseline data were collected for those consenting to participate.

All participants were assessed at baseline by a health care professional and had finished self-completed measures before randomization and intervention allocation. The use of medication by participants was recorded at the baseline and follow-up assessment visits. Information collected included type, dose, and frequency of COPD medication (tablets and inhalers) as well as a list of other medication taken. A detailed smoking history was taken at the baseline assessment visit; self-reported smoking status was recorded at subsequent assessments. All participants had either a written or tablet computer held action plan (uploaded as Multimedia Appendix 3) for use with changing symptoms, and were encouraged to ensure that, in line with standard practice, they had reserve supplies of antibiotics and steroids.

Patient Follow-Up and Retention

Patients remained in the trial for 12 months with assessments at a baseline visit, 3, 6, and 12 months. The primary outcome measure was collected at baseline, and 6 and 12 months after randomization. Secondary outcome measures were collected at baseline, 3, 6, and 12 months.

Postal reminders were sent before all follow-up assessment visit dates. The 3-month assessment was a telephone contact with patients. For patients allocated to standardized usual care, a reminder was posted before the assessment date. The 6 and 12 months visits were carried out either at home or at clinic.

Self-completed outcome measures were completed without guidance by the research team and before any further assessment or discussion of clinical care. Research and clinical teams were trained in the potential for measures to be biased by their interactions with participants. A record of all contacts with trial participants was kept to examine potential for interactions with patients not specified in the trial protocol.

All patients had the right to withdraw from the trial at any point, without providing a reason. Those patients who withdrew from receiving the intervention were asked if they would be willing to provide follow-up information within the trial at the 6- and 12-month assessment points. If patients declined, no further information was collected.

Statistical Methods

The principal comparisons were performed on an intention-to-treat basis. The trial results are presented as comparative summary statistics (difference in response rates or means) with 95% CI. A linear mixed-effects model was used to analyze SGRQ-C including randomized group (intervention or control), time point (6 months and 12 months), baseline SGRQ-C score, age (analyzed continuously), gender, current smoking status (yes or no), severity of COPD (according to NICE clinical guidelines or GOLD classification, moderate or severe or very severe), and site as fixed effects and a patient-specific random intercept. Treatment-time interaction was included in the model to assess the treatment effect at 12 months. Higher scores reflect better quality of life compared with lower scores. Binary outcomes were analyzed using log-binomial regression, adjusting for covariates as described above. The threshold for statistical significance was less than $P=.05$ with no adjustments made for multiple testing among secondary outcomes.

The intervention effect was assessed by analysis of subgroups defined by severity of COPD, smoking status, hospital admission in the previous year, attending a pulmonary rehabilitation course in the previous year, and the presence or absence of live-in
support. A full detailed statistical analysis plan was prepared before the final analysis by a trial statistician.

The EDGE COPD trial was carried out in conformance with the principles of the current version of the Declaration of Helsinki and the other regulations in force. The trial is registered at ISRCTN 40367841.

Results

Trial Progress and Baseline Characteristics of Participants

The CONSORT flow chart is presented in Figure 1. The reasons for patient withdrawal are also detailed in Figure 1. The first patient was randomized on June 26, 2013 and follow-up was completed on July 27, 2015.

Baseline characteristics of trial participants are summarized in Table 1 and in Multimedia Appendix 1. There were no relevant differences in characteristics between those assigned to EDGE and to usual care.

A total of 14 patients, who were allocated to receive the EDGE system, withdrew from the trial of whom 5 died: 7 withdrew from the usual care group with 4 deaths (Figure 1).

Use of the System

Out of the 110 patients who were part of the intervention arm of the study, 100 patients were in the study for at least 180 days. Compliance with use of the system was a mean (SD) of 5.9 (1.1) days per week of use across all patients (range 1.4-7.0). Among the 100 patients, only 2 patients had a compliance of less than 3 times per week. The video clips offered to intervention group participants were used with varying frequency. The videos relating to mood and breathing exercises were reviewed more frequently than others (Multimedia Appendix 1). In total, 90% (99/110) of participants viewed at least one video. The mean (SD) number of videos viewed by participants was 5 (3.5) and the mean number of times a video was viewed was 22.5 (19.9). The mean (SD) number of accesses made by the nurse on the website to the data for each participant in the intervention group was 33.4 (SD 15.4, range 11-79), that is, an average of 2.78 accesses per patient per month.

Primary Outcome

Quality of life as measured with the SGRQ-C improved in patients allocated to both the EDGE system and to usual care from baseline to 6 months, and again to 12 months. The estimated difference in SGRQ-C at 12 months (EDGE system−usual care) was −1.7 with a 95% CI of −6.6 to 3.2 ($P= .49$). SGRQ-C scores and changes over time are summarized in Table 2. Data were available on 84.5% (93/110) of patients in the EDGE system group, and from 85.7% (48/56) patients in the usual care group.
Table 1. Baseline characteristics of participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>EDGE(^a) intervention n=110</th>
<th>Standard Care n=56</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Clinical data</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>68 (61.8)</td>
<td>34 (60.7)</td>
</tr>
<tr>
<td>Age, mean (SD(^b))</td>
<td>69.8 (9.1)</td>
<td>69.8 (10.6)</td>
</tr>
<tr>
<td>BMI(^c), mean (SD)</td>
<td>28.6 (7.1)</td>
<td>29.1 (7.8)</td>
</tr>
<tr>
<td>FEV(_1)(^d), mean (SD)</td>
<td>47.4 (15.6)</td>
<td>50.1 (16.9)</td>
</tr>
<tr>
<td>FEV(_1) or FVC(^e), mean (SD)</td>
<td>47.6 (11.3)</td>
<td>49.8 (11.5)</td>
</tr>
<tr>
<td>Number of COPD(^f) medications, median (IQR(^g))</td>
<td>5 (3-6)</td>
<td>5 (4-6)</td>
</tr>
<tr>
<td>Number of other medications, median (IQR)</td>
<td>4 (2-7)</td>
<td>5 (2.5-8)</td>
</tr>
<tr>
<td><strong>Smoking history</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current, n (%)</td>
<td>23 (20.9)</td>
<td>13 (23.2)</td>
</tr>
<tr>
<td>Ex-smoker (&lt;2 years), n (%)</td>
<td>17 (15.5)</td>
<td>8 (14.3)</td>
</tr>
<tr>
<td>Ex-smoker (≥2 years), n (%)</td>
<td>70 (63.6)</td>
<td>35 (62.5)</td>
</tr>
<tr>
<td><strong>COPD severity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moderate, n (%)</td>
<td>41 (37.3)</td>
<td>23 (41.1)</td>
</tr>
<tr>
<td>Severe or very severe, n (%)</td>
<td>69 (62.7)</td>
<td>33 (58.9)</td>
</tr>
<tr>
<td><strong>MRC(^h) dyspnoea score, N (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>17 (15.5)</td>
<td>10 (17.9)</td>
</tr>
<tr>
<td>3</td>
<td>74 (67.3)</td>
<td>39 (69.6)</td>
</tr>
<tr>
<td>4</td>
<td>19 (17.3)</td>
<td>7 (12.5)</td>
</tr>
<tr>
<td>Comorbid conditions including high blood pressure, osteoporosis, high cholesterol, diabetes, heart disease, and depression, N (%)</td>
<td>89 (80.9)</td>
<td>47 (83.9)</td>
</tr>
<tr>
<td><strong>Patient reported outcome measures</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SGRQ-C (St George’s Respiratory questionnaire for COPD patients), mean (SD)</td>
<td>56.4 (19.7)</td>
<td>55.5 (16.2)</td>
</tr>
<tr>
<td>SCL-10A(^i), median (IQR)</td>
<td>0.3 (0.1-0.9)</td>
<td>0.3 (0-0.5)</td>
</tr>
<tr>
<td>SCL-20(^j), median (IQR)</td>
<td>0.53 (0.3-1.15)</td>
<td>0.68 (0.3-1.1)</td>
</tr>
<tr>
<td>BMQ (Beliefs about Medicines Questionnaire), mean (SD)</td>
<td>24.6 (4.8)</td>
<td>25.3 (5.7)</td>
</tr>
<tr>
<td>MARS (Medicines Adherence Report Scale), mean (SD)</td>
<td>23.4 (2.3)</td>
<td>22.5 (3.8)</td>
</tr>
<tr>
<td>EQ-5D(^k)Index, mean (SD)</td>
<td>0.62 (0.24)</td>
<td>0.63 (0.24)</td>
</tr>
<tr>
<td>Deprivation score(^l), mean (SD)</td>
<td>22,440 (7951.9)</td>
<td>22,777 (7261.5)</td>
</tr>
</tbody>
</table>

\(^a\)EDGE: sElf-management anD support proGrammE.  
\(^b\)SD: standard deviation.  
\(^c\)BMI: body mass index.  
\(^d\)FEV\(_1\): forced expiratory volume in 1 s.  
\(^e\)FVC: forced vital capacity.  
\(^f\)COPD: chronic obstructive pulmonary disease.  
\(^g\)IQR: interquartile range (25th, 75th percentiles).  
\(^h\)MRC: Medical Research Council.  
\(^i\)SCL-10A: Standard Checklist 10-item Anxiety Measure.  
\(^j\)SCL-20: Standard Checklist 20-item Questionnaire.  
\(^k\)EQ-5D: EuroQol 5-Dimension Questionnaire.  
\(^l\)On the basis of postcode with deprivation rankings accessed from the UK Office of National Statistics.
Table 2. Primary outcome—St George’s Respiratory Questionnaire for chronic obstructive pulmonary disease.

<table>
<thead>
<tr>
<th>Primary Outcome</th>
<th>EDGE\textsuperscript{a} intervention</th>
<th>Standard care</th>
</tr>
</thead>
<tbody>
<tr>
<td>N=110</td>
<td>N=56</td>
<td></td>
</tr>
<tr>
<td><strong>SGRQ-C\textsuperscript{b}</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline, mean (SD\textsuperscript{c})</td>
<td>56.4 (19.7)</td>
<td>55.5 (16.2)</td>
</tr>
<tr>
<td>6 months, mean (SD)</td>
<td>55.7 (20.2)</td>
<td>54.3 (21.8)</td>
</tr>
<tr>
<td>N=98</td>
<td>N=51</td>
<td></td>
</tr>
<tr>
<td>12 months, mean (SD)</td>
<td>56.9 (19.5)</td>
<td>56.8 (20.9)</td>
</tr>
<tr>
<td>N=93</td>
<td>N=48</td>
<td></td>
</tr>
<tr>
<td><strong>Difference between groups\textsuperscript{d}</strong></td>
<td>0.99 (−3.81 to 5.78; .69)</td>
<td>−1.74 (−6.65 to 3.16; .49)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}EDGE: sElf-management anD support proGrammE.

\textsuperscript{b}SGRQ-C: St George’s Respiratory Questionnaire for COPD.

\textsuperscript{c}SD: standard deviation.

\textsuperscript{d}From mixed effects model including randomized group (intervention or control), time point (6 months and 12 months), baseline SGRQ-C score, age (analyzed continuously), gender, current smoking status (yes or no), severity of COPD (according to NICE clinical guidelines or GOLD classification, moderate or severe or very severe), and site as fixed effects and a patient-specific random intercept. Higher scores reflect better quality of life compared with lower scores.

Secondary Outcomes

Secondary outcomes are summarized in Table 3. Deaths did not differ between groups. Numbers of exacerbations did not differ overall between groups. The relative risk of hospital admission for EDGE was 0.83 (0.56-1.24, \( P=.37 \)) compared with usual care. There was a significant difference in overall health status measured with the 5-Level EuroQol 5-Dimension Questionnaire (EQ-5D-5L) between groups 0.076 (0.009-0.14, \( P=.03 \)), with better health status for the digital health group. There were fewer visits to the GP practice nurses 1.5 (digital health) versus 2.5 (usual care), \( P=.03 \) in comparison to the usual care group. The difference did not reach statistical difference for the median number of visits to general practitioners: 4.0 (digital health) versus 5.5 (usual care), \( P=.06 \). There was no difference in Beliefs about Medicines Questionnaire (BMQ) or self-reported medicines adherence (MARS, Medication Adherence Report Scale), and no differences in self-reported smoking cessation. Depression measured with the SCL-20 decreased in the EDGE group and increased in the standard care, but the difference in change between groups was not statistically significant. Anxiety measured with the SCL-10A was unchanged in the EDGE group, whereas increased in the usual care group, but again the difference in change between groups was not statistically significant.
Table 3. Secondary outcomes baseline to 12 months.

<table>
<thead>
<tr>
<th>Secondary outcomes</th>
<th>Overall effect comparing EDGE(^a) and usual care</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EDGE intervention</td>
<td>Standard care</td>
</tr>
<tr>
<td>Death rates, n (%)</td>
<td>6 (5.5)</td>
<td>4 (7.1)</td>
</tr>
<tr>
<td>Number with at least one admission, n (%)</td>
<td>38 (34.6)</td>
<td>23 (41.1)</td>
</tr>
<tr>
<td>Number of exacerbations, median (IQR(^e))</td>
<td>1 (0-2)</td>
<td>1 (0-3)</td>
</tr>
<tr>
<td>Change in BMQ(^g), mean (SD(^h))</td>
<td>−1.26 (5.33)</td>
<td>−0.80 (4.69)</td>
</tr>
<tr>
<td>Medication Adherence Report Schedule, mean (SD)</td>
<td>0.17 (2.47)</td>
<td>0.33 (3.65)</td>
</tr>
<tr>
<td>Smoking cessation, n (%)</td>
<td>76 (81.7)</td>
<td>41 (85.4)</td>
</tr>
<tr>
<td>Change in EQ-5D-5L(^l), mean (SD)</td>
<td>0.01 (0.21)</td>
<td>−0.08 (0.19)</td>
</tr>
<tr>
<td>Change in SCL-20(^n), mean (SD)</td>
<td>−0.04 (0.46)</td>
<td>0.14 (0.56)</td>
</tr>
<tr>
<td>Change in SCL-10A(^p), mean (SD)</td>
<td>0.03 (0.59)</td>
<td>0.13 (0.43)</td>
</tr>
<tr>
<td>Change in lung function, mean (SD)</td>
<td>−0.78 (10.23)</td>
<td>−1.40 (5.67)</td>
</tr>
<tr>
<td>Number of GP(^o) contacts (surgery), median (IQR)</td>
<td>4 (2-7)</td>
<td>5.5 (2-10)</td>
</tr>
<tr>
<td>Number of nurse contacts (surgery), median (IQR)</td>
<td>1.5 (1-3)</td>
<td>2.5 (1-7)</td>
</tr>
</tbody>
</table>

\(^a\)EDGE: ELF-management and support program.
\(^b\)Adjusted for baseline values and minimization factors.
\(^c\)Difference in proportion.
\(^d\)Relative risk.
\(^e\)IQR: interquartile range.
\(^f\)Incidence rate ratio.
\(^g\)BMQ: Beliefs about Medicines Questionnaire.
\(^h\)SD: standard deviation.
\(^i\)Difference in change in mean.
\(^j\)Difference in mean.
\(^k\)Odds ratio.
\(^l\)EQ-5D-5L: 5-Level EuroQol 5-Dimension Questionnaire.
\(^m\)SCL-20: Standard Checklist 20-item Questionnaire.
\(^n\)SCL-10A: Standard Checklist 10-item Anxiety Measure.
\(^o\)GP: general practitioner.
**Subgroup Analysis of Primary Outcome**

Prespecified subgroup analyses for the change in SGRQ-C between intervention groups are summarized in Figure 2. Severity of COPD, current smoker, and no previous hospital admissions in the last year appeared to favor the EDGE system, although interaction terms did not reach statistical significance.

**Safety Data**

There was no difference in the rates of adverse events or serious adverse events between groups, and none of these events was deemed to be trial or intervention-related. Primary care clinicians were contacted on the same day that a clinically important safety alert was identified.

**Costs**

The cost of each tablet computer used was £319 and the cost of the pulse oximeter probe was £399. Reviewing patient data on the clinician website using the prioritization algorithms took a median (IQR, interquartile range) of 1.2 h per session (2.9), with a median number of participants accessed for each session of 16 (54). The cost of a hospital admission was estimated as £2900, a GP appointment as £36, and a practice nurse appointment as £11 [44]. The respiratory clinicians reviewing the data reported that up to one phone call a week to a general practitioner, practice or respiratory nurse was required, following patient data review.

**Discussion**

**Principal Findings**

This trial provides evidence that use of a tablet computer-based system of monitoring and self-management support does not impact, either positively or negatively on COPD-specific health status over a period of 12 months. However, the finding of a significant improvement in prespecified secondary outcomes supports a beneficial impact on broader measures of health status and number of visits to practice nurses. Although the trial did not test the intervention in a sufficiently large sample to detect a significant difference between patients allocated to intervention and usual care, the effect sizes observed for an improved depression score, reductions in hospital admissions, and reduction in visits to a general practitioner compared with usual care suggest a need for further evaluation.

This trial was carried out in a representative population of individuals with moderate to very severe COPD using minimal exclusion criteria. It employed state-of-the art trial management including use of minimization to balance groups, an unbalanced allocation to allow the possibility of examining the effect of the EDGE platform across a wide range of participants, and measures to avoid contamination. In contrast to several recently reported trials of telehealth in COPD, the equipment was affordable and did not require specialist installation. Features of the EDGE platform addressing previous concerns about telehealth systems include the use of a generic tablet computer, access through icons rather than a keyboard, use of Bluetooth sensors with error-checking algorithms to ensure high-quality data, support for patient interpretation of data, and tailored self-management content [45]. The study protocol mandated patient contact when patient-specific, rather than study-wide thresholds were reached. The prioritization algorithms used to implement personalized alerting ensured that the workload of the nurses reviewing the patient data was kept to manageable levels (a median of 1.2 h per session, with a median of 16 patients accessed per session; 2 sessions per week). This trial
addresses previous concerns about the lack of well-designed randomized controlled trials with appropriate follow-up raised in a recent review of telemedicine interventions for COPD [46].

The use of a self-reported primary outcome measure is a potential limitation, but this was completed before measurement and other data collection at the final visit. Other limitations of the trial design that could be addressed in future work include moving to the use of the updated GOLD classification to characterize participants at baseline. Although no adjustment for testing of multiple secondary outcomes was made, all were prespecified.

As with other trials [22,47,48], and in line with a systematic review of telehealth trials [49], an impact on COPD-specific health status was not observed. Although COPD-specific health status is an important aspect of COPD that has been shown to be responsive to group and one-to-one interventions [50], a digital health intervention used on its own may not replace a more intensive and personalized intervention for many patients. However, other outcomes are also important, including broader measures of health status, psychological health measures, and use of hospital services. It is possible that use of the intervention in clinical practice may lead to changes in the behavior of doctors and nurses, and the way that the health system responds to patients. These changes could further improve outcomes. Further studies to evaluate the system may therefore need to be carried out with clustering of intervention delivery by functional units, for example, individual primary care sites.

The EDGE system was used daily, to send pulse oximeter and diary data, by over 80% of the trial patients. The use of algorithms on the tablet computer to assess quality of monitoring data minimized false alerts from the system. The limited impact observed on some secondary outcomes in this trial could be mediated by regular self-monitoring and review of charted data together with use of the educational and motivational material available on the tablet computer, and, perhaps for some, the wider use of the tablet computer to communicate with family and friends. The effects observed in this trial could be further enhanced by use of better predictive algorithms guiding self- and clinician-management. Monitoring additional parameters (eg, mobility) and prompting additional measurement may also improve algorithm performance. The comprehensive data from this trial, where the external monitoring of data was restricted to ensuring patients’ safety, provide a source for predictive modeling [24]. Predictive modeling from these data, along with additional parameters (including mobility) will be integrated into strategies for early treatment of exacerbations [51]. Strategies will include prompting for additional measurement to improve the accuracy of predictions, graded alerts to patients prompting clinical review or starting treatment, and alerts to clinicians to proactively contact patients.

The trial intervention uses a novel implementation of telehealth using a nonproprietary tablet computer designed for integration into day-to-day life and clinical care. In addition to being noninvasive, it provides, at relatively low cost in relation to previous telehealth systems, facilities for monitoring, communication, self-management support, and education delivery. The development of the system was carried out iteratively using best practice to involve patients, engineers, and clinicians in repeated testing and assessment [52]. Future iterations of the technology could extend beyond the limited implementation of the EDGE system used in this study [36], for example, in integration with electronic health records.

The underlying approach to implementing digital health within this trial was to provide a system focused around the needs of the patient, with collection of data that can be analyzed over a period of time and used to inform future management. Data from this trial will be used to evaluate the potential of patient-specific tailored alerts, as well as informing the design of multicenter trials to explore cost-effectiveness and potential for reduction in hospital admissions [46]. The dataset would also be available to test algorithms derived from other projects.

Conclusions

Although this clinical trial does not provide evidence for an effect on COPD-specific health status from the EDGE digital health system in comparison with usual care, there may be an overall benefit to patients through better overall health status. If an intervention with the effect sizes for reduced hospital admissions and primary care visits of the magnitude reported in this trial were implemented at scale, it would make an important contribution to monitoring and self-management support for people with moderate to very severe COPD.
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Abstract

Background: Embodied conversational agents (ECAs) are computer-generated characters that simulate key properties of human face-to-face conversation, such as verbal and nonverbal behavior. In Internet-based eHealth interventions, ECAs may be used for the delivery of automated human support factors.

Objective: We aim to provide an overview of the technological and clinical possibilities, as well as the evidence base for ECA applications in clinical psychology, to inform health professionals about the activity in this field of research.

Methods: Given the large variety of applied methodologies, types of applications, and scientific disciplines involved in ECA research, we conducted a systematic scoping review. Scoping reviews aim to map key concepts and types of evidence underlying an area of research, and answer less-specific questions than traditional systematic reviews. Systematic searches for ECA applications in the treatment of mood, anxiety, psychotic, autism spectrum, and substance use disorders were conducted in databases in the fields of psychology and computer science, as well as in interdisciplinary databases. Studies were included if they conveyed primary research findings on an ECA application that targeted one of the disorders. We mapped each study’s background information, how the different disorders were addressed, how ECAs and users could interact with one another, methodological aspects, and the study’s aims and outcomes.

Results: This study included N=54 publications (N=49 studies). More than half of the studies (n=26) focused on autism treatment, and ECAs were used most often for social skills training (n=23). Applications ranged from simple reinforcement of social behaviors through emotional expressions to sophisticated multimodal conversational systems. Most applications (n=43) were still in the development and piloting phase, that is, not yet ready for routine practice evaluation or application. Few studies conducted controlled research into clinical effects of ECAs, such as a reduction in symptom severity.

Conclusions: ECAs for mental disorders are emerging. State-of-the-art techniques, involving, for example, communication through natural language or nonverbal behavior, are increasingly being considered and adopted for psychotherapeutic interventions in ECA research with promising results. However, evidence on their clinical application remains scarce. At present, their value to clinical practice lies mostly in the experimental determination of critical human support factors. In the context of using ECAs as an adjunct to existing interventions with the aim of supporting users, important questions remain with regard to the personalization of ECAs’ interaction with users, and the optimal timing and manner of providing support. To increase the evidence base with regard to Internet interventions, we propose an additional focus on low-tech ECA solutions that can be rapidly developed, tested, and applied in routine practice.
Embodied Conversational Agents

ECAs can be defined as “more or less autonomous and intelligent software entities with an embodiment used to communicate with the user” [6]. Examples of real-world ECAs are interactive characters in video games and virtual characters that assist customers in Web stores. Conceptually, ECAs consist of three components [7]. The first is an application interface that allows users to communicate with the ECA and provide it with information. These interfaces can range from Web-based questionnaires to real-time audio and video input. Second, ECAs are endowed with computer models that give them their “mental” capacities, essentially programmed knowledge used to reason over the factual “observations” derived from the interface. Such models can range from concise decision trees in which different answers on a questionnaire lead to different responses by the ECA, to machine learning–based algorithms that classify real-time video and audio input into a user’s emotional state, allowing the ECA to react empathically. Third, ECAs have an embodiment, or visual representation, which allows them to communicate with users verbally or nonverbally. Embodiments can range from virtual human characters on computer screens to robots, and communication from text messages to human communication modalities such as speech, gestures, and facial expressions. There are advantages and disadvantages to whatever implementation of the design aspects is chosen. Highly advanced ECAs, for example, those using multimodal and real-time user input such as video recordings and natural language, can be more believable than simplistic ones, but their complexity means that they require more development time, greater technological expertise, and that mistakes (eg, in interpreting semantics of natural language) become more likely. Low-tech approaches based, for example, on decision tree mechanisms or relatively simplistic graphics can be utilized to deal with these problems, but they also make for a less realistic experience. These kinds of trade-offs make finding the optimal configuration in a certain setting a nontrivial task.

Are ECAs Ready for Clinical Practice?

Working with an existing Web- and mobile-based cognitive behavioral treatment for depression [8], our interest lies with techniques that can be applied in clinical practice. Given the many design decisions that can be made with respect to an ECA's configuration, it is not immediately evident what an ECA should look like, and how it should behave in our context, namely as a bridge between guided and unguided interventions in clinical psychology. Paradigms exist that offer concrete design guidelines with respect to some (eg, [9]), or many (eg, [10]), of the aspects of ECA development. However, their empirical foundations generally rest on outcome measures such as “user satisfaction,” “engagement with the ECA,” or “intention to use,” and the context is not necessarily that of clinical psychology. Although such measures might be indicative of clinical effectiveness, they do not necessarily translate to the clinical outcomes we aim to improve. For example, even though users might be fully satisfied with an ECA, this does not necessarily mean that the average treatment outcome (eg, a significant reduction on a clinical measure of depression) will improve. Our chances to successfully bridge the gap between guided and unguided interventions will increase if we can determine how we can apply ECA technology with respect to improving clinical outcomes.

The interdisciplinary nature of ECA research makes almost any intervention that includes an ECA inherently complex. The UK Medical Research Council’s (MRC) framework for complex interventions [11] defines four phases through which such interventions move before being fully embedded in practice: development, piloting, evaluation, and implementation. The difference between the piloting and evaluation phase is crucial. Whereas interventions might still be subject to changes in the piloting phase, the evaluation phase is characterized by a focus on clinical outcomes and a more rigorous study design. Although routine practice sometimes evolves along different lines, as a golden rule, it is only once an intervention has successfully moved through the evaluation phase and can be considered effective and safe to use, that it becomes of practical value to psychologists.

Scoping Review

As a first step toward designing our own ECA, we wanted to review the relevant literature in a systematic manner to find out how ECAs had previously been used in psychotherapy, and to what extent the approaches taken were supported by evidence.
Initial exploration of the literature to determine a suitable review method revealed a large variety of ECA applications, study designs, and outcome measures, such that a traditional systematic review (more emphasis on hard evidence) or meta-analytic approach (requires comparable outcomes) appeared inappropriate. We therefore adopted the scoping review method [12]. Scoping reviews aim to map the key concepts underpinning a research area, as well as the main sources and types of evidence that are available [13]. Compared with traditional systematic reviews, scoping reviews address broader topics where many different study designs might be applicable, and do not emphasize quality assessment (eg, the power of the study or nature of control groups) of the included studies, as the research questions are less specific [12].

This scoping review aims to inform health professionals about the technological and clinical possibilities and evidence base for ECA applications in clinical psychology, and to provide an overview of the activity in this field of research.

Methods

Study Design

We adopted the Arksey and O’Malley framework for scoping reviews [12], which distinguishes five different stages: (1) identifying the research question, (2) identifying relevant studies, (3) study selection, (4) charting the data, and (5) collating, summarizing, and reporting the results. We took into account recommendations about using an iterative team approach throughout stages (1) to (4) [14,15] by having regular discussions with other team members. As theoretical underpinnings to scoping reviews, as well as transparency about the process by which results are obtained, are often lacking [16], we also made an attempt to provide clear concept definitions. Stages (1) to (4) are described in this section and stage (5) in the Results section.

Identifying the Research Question

Given the generic features of human support in psychotherapy, techniques seen in the treatment of disorders other than depression might be applicable in our context as well. Hence, we broadened our scope to include other common mental health disorders known to be a target for e-Mental Health interventions, namely mood disorders, anxiety disorders, post-traumatic stress disorder (PTSD), psychotic disorders, eating disorders, autism spectrum disorders (ASDs), and substance-related disorders.

Study Identification

Our generic search query was as follows:

- embodied conversational agent AND mood disorder
- OR anxiety disorder OR psychotic disorder OR eating disorder OR autism spectrum disorder OR substance-related disorder

Our list of search terms for the ECA concept included those we observed to be most common, for example, “virtual agent,” “virtual character,” “virtual human,” or “avatar.” The terms for the mental disorders were based on those found in PubMed’s MeSH (medical subject headings) index. We searched both psychology and computer science databases, including PubMed (psychology), ScienceDirect (interdisciplinary), WebOfScience (interdisciplinary), ACM (Association for Computing Machinery) Digital Library (computer science), and SpringerLink (artificial intelligence). The detailed search strings and search procedures are described in Multimedia Appendix 1. The final search was conducted in, and included articles published up to, July 2015. References were stored in Microsoft Excel, and duplicates were removed.
Study Selection

Study selection was conducted by two independent reviewers (SP & HL), who screened titles and abstracts on the sequential eligibility criteria, and then assessed the full-text versions of the remaining articles. A third reviewer (JR) was consulted in case of disagreement. We included full articles that:

1. were written in English,
2. included an ECA in
3. an applied mental health context,
4. conveyed primary research findings,
5. targeted a mood, anxiety, psychotic, eating, autism spectrum, or substance-related disorder, and
6. described an experimental or focus group study.

Regarding criterion (2), for a software entity to be considered an ECA, it required to, first, have a virtual or physical embodiment (e.g., Figure 1), second, interact with a user and, third, have a reasonable sense of agency, meaning its behavior had to be autonomous, and the software entity had to exhibit some form of reasoning. As for criterion (3), an applied mental health context implied that ECAs were used in an application that aimed to improve patient outcomes directly related to the targeted disorder, or that a reasonable argument could be made that the proposed application could eventually be used to do so.

Figure 1. Examples of embodied conversational agent embodiments: top-left: emotional reinforcement with a smiley face; bottom-left: virtual psychiatric nurse; middle: SPARX’s (Smart, Positive, Active, Realistic, X-factor thoughts) guide character; top-right: SimSensei Kiosk virtual counselor; bottom-right: humanoid robot KASPAR.
Charting the Data

Data extraction was conducted independently by two reviewers (SP & HL). Concepts were mapped in four categories: (1) meta-information, (2) study characteristics, (3) study methodology, and (4) ECA characteristics. Precise definitions of the concepts are listed in Multimedia Appendix 2.

During the data collection process, several concept definitions were refined. In trying to map the studies’ intended interventions and provide a taxonomy, we found that from a low level of abstraction, interventions targeted very specific behaviors or skills. Our listing grew so expansive that we considered a higher-level classification to be useful. Something similar could be said for the ECAs’ social roles, which were difficult to define precisely given the large variety in applications. In our attempt to provide a useful taxonomy, we tagged all studies with their most predominant social role and intended intervention during discussions with all reviewers present. In these discussions, definitions of the different outcome types and development phases (based on the MRC framework for complex interventions [11]) were refined as well, until each of the studies could be tagged unambiguously. The resulting definitions are also listed in Multimedia Appendix 2.

Figure 2. Flowchart describing study identification and selection.
Autism Spectrum Disorders

Over half the studies (n=26) targeted ASDs (Table 1). They either involved a form of social skills training (n=21), aimed at a variety of target behaviors or skills (Figure 3, graph d), or were presented as an educational aid (n=5) to accommodate children with autism’s special needs. Autism was the only disorder targeted with robotic applications (n=12), and most of the virtual characters appeared in serious games (n=8). Most ECAs assumed the role of a social interaction partner (n=18) or tutor (n=8), and in two studies [22,23] social interaction partners were accompanied by a coach who provided additional feedback on their performance. The relative predictability of ECA behavior compared with that of humans, the possibility to repeatedly practice certain behaviors more often than with human partners, and children with autism’s fascination for technology were important reasons to explore the use of ECA technology in autism treatment.
Table 1. Summative results per disorder.

<table>
<thead>
<tr>
<th>Total number of studies</th>
<th>ASD&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Depression</th>
<th>Anxiety</th>
<th>PTSD&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Psychotic</th>
<th>Substance use</th>
</tr>
</thead>
<tbody>
<tr>
<td>n=26</td>
<td>21</td>
<td>1</td>
<td></td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>n=10</td>
<td>4</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n=5</td>
<td></td>
<td></td>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n=4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>n=4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n=4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Interventions**
- Social skills training: 21
- Educational aid: 5
- CBT<sup>c</sup>: 4, 2, 1, 4
- Counseling: 3, 3, 2
- Self-management: 2, 1, 2

**Platform**
- Serious game: 8, 2, 1, 1
- Stand-alone Software: 4, 2, 3, 1, 2
- Robotics: 12
- Virtual reality: 1, 1
- Web based: 1, 6, 2, 1, 4

**Social role**
- Social interaction partner: 18, 1, 3, 2
- Tutor: 8, 1
- Coach: 2, 6, 3, 1, 2
- Health care provider: 5, 2, 1, 2, 2

**ECA<sup>d</sup> human communication modalities**
- Speech: 18, 5, 3, 2, 4, 2
- Facial and gaze expressions: 15, 5, 4, 2, 3, 1
- Hand and body gestures: 14, 3, 3, 2, 2, 1
- Text: 2, 3, 1, 1

**User human communication modalities**
- Speech: 3, 2, 3, 1, 1, 1
- Facial and gaze expressions: 3, 1, 3, 1, 1
- Hand and body gestures: 4, 1, 3, 1
- Text: 1, 1
- Touch: 5

**Personalization**
- Static user model: 4
- Dynamic user model: 2, 7, 1, 2, 3, 3
- Menu-based dialog: 2, 4, 1, 4, 1
- Natural language dialog: 2, 1, 2

**Development phase**
- Development: 13, 5, 2, 4, 1
- Piloting: 11, 2, 3, 3, 2
- Evaluation: 2, 2, 1, 1
- Implementation: 1

**Outcomes**
Psychotherapeutic Interventions

A first group of ASD studies targeted nonverbal communication skills. In *joint-attention skills* training, virtual characters [17,22,24-26] or a robot [27] would nonverbally cue targets by pointing or gazing at them, after which children were instructed to pay attention to the targets [17,22,24-27]. *Imitation skills* were taught by asking children to repeat nonverbal gestures made by robots [28-31]. Other applications focused on *tactile interaction* by letting children play with robots equipped with tactile sensors [31-34], *turn-taking* behavior through playing games with a virtual character [17] or robot [30], and *facial and emotion recognition* by reconstructing faces of dynamic photographs [22].

Applications focusing on verbal skills used ECAs to teach children *communication skills* such as general conversation [35,36] and antibullying strategies [37], and stimulated cooperation in multiplayer games [21,38,39]. Lastly, a *job interview training* application allowed users to practice with a virtual job interviewer [23]. It is in this group of ASD studies that we found the only three applications focusing on adults [23,35,39].

Four of the educational aid applications involved virtual tutors, targeting vocabulary [40], daily-life skills [41], general educational needs of children with ASDs [42], and comprehension of idioms [43]. One study used a humanoid robot to teach children about body postures and aid them in their sense of body consciousness [44].

ECA Technology

From a technological perspective, the focus in many of these studies was on letting ECAs communicate with users through human communication modalities, most notably speech (n=18), facial and gaze expressions (n=15), and hand and body gestures (n=14). A notable exception was touch (n=5), which could only be used by human users.

Two ASD studies had moved beyond the development and piloting phase. In the first study [23], the Web platform virtual reality (VR) job interview training was evaluated in a randomized controlled trial (N=26). Users were subjected to an interview with a job interviewer, and could ask a coach for feedback regarding their performance. Users could interact with the interviewer through a menu-based system, but they were also given the option of speaking their choices out loud to help them practice their verbal skills. The interviewer could be configured to have different personalities (from friendly and easy-going to mean and asking illegal questions), and based her responses on the user’s answers and a user model that kept track of the level of rapport between the two. The interviewer used
speech output and conveyed dynamic emotional states through facial and gaze expressions. There was a significant improvement in the user’s researcher-scored interview skills in a role-played interview, as well as self-confidence, compared with a control group that received no intervention. Although this result is promising, generalizability to real-world settings and the application’s effectiveness compared with conventional job interview skills training programs remain unclear.

The second study used a computer program to improve joint attention, and emotion and face recognition in children with autism [22]. It involved exercises with dynamic realistic photographs of human faces, “coming to life” after successful completion. This intervention also included an animal avatar coach embodied by a realistic photograph that provided additional motivational reinforcement. Following a randomized controlled study (N=49), the intervention was found to be more effective in comparison to a control condition in which children used drawing software. Both children with high- and low-functioning autism improved in terms of emotion recognition and observed social skills, while children with high-functioning autism also improved in facial recognition. Similar to the other evaluation study, it remains unclear how the intervention would compare with conventional interventions targeting similar social skills.

**Depression**

A total of n=10 studies targeted depression. These studies revolved around CBT interventions (n=4), counseling (n=3), self-management skills (n=2), and social skills training (n=1). Most (n=6) of the applications were Web based, and the social roles fulfilled by ECAs were a coach (n=6) or health care provider (n=5). The anonymity provided by ECAs, their availability compared with humans, their nonjudgmental nature, and the ability for people to practice social interaction in a safe environment were important reasons to explore the use of ECAs in depression treatment.

**Psychotherapeutic Interventions**

The CBT-based applications targeted symptoms of depression in general, with a virtual coach guiding people with depression through a Web-based intervention [45], a photograph of a clinician embodying weekly feedback in a Web-based intervention [46], and a fantasy character guiding users through a serious game [19]. In [47], requirements for the virtual agent used in [45] were determined through a focus group study.

A second group of applications explored elements of counseling with a virtual agent, more specifically the elicitation of self-disclosure, that is, getting people to talk about their problems, by a virtual counselor in an open-ended dialogue [20], the elicitation of self-disclosure as well as the provision of relevant information by a Web-based virtual counselor among active soldiers, war veterans, and their families [48], and diagnosis by a virtual therapist guiding users through a Web-based version of the Beck Depression Inventory questionnaire [49].

Self-management skills were targeted by an application that supported hospitalized patients during their discharge procedure [50], and by a serious game in which people with depression could practice communicating about their health with a virtual doctor [51].

The last study concerned the same job interview training application used in [23], this time targeting people with other psychiatric disabilities, including depression [52].

**ECA Technology**

Looking at the use of human communication modalities, the most technologically advanced developments take place in counseling interventions from studies conducted by the Institute for Creative Technologies, associated with the University of Southern California (USC-ICT). Over the years, they have developed an extensive framework that allows users to communicate with ECAs in a natural manner through verbal and nonverbal behavior. In one study [48], users could communicate by textual natural language. Using speech and synchronized nonverbal behaviors, the ECA was able to take initiative in the conversation and probe for information related to depression and PTSD. An even more advanced approach in terms of user input was taken in another study [20], in which users’ speech and nonverbal behavior was taken as input, and used to engage them in open-ended dialogues aimed at self-disclosure about psychological problems. The ECA was endowed with a set of fixed utterances and interview questions, applied back-channel behaviors (eg, saying “uhuh” and nodding while listening) and empathic responses to build rapport with the user, and used continuation prompts (eg, a new question) to keep the conversation going.

Another, technologically less advanced, approach that emphasized longer-term user modeling was taken by the Relational Agents Group of Northeastern University. During the past decade, this research group has developed a framework for so-called relational agents that apply a variety of techniques (eg, daily small-talk, empathic displays, referencing to previous interactions) to develop a long-lasting relationship with the user through menu-based dialogs over multiple interactions [50].

A last set of studies focused on modeling users’ emotional state in real time based on their interaction with the application itself, for example, based on their answers to depression questionnaires [45,49].

**Evidence**

The outcome studied the most (n=8) was user satisfaction. Although the studies focusing on more advanced technologies such as natural interaction and empathy modeling were still in the development (n=5) and piloting (n=2) phase, n=3 studies moved beyond that.

The sole study around an implementation question [19] concerned a focus group study (N=16) of the acceptability of SPARX, a gamified CBT intervention developed in New Zealand, in which players can, for example, use a staff to shoot physically manifested negative thoughts. ECAs such are not a predominant theme in the SPARX game, but regular mention of a guide character is made. Players choose their own avatar that provides instructions throughout the game in dialogs with the user. Australian participants indicated that it was important that the guide’s gender could be customized, did not mind its
foreign accent, and liked the idea of being able to socialize with it. Being a focus group study, it remains unclear whether these results would hold in an experimental setting.

The first evaluation study (N=134) used the photograph of a clinician as an embodiment to deliver automated motivational support in a computerized acceptance and commitment therapy [46]. Users could not interact with the ECA directly, and personalized support occurred on a predefined schedule through a user model based on the user’s actions in the intervention. Participants receiving automated ECA feedback were found not to be significantly less involved than those receiving real human support. Although this result was very interesting in the sense that ECA support was compared with real human support, the ECA itself made little use of state-of-the-art ECA technology, and therefore gives us little to go on in terms of ECA design. The second evaluation study concerned another randomized controlled study (N=37) using the job interview training application [52] that was also used for ASDs [23]. Again, the users’ researcher-scored interview skills in a role-played interview, as well as users’ self-confidence, improved significantly compared with a control group that received no intervention.

The development and piloting studies provided us with some initial evidence that practicing health communication with virtual health care providers in a serious game can be efficacious [51], that ECAs in a CBT-based intervention should have a coaching role, be configurable, adaptable, trustworthy, guiding rather than directive, and capable of empathic expressions without reflecting negative ones back to the user [47], that ECAs endowed with empathy are more highly valued than those without it [45,49], that people do not experience less rapport when interacting with an ECA than when interacting with a human [20], that people appreciate the anonymous nature of interacting with an ECA [48], and that people with depression experience a stronger working alliance with a virtual nurse guiding a hospital check-out procedure than do the nondepressed individuals [50].

**Anxiety Disorders**

There were N=5 studies that targeted anxiety disorders, either with CBT (n=2) or counseling (n=3) interventions. ECAs assumed the role of a social interaction partner (n=3), a health care provider (n=2), and a tutor (n=1), and most of them were implemented in stand-alone software (n=3). Reasons to use ECAs for anxiety disorders were similar to those mentioned for depression.

**Psychotherapeutic Interventions**

The counseling studies experimented with various techniques to elicit self-disclosure in counseling sessions with a virtual agent. While we already discussed one study [20] for depression, two other studies focused solely on eliciting personal information from people with anxiety in the context of finding a new roommate [53] and counseling [54]. In the CBT-based applications, virtual animals helped children to conquer performance anxiety in a serious game [55], and a virtual character evoked anxiety in a VR environment [56].

**ECA Technology**

Most innovative here are the counseling studies, again conducted by USC-ICT. Although all three ECAs are based on the same framework, those described in [53] and [54] differ from [20] in that a so-called “Wizard of Oz” paradigm was applied to control the ECAs’ verbal behavior, that is, it was controlled by the researchers. Whereas this violated our definition of agency in terms of verbal behavior, the so-called rapport agents’ nonverbal behavior was completely automated. Interpreting the phonetic aspects of a user’s speech input, as well as video recordings of his or her nonverbal behavior, they were able to display appropriate nonverbal behaviors themselves.

**Evidence**

The applications we considered were still in the development (n=2) and piloting (n=3) phase, and there was no predominant outcome measure used. Although some studies worked with large sample sizes (N=351 in [20], and N=108 in [53]), none of the studies experimented with clinical samples.

In these studies, most relevant to our purpose were the findings that people with elevated levels of social anxiety may find it easier to disclose personal information to an ECA than to a human [53], that human backstories may be more effective in this respect than (true) computer backstories [54], and that highly anxious people approached a character in a VR environment more slowly, and kept more distance, than less-anxious ones [56].

**Post-Traumatic Stress Disorder**

A total of n=4 studies targeted PTSD. Besides two studies on counseling interventions that also targeted depression [20,48], one study proposed a virtual coach in a CBT-based Web-based platform [57], and one concerned a virtual guide in a serious gaming healing environment [58]. The studies involved ECAs in the role of a coach (n=3) and a health care provider (n=1).

**Psychotherapeutic Interventions**

In the first study [58], a fantasy character acted as an engaging information repository in a virtual healing environment for returning soldiers that stimulated social camaraderie, healing activities, and personal exploration. The other study involved a focus group of experts in trauma treatment, in which design requirements were gathered for a virtual agent supporting a Web-based exposure therapy-based application [57].

**ECA Technology**

From a technological perspective, the most interesting developments took place in the two studies we already discussed. The guide in [58] was implemented as a virtual character in a private space built in the Second Life virtual worlds platform, but the details about its design remained unclear.

**Evidence**

All studies (n=4) were still in the development phase. Even though [58] had an impressive sample size (N=700), the focus was still on usability of the healing environment itself. Some examples of suggested guidelines for the virtual coach from the focus group study (N=10) [57] were that it should acknowledge...
patients’ feelings, remind them of their goals when they indicate they wish to quit, be factual in complimenting, and never express negative emotion.

**Psychotic Disorders**

The n=4 studies involving psychotic disorders revolved around social skills training (n=2) and self-management (n=2). Aside from the Web-based job interview training application that also targeted depression [52], two applications were implemented in stand-alone software, and one in a VR environment. Interestingly, this set of studies was the only one to consider ECAs in all four social roles. Important reasons to explore the use of ECAs in the treatment of psychotic disorders were that social skills could be practiced in a safe environment, and that ECAs can always be available to provide support or information.

**Psychotherapeutic Interventions**

Two studies applied the Relational Agent framework described in the section on depression [50], and used an ECA to host a system that provided general lifestyle support with an emphasis on promoting medication adherence for people suffering from schizophrenia over a 1-month period [18,59]. In the other study, people with schizophrenia could practice conversational skills with virtual characters in a VR social situation [60].

**ECA Technology**

The self-management interventions that were based on the Relational Agent framework used a similar set of techniques as in [50] to develop a long-term relationship between a virtual psychiatric nurse and the user. The conversations in [60] followed a branching tree model approach, which allowed users to communicate through a multiple choice menu. A virtual coach could help users in case they ended up in negative situations. All of the studies allowed users to interact with ECAs through menu-based dialogs.

**Evidence**

Although the studies that have not already been discussed under the various disorders were all in the piloting phase (n=3), and sample sizes were fairly small (mean 19.8 [SD 11.9]), they all studied clinical populations. Whereas usability (n=3) and satisfaction (n=4) outcomes were studied most often, with positive results, there is some initial evidence that the Relational Agent applications helped people with schizophrenia to adhere to their medication intake [18,59], and that VR social situations evoke similar negative symptoms in people with schizophrenia to what would be expected from real-world situations [60].

**Substance Use**

All ECA applications (n=4) targeting substance use were Web based and included CBT elements. ECAs assumed the role of a coach (n=2) and a health care provider (n=2). The main reason to use ECAs in the context of substance use is that they are more available than supportive humans would be, thereby increasing accessibility.

**Psychotherapeutic Interventions**

In [61], a “makeover host” was used to deliver and highlight personalized content in an intervention called REALU2, targeting healthy lifestyle behavior with an emphasis on smoking cessation. Smoking cessation was also the topic of [62], which investigated the acceptability of a proposed virtual agent for an intervention based on motivational interviewing. Motivational interviewing was used in a brief intervention targeting problematic drinking behavior in [63,64].

**ECA Technology**

The makeover host in [61] delivered personalized messages based on how users interacted with the intervention, but the details of its design remained unclear. The motivational interview intervention described in [63] allowed users to interact with a virtual counselor through a menu-based system, and their facial expressions were recorded to deduce their emotional state. The combination of user input and emotional state allowed the ECA to guide the conversation and respond empathically. In [64], efforts were made to make interaction with the same system more natural by using speech rather than menu-based input.

**Evidence**

This set of studies contained one study in the evaluation phase, which had the highest number of participants (N=1317 adults with a history of smoking) out of all the studies considered. In a randomized controlled trial, the ECA intervention was found to be more effective in reducing self-reported smoking than a control condition in which participants used an intervention based on general lifestyle support. Including peer support further boosted the ECA intervention’s effectiveness. Because the ECA’s design was not described in detail, and because the intervention with the ECA was not compared with one without it, it remains unclear how the ECA itself contributed to the results. Some evidence for the importance of empathic behavior by ECAs was provided in a randomized controlled trial on the brief motivational intervention [63]. The ECA using an empathy module performed significantly better than an ECA without it on various outcome measures, but long-term effects regarding substance use remained unclear.

**Discussion**

**Principal Findings**

This review aimed to inform health professionals about the technological possibilities and evidence base for ECA applications in clinical psychology, and to provide an overview of the activity in this field of research. Research on the use of ECAs in psychotherapy is emerging (Figure 3, graph a), and we reviewed N=49 studies of which the majority targeted ASDs (Figure 3, graph b). A general distinction could be made between applications in which ECAs were used as an adjunct to an intervention that could also have been used independently, and applications in which the interaction between the ECA and user was central. The former were mostly CBT-based programs, educational aids, and self-management interventions, whereas the latter were mostly social interaction skills training interventions and counseling interventions. Social skills training interventions were by far the most popular for ASDs, which also made them the predominant type of intervention overall (Figure 3, graph c). As a result, ECAs in the role of a social interaction partner were the most frequent (Figure 3, graph e).
The large variety in ECA applications and types of interventions (eg, Figure 3, graph d) made it a nontrivial task to provide a taxonomy of interventions and ECA social roles. Although clinical behavioral outcomes were studied most often (Figure 3, graph g), they were in many cases restricted to pre-post measurements within experiments that had relatively small sample sizes. Consequently, few studies exceeded the piloting phase (Figure 3, graph h).

**ECA Technology**

The balance in terms of the ability to communicate through human communication modalities such as gestures, expressions, and speech highly favors ECAs compared with human users (Figure 3, graph f). Nevertheless, work to shift this balance has been conducted in research on social interaction training and counseling interventions. The latter made a lot of use of technologically more advanced user modeling (eg, real-time emotional states), and innovative ways for humans to communicate with computer systems, for example, by interpreting natural language, phonetic aspects from speech input, and recorded nonverbal behavior. While ASD and counseling interventions have a more short-term focus, there has also been some activity in establishing longer-term relationships by using less technical user models, the input of which came from dialog-tree systems and indirect communication with ECAs through the intervention interface itself. Given the development phases of the studies in which these technologies were applied, the more high-tech solutions seem to be most suited for experimental research into the client-therapist relationship or screening for disorders such as depression or PTSD (eg, [20] or [48]). At present, the more low-tech approaches have been evaluated most thoroughly and, therefore, seem most promising for direct application in routine clinical practice.

**Evidence Base**

From the evaluation phase studies we learned that there is reasonable evidence that (1) ECAs can have a positive effect on user engagement and involvement, (2) they can be effective in this sense as an adjunct to already existing interventions for mental disorders, and (3) it is important for them to convey empathy when interacting with users. An important limitation of the evaluation studies we considered is the nature of the control groups. Besides the study by Kelders [46], none compared an ECA intervention to a conventional treatment used in routine practice, or compared the intervention with the ECA to the intervention without it. Additionally, the more rigorous studies either put little emphasis on the role and design of the ECAs, or targeted disorders indirectly (eg, job interviews skills). Although most of the developmental and piloting studies show promising results with respect to usability and user acceptance, we still have little hard evidence that the proposed applications are reasonable alternatives to established treatments, or that ECAs used as an adjunct to existing interventions, bridging the gap between guided and unguided interventions, make them more clinically effective.

**Future Work**

In Table 1, some notable blank spots can be identified. Most obvious is the scarcity of evaluation and implementation phase studies, which requires more research with larger sample sizes, suitable control groups, and clinical populations. In this respect, the emerging nature of the field is a reassuring consideration. Two other notable blank spots are Web-based ECA applications for ASDs, and the use of ECA technology in VR applications in general. Taking into account the individual studies’ descriptions, there is also still quite some research to be done with regard to effective ECA configurations, by comparing different parameter settings in controlled studies.

**Web-Based CBT**

To revert to delivering support in Internet interventions, we know that not all people require the same amount of support, considering, for example, that people with low intrinsic motivation benefit more from human support than those who are already motivated or prefer to work on their own [5]. User models on, for example, patient motivation could contribute to an accurate timing of ECA support, for example, by providing support when motivation is low and not disturbing them when motivation is already high. Considering the working mechanisms through which human support may increase the effectiveness of Internet interventions, little work has been conducted in the area of treatment adherence, making this a pertinent target around which to focus our efforts with respect to increasing motivation. Another important point related to extending the evidence base is illustrated by the Help4Mood project [45] and the study by Kelders [46]. The Help4Mood project attempts to integrate a Web-based CBT-based treatment with a technologically advanced ECA that communicates through speech, and that is endowed with a dynamic emotion model used to convey empathy in real time. In the study by Kelders [46], automated textual feedback in an already existing intervention was embodied by accompanying it with the photograph of a clinician. Help4Mood is technologically more challenging, but requires a long period of development and piloting. Because the ECA plays such a central role in the intervention, it is far from straightforward to simply “add” the ECA as an adjunct to an already existing and well-evaluated intervention to study its effects. Rather, the intervention would have to be built around the ECA framework, and the resulting new intervention would once again have to proceed through the development phases. This is a general issue whenever we consider adopting one of the other ECA frameworks we came across, such as the Relational Agent Group’s Litebody [65], and USC-ICT Virtual Human Toolkit [66], especially if we consider that the input used in Help4Mood is still relatively straightforward to interpret compared with human speech or nonverbal behavior.

**Low-Tech Approach**

If we want to investigate how to improve interventions that have already been set out in the field, a “low-tech” approach similar to [46] can be advocated because it (1) saves development time that can be used to design and set up larger studies, (2) forces us to think about the core attributes that can make the ECA...
effective, and (3) makes it easier to judge whether it is safe to use the ECA in a clinical setting with real patients. Given the sparse evidence on the clinical effectiveness of ECAs thus far, this approach and its three advantages may be just what we need to study how we can effectively use ECAs in existing Internet interventions: it will be easier to (1) conduct studies that move beyond the piloting phase, (2) identify the core attributes that make ECAs effective in Internet interventions such that ECA design can be more focused and less time-consuming, and (3) conduct experiments with clinical populations such that we can study ECAs' effects on clinical outcomes.

Limitations

Our definition of ECAs had three components. With respect to the embodiment and interaction capabilities, we took a liberal stance, but our requirement of agency was rather conservative (autonomous behavior and reasoning). This excluded a fair number of studies (29 during the screening of full articles) from our review that some might consider to be relevant. Regarding the criterion of autonomous behavior, we excluded quite some studies using what is often called a “Wizard of Oz” paradigm, in which the ECA’s behavior is not controlled by a software entity, but by a human operator instead. Examples are a study in which an ECA representing the hallucinated voices of people with schizophrenia spoke the transformed utterances of a therapist [67], and one in which a robot aimed at improving the mood of hospitalized children suffering from cancer was under the control of a researcher [68]. An example of a study that was excluded because the embodied characters lacked reasoning capabilities, that is, the ECA would act the same regardless of user input, was [69].

Although ECA research is almost inherently interdisciplinary, we refrained from going too deep into the technological aspects. This was because our target audience consisted of health professionals with a generally less technical background and we wanted to focus on opening up the ECA domain for them as well as providing them with an overview of the available evidence for application in routine clinical practice. For this reason, we refrained from a highly technical discussion of, for example, verbal and nonverbal ECA capabilities. However, it has to be noted that, depending on how one would like to use ECAs in future work, many more detailed questions could be investigated surrounding ECA design aspects, such as the required capabilities for, and their impact on, specific disorders or types of ECA interventions. With respect to our search strategy, we looked specifically for articles that mention ECAs. As exemplified by the sole included article on SPARX, which is actually supported by more research than reviewed here (eg, [70]), there is a possibility that we missed out on articles describing, for example, serious games or VR environments in which ECAs are used, but not specifically mentioned.

Another limitation relates to the bibliographic databases we considered. Computer science research publications are more dispersed than those of psychology research and computer science databases are less suited to systematic searches. Although our interdisciplinary approach was already broader than what is usual in psychology research, there is a possibility that we might have missed relevant research in, for example, the IEEE (Institute of Electrical and Electronics Engineers) Xplore digital library or Google Scholar. We refrained from using IEEE Xplore digital library due to practical constraints and Google Scholar because its search algorithm is often updated and personalized, which makes it difficult to replicate search results. Additionally, due to practical constraints, we did not conduct searches in the gray literature or manual searches through cross-referencing, nor did we conduct a follow-up search after the original one.

While the idea of applying ECAs in psychotherapy is far from new (eg, [71,72]), to our knowledge this is the first review to specifically consider psychotherapeutic applications of ECAs in a systematic manner. There are several areas of research that are closely related to ours. One of these is social robotics research, which often focuses on providing company to elderly people (eg, [73]) or people suffering from dementia (eg, [74]). While this area of research could be seen as an attempt to prevent the psychological consequences that might ensue from loneliness, we did not consider the focus to be on psychopathology. Robotic applications targeting autism have previously been reviewed (eg, [75]), but without the constraints implied by our ECA concept. Consequently, many of these robotic applications do not adhere to our criterion of agency, that is, they do not act autonomously or intelligently. Besides research on robotics, there is a large corpus of literature on the application of virtual agents in other highly relevant domains from which we can draw inspiration. Although this review focuses solely on psychotherapeutic applications, there seems to be little reason not to consider, for example, motivational [9], pedagogical [76], or lifestyle-support agents [77].

Conclusions

Research into the psychotherapeutic application of ECAs is emerging. We identified 49 studies, with over half of them focusing on autism. The field is characterized by a large variety in all its aspects, for example, type of intervention, target behavior, platform, ECA embodiment, communication modalities, ECA “mental” states, and study design. While there are several studies surpassing the development and piloting phases, as might be expected in a relatively new field, evidence about the clinical effectiveness of ECA applications remains sparse. Technologically advanced ECA applications are very interesting and show promising results, but their complex nature makes it difficult for now to prove that they are effective and safe to use in clinical practice. Therefore, at present, clinical practice seems well served by an additional focus on a more low-tech approach based on the elementary principles that make ECAs effective, that can progress through the development and piloting phases at a faster pace, and that can therefore more easily be proven to be safe and effective for routine clinical practice.
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Abstract

Background: Using technology to self-monitor body weight, dietary intake, and physical activity is a common practice used by consumers and health companies to increase awareness of current and desired behaviors in weight loss. Understanding how to best use the information gathered by these relatively new methods needs to be further explored.

Objective: The purpose of this study was to analyze the contribution of self-monitoring to weight loss in participants in a 6-month commercial weight-loss intervention administered by Retrofit and to specifically identify the significant contributors to weight loss that are associated with behavior and outcomes.

Methods: A retrospective analysis was performed using 2113 participants enrolled from 2011 to 2015 in a Retrofit weight-loss program. Participants were males and females aged 18 years or older with a starting body mass index of ≥25 kg/m\textsuperscript{2}, who also provided a weight measurement at the sixth month of the program. Multiple regression analysis was performed using all measures of self-monitoring behaviors involving weight measurements, dietary intake, and physical activity to predict weight loss at 6 months. Each significant predictor was analyzed in depth to reveal the impact on outcome.

Results: Participants in the Retrofit Program lost a mean –5.58% (SE 0.12) of their baseline weight with 51.87% (1096/2113) of participants losing at least 5% of their baseline weight. Multiple regression model (R\textsuperscript{2}=.197, P<0.001) identified the following measures as significant predictors of weight loss at 6 months: number of weigh-ins per week (P<.001), number of steps per day (P=.02), highly active minutes per week (P<.001), number of food log days per week (P<.001), and the percentage of weeks with five or more food logs (P<.001). Weighing in at least three times per week, having a minimum of 60 highly active minutes per week, food logging at least three days per week, and having 64% (16.6/26) or more weeks with at least five food logs were associated with clinically significant weight loss for both male and female participants.

Conclusions: The self-monitoring behaviors of self-weigh-in, daily steps, high-intensity activity, and persistent food logging were significant predictors of weight loss during a 6-month intervention.
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Introduction

Self-monitoring is commonly used in weight-loss regimens to increase awareness of current and desired behaviors. Both consumers and health companies are incorporating self-monitoring technology through mobile phone apps, smart scales, and other wearable devices into their weight-loss programs. However, understanding how to best use the information being gathered by this relatively new technology needs more rigorous study, especially with recent controversy regarding the benefits of wearable activity trackers [1,2].

According to the Centers for Disease Control and Prevention (CDC), 36.5% of adults are classified as obese in the United States and US $147 billion is spent on obesity-related medical costs per year; therefore, determining whether and how self-monitoring contributes to weight loss is important for improving the health of the overall population [3].

Standard behavioral treatment in obesity includes dietary and physical activity counseling and self-monitoring of body weight, activity, and diet [4]. Behavioral weight-loss interventions up to 12 months have average outcomes between 5% to 10% weight loss [5-11]. Although clinically significant, the studies reviewed showed less than half of participants are successful at losing 5% or more of their weight [6,7,12-14].

Regular self-weighing or weighing in a consistent pattern over time provides awareness to specific behaviors, situations, or environments that could promote desired or undesired changes in weight. Self-weighing correlates with successful weight loss and has been shown to significantly increase weight loss success in the first 6 months of an intervention [15-18]. Specifically, a minimum of weekly self-weigh-ins has been shown to be effective; however, a higher frequency of self-weigh-ins more than once per week increases weight-loss outcomes [19-24].

Once a consistent pattern of self-weighing has been established, not weighing for more than a month increases likelihood of weight gain, as shown by Helander et al [15].

Both wearing an activity tracker and setting a step goal are associated with lower body mass index (BMI) and an increase in activity [25]. The average American gets 5117 steps per day [26]. High step averages were associated with younger, single males with higher education and lower BMI (kg/m²) [26]. Individuals with obesity averaged 1500 fewer steps per day than normal or overweight individuals [26]. Modest weight loss has been shown with pedometer interventions [27,28]. By setting individualized physical activity goals around steps per day and active minutes per day, participants are more likely to increase and maintain physical activity postintervention [29]. More frequent self-monitoring and higher adherence are related to greater physical activity over time, which can lead to a greater decrease in weight at 6 months [30].

Dietary self-monitoring with feedback can improve clinically significant weight-loss outcomes [31-34], whereas personalized feedback can improve consistency of dietary self-monitoring [34,35]. Consistency has the greatest association between dietary self-monitoring and achieving clinically significant weight loss [31-34,36]. Self-monitoring for consecutive days is linked to greater outcomes, such as logging at least one food log entry per day has been shown to increase weight loss [31,32].

The purpose of this study was to analyze the self-monitoring behaviors of participants around weight, activity, and nutrition in a 6-month weight-loss intervention administered by Retrofit (see Multimedia Appendix 1), a personalized weight-management and Web-based disease-prevention solution. The self-monitoring behaviors were evaluated for their association with weight loss to determine the level of impact on predicting weight loss outcomes. Additionally, each high impact behavior was evaluated independently to assess the association between the behavior and weight loss to determine best practices around self-monitoring recommendations. The analysis of the significant self-monitoring behaviors focused on understanding the following questions:

1. What is the association between a participant’s level of self-monitoring and weight loss?
2. What is the association between different levels of weight loss outcomes and the corresponding participant’s commitment to self-monitoring?

Methods

Study Design

A retrospective analysis was performed to assess the effect of various self-monitoring behaviors during a 6-month weight-loss intervention using de-identified data from the Retrofit weight-loss program.

Participants

Participants in the study were paying customers of the Retrofit Program who enrolled through the direct-to-consumer website [37] or through an employer-sponsored program. Customers were considered as eligible study participants if they were age at least 18 years; had a starting BMI of 25 kg/m² or higher; had signed up for the program between September 27, 2011 and December 31, 2015; and provided at least one weight measurement beyond baseline measurement. Participants were considered to have completed the program if they provided a weight measurement at the sixth month of their program. A total of 3166 customers satisfied all inclusion criteria to be study participants (Figure 1). Approximately 80.35% (2544/3166) of the study participants were direct-to-consumer customers and the remaining 19.65% (622/3166) were part of an employer-sponsored program. A total of 2113 (66.74%) participants completed the 6-month program. All customers who satisfied the inclusion criteria and provided a weight at 6 months were included as participants. No customer was removed or eliminated from the population due to a lack of success on the program.
Retrofit Program

The analysis included data from six Retrofit programs: Expert 10 Weight-Loss Program, Expert 15 Weight-Loss Program, Advisor Weight-Loss Program, Jump Start Program, Retrofit Program, and Sustain Program. The Expert 10, Expert 15, Advisor, and Sustain programs were designed with a 6-month weight-loss phase and an additional 6-month weight maintenance phase. The Retrofit Program was designed with a 6-month weight-loss phase only with the option to continue into a maintenance program called Retrofit Next. The Jump Start Program was designed with a 3-month weight-loss phase only with the option to continue into Retrofit Next.

As part of the Retrofit weight-loss protocols, all participants are taught and encouraged to adhere to the same self-monitoring recommendations. All programs provided participants with the same technology, access to a weight-loss expert, education, accountability, feedback, and the opportunity to communicate with an expert coach via Web-based messages. Additional details of the Retrofit Program and expert coach qualifications can be found in a previous publication [38].

The participant was provided a Fitbit activity tracker, Wi-Fi-enabled scale, and access to a private dashboard (see Multimedia Appendix 2). The private dashboard allowed each participant to keep a personal food and exercise log, review his or her personal data, and enabled communication between the participant and his or her expert coach through a Web-based electronic messaging feature (see Multimedia Appendix 3). The private dashboard was accessed via the Retrofitme Web app, mobile website, or mobile phone app, which was available on Apple iOS and Android platforms.

Participants were encouraged to weigh in daily, wear their activity tracker daily, achieve their personalized daily step goal, and log all food and beverage choices consumed throughout the day. Expert coaches personalized participant’s step goals by recommending the participants to increase step counts in increments of 500 to achieve their personal daily step goal at 6 months.

Measures

Weight

Participants were provided a Wi-Fi-enabled scale that securely transmitted weight data over the Internet to a Retrofit central data server. Participant weight data were collected through the use of the provided Wi-Fi scale (99.39%, 556,630/560,043 of recorded weights) or self-reported entry (0.61%, 3413/560,043). Instructions were provided for scale set up, as well as the option for help through Retrofit’s customer support. Self-reported entry was permissible if a participant had difficulty setting up their Wi-Fi scale. Expert coaches reviewed weight data during 1:1 coaching sessions to confirm weight accuracy. Baseline weight was considered as the first weight measurement received from the participant during week 1. Percentage of baseline weight lost at 6 months was calculated and used as the primary outcome. Two weigh-in metrics were calculated to quantify participants’ adherence to self-monitoring behavior and the potential impact of self-weigh-ins on weight loss: (1) the number of weigh-ins per week and (2) the percentage of weeks participants weighed in at least three times.

Activity

Participants were encouraged to wear Fitbit activity trackers every day. Activity data from any version of Fitbit activity trackers, such as steps, distance, calories burned, active minutes, etc., were wirelessly uploaded to Fitbit.com and later automatically synced to participants’ personal Retrofit dashboards. Participants did not have the option to self-report activity data. A total of five different metrics were calculated to understand the impact of activity on weight loss. The number of tracker usage days per week was calculated to monitor participant engagement. Step count per day was considered one
of the metrics for measuring participant activity. To measure the intensity of the activities, three levels of active minutes were tracked. Fitbit trackers continuously estimate users’ metabolic equivalents (METs) by calculating the intensity of the activity and classifying the active minutes as high, moderate, or low following the CDC’s recommendation [28].

**Nutrition Tracking / Food Logging**

A private online/mobile dashboard allowed participants to track personal food logs. Participants were able to log meals, snacks, treats, and beverages along with the description, quantity, and photo of the food. Each individual meal, snack, treat, and/or beverage was considered a food log entry. Four food logging-specific measures were calculated to quantify participants’ adherence to food logging behavior and the potential impact of food logging on weight loss. The number of days participants logged food entries per week and the number of food log entries per week were calculated to measure the level of adherence to the behavior of food logging. The following two measures were introduced to measure participants’ engagement through food logging over the 6-month intervention: the percentage of weeks participants logged at least five food log entries and at least 15 food log entries.

**Statistical Analysis**

All measures associated with self-monitoring behaviors involving weight measurements, dietary intake, and physical activity were included in a multiple regression analysis to predict weight loss during the intervention. Measures with statistically significant contribution to predicting weight loss were identified. To determine self-monitoring behaviors/measures that could be considered as significant predictors of weight loss, three primary regression models were built. The first primary regression model assessed two weigh-in-related measures as predictors of weight loss. The second model included five activity-related measures as predictors of weight loss. The third primary regression model assessed four measures related to food logging as predictors of weight loss. The second model included five weigh-in-related measures as predictors of weight loss. The third primary regression model assessed four measures related to food logging as predictors of weight loss. All the significant predictors (ie, self-monitoring behaviors/measures) from the primary regression model were included in an overall regression model that considered all behaviors as predictors of weight loss. The significant predictors of the overall model were considered to be the most important measures/behaviors for weight loss. Finally, each significant self-monitoring measure was analyzed in depth to reveal the impact on outcomes during the intervention period to capture the significant association between high-level monitoring to higher outcome levels. For each behavior, one-way ANOVA tests were performed to determine the association between behavior frequency and weight loss and compare behavior frequency of participants with different weight-loss levels.

Data analyses were performed using R version 3.2.3, which included dplyr 0.4.3, ggplot2 2.1.0, data.table 1.9.6, and leaps 2.9 packages. In addition, t tests of equal variance were conducted on continuous variables at baseline and subsequent time points for two group comparisons. One-way ANOVA was utilized to determine mean differences for greater than two group comparisons. Subsequent Tukey tests were conducted to determine mean differences. Chi-square analyses were performed to determine differences among categorical variables when appropriate. To perform best subset selection in a multiple regression analysis, an “all possible regressions” method was used to derive the best-fitting overall model using the leaps package. Alpha was set at .05 for all statistical tests to determine statistical significance.

**Results**

The reported results are based on the retrospective analysis evaluating the effect of various self-monitoring behaviors during a weight-loss intervention using 2113 of 3166 participants (66.74%) who completed the Retrofit 6-month weight-loss program.

**Baseline Characteristics**

Table 1 shows the demographic details of participants at baseline. There were no differences in age and starting BMI at baseline between male and female participants. Male participants had a higher starting weight (P<.001). There were no differences between completers and noncompleters in starting weight (P=.07) or starting BMI (P=.55), but completers had a higher mean age (mean 44.54, SD 10.72 years vs mean 42.01, SD 10.69 years, P<.001; see Multimedia Appendix 4, Table S1).

**Weight Change at 6 Months**

The mean weight loss at 6 months was –5.58% (SE 0.12), the mean change in BMI was –1.91 (SE 0.04), and 51.87% (1096/2113) of participants lost 5% or more of their baseline weight (see Table 2). Male participants lost a higher percentage of weight (P=.02) and had a higher BMI change (P=.01) than female participants. However, there were no significant differences between males and females in terms of the percentage of group losing 5% or more weight at 6 months.

| Table 1. Baseline demographics of participants. |
|---|---|---|---|---|
| Demographics | Total, mean (SD) (N=2113) | Male, mean (SD) (n=860) | Female, mean (SD) (n=1253) | P |
| Age (years) | 44.54 (10.72) | 44.61 (10.98) | 44.49 (10.54) | .81 |
| Starting weight, (kg) | 99.76 (22.92) | 110.56 (22.43) | 92.35 (20.14) | <.001 |
| Starting BMI (kg/m²) | 33.84 (6.80) | 34.03 (6.35) | 33.71 (7.09) | .27 |
Table 2. Weight-loss outcomes at 6 months.

<table>
<thead>
<tr>
<th>Outcome measures</th>
<th>Total, mean (SE) (N=2113)</th>
<th>Male, mean (SE) (n=860)</th>
<th>Female, mean (SE) (n=1253)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight loss (%)</td>
<td>–5.58 (0.12)</td>
<td>–5.90 (0.12)</td>
<td>–5.36 (0.12)</td>
<td>.02</td>
</tr>
<tr>
<td>BMI change</td>
<td>–1.91 (0.04)</td>
<td>–2.04 (0.07)</td>
<td>–1.82 (0.05)</td>
<td>.01</td>
</tr>
<tr>
<td>Lost 5% of baseline weight (%)</td>
<td>51.87 (0.01)</td>
<td>54.30 (0.02)</td>
<td>50.20 (0.01)</td>
<td>.07</td>
</tr>
</tbody>
</table>

Table 3. Multiple regression models identifying predictors of weight loss at 6 months.

<table>
<thead>
<tr>
<th>Models</th>
<th>Coefficients</th>
<th>Model summary</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Beta (SE)</td>
<td>t (df)</td>
</tr>
<tr>
<td>Self-weigh-in</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weigh-ins/week (n)</td>
<td>–1.25 (0.19)</td>
<td>–6.54 (2110)</td>
</tr>
<tr>
<td>Weeks with ≥3 weigh-ins (%)</td>
<td>0.018 (0.01)</td>
<td>1.59 (2110)</td>
</tr>
<tr>
<td>Activity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tracker days/week</td>
<td>–0.54 (0.10)</td>
<td>–5.419 (2107)</td>
</tr>
<tr>
<td>Steps/day</td>
<td>–0.0002 (0.0001)</td>
<td>–1.863 (2107)</td>
</tr>
<tr>
<td>Highly active minutes/day</td>
<td>–0.06 (0.01)</td>
<td>–4.288 (2107)</td>
</tr>
<tr>
<td>Fairly active minutes/day</td>
<td>0.003 (0.004)</td>
<td>0.693 (2107)</td>
</tr>
<tr>
<td>Lightly active minutes/day</td>
<td>–0.002 (0.003)</td>
<td>–0.818 (2107)</td>
</tr>
<tr>
<td>Nutrition/food logging</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Food logs/week (n)</td>
<td>0.01 (0.04)</td>
<td>0.245 (2108)</td>
</tr>
<tr>
<td>Food log days/week (n)</td>
<td>–1.92 (0.20)</td>
<td>–9.362 (2108)</td>
</tr>
<tr>
<td>Weeks with ≥5 logs (%)</td>
<td>0.08 (0.01)</td>
<td>5.935 (2108)</td>
</tr>
<tr>
<td>Weeks with ≥15 logs (%)</td>
<td>–0.01 (0.01)</td>
<td>–0.654 (2108)</td>
</tr>
<tr>
<td>Overall</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weigh-ins/week (n)</td>
<td>–0.417 (0.07)</td>
<td>–5.619 (2106)</td>
</tr>
<tr>
<td>Tracker days/week (n)</td>
<td>–0.112 (0.10)</td>
<td>–1.081 (2106)</td>
</tr>
<tr>
<td>Steps/day</td>
<td>–0.0001 (0.00006)</td>
<td>–2.269 (2106)</td>
</tr>
<tr>
<td>Highly active mins/day (n)</td>
<td>–0.05 (0.01)</td>
<td>–4.420 (2106)</td>
</tr>
<tr>
<td>Food log days/week (n)</td>
<td>–1.30 (0.19)</td>
<td>–6.777 (2106)</td>
</tr>
<tr>
<td>Weeks with ≥5 logs (%)</td>
<td>0.06 (0.01)</td>
<td>5.097 (2106)</td>
</tr>
</tbody>
</table>

Identifying Behaviors That Matter

Model for Self-weigh-In Behavior as a Predictor of Weight Change

To identify important self-weigh-in measures for predicting weight change, a regression model was built (R²=.103, P<.001) containing the number of weigh-ins per week and the percentage of weeks with three or more weigh-ins. Table 3 shows that only the number of weigh-ins per week was identified as a significant predictor of weight change (P<.001).

Model for Activity-related Behaviors as Predictor of Weight Change

To identify significant activity-related measures, a multiple regression model was constructed (R²=.152, P<.001) containing the number of activity tracker usage days per week, the number of steps per day, and the number of highly, fairly, and lightly active minutes per day. Table 3 displays that the number of activity tracker days per week (P<.001) and the number of highly active minutes per day (P<.001) were significant predictors of weight change. Though the number of steps per day was not significant (P=.06), it was selected to be included as a predictor for weight change in the overall model based on previous study indications [27,30,39].

Model for Food Logging-related Behaviors as a Predictor of Weight Change

To identify significant nutrition/food logging-related measures, a multiple regression model was constructed (R²=.123, P<.001) containing the number of food logs per week, the number of food log days per week, the percentage of weeks with five or more food logs, and the percentage of weeks with 15 or more food logs. Table 3 shows that the number of food log days and...
the percentage of weeks with five or more food logs were significant predictors of weight change.

**Overall Multiple Regression Model**

An overall regression model was built to predict weight change at 6 months by including all significant predictors from the self-weigh-in, activity, and food logging model. This multiple regression model ($R^2 = .197$, $P < .001$) included the number of weigh-ins per week, the number of tracker usage days per week, the number of steps per week, the number of highly active minutes per week, the number of food log days per week, and the percentage of weeks with five or more food logs. Except the tracker usage days per week, all other behaviors/measures were found to be significant predictors of weight change, as shown in Table 3.

To further verify the significance of the selected behaviors/measures, an “all possible regressions” method was used to derive the best-fitting overall model. This approach of model selection determined the final model by performing an exhaustive search for the best subsets of the 11 measures listed under the primary regression models for predicting weight loss. All possible regressions included only the main effects; interactions were beyond the scope of this analysis. The best regression model contained the same five significant predictors of the overall model reported in Table 3. The next section focuses on analyzing the five significant predictors.

**The Five Significant Predictors of Weight Loss**

**Self-Weigh-In**

Based on the self-weigh-in data from 0 to 6 months, a higher weigh-in frequency was significantly associated with a higher level of weight loss at 6 months. Clinically significant weight loss (5%) was associated with at least three weigh-ins per week (see Table 4). The results of one-way ANOVAs showed a significant difference of mean weight loss between different weigh-in levels ($P < .001$). A subsequent Tukey test confirmed the significant differences between the “≥5” weigh-in level and the remaining three levels ($P < .001$ for all) and between weigh-in levels “3 to 4” and “1 to 2” ($P = .002$) and between weigh-in levels “3 to 4” and “<1” ($P = .02$). Similar ANOVA tests were performed on male and female participants separately and a significant difference in mean weight loss between different weigh-in levels was found (male: $P < .001$; female: $P < .001$; see Multimedia Appendix 4, Table S2).

The analysis of self-weigh-in frequency of participants with different levels of weight loss showed that a higher weigh-in frequency was significantly associated with groups with higher levels of weight loss. Figure 2 presents the mean weekly weigh-in frequency among participants of three outcome levels: “lost ≥10%” (388/2113, 18.36%), “lost 5%-10%” (707/2113, 34.46%), and “lost <5%” (1018/2113, 48.18%). For all other analyses throughout the paper, behavior frequency based on outcome levels uses the same outcome-based participant groups. It showed a clear difference in weigh-in frequency throughout the 6-month program. The mean weigh-in frequencies over 6 months were mean 4.70 (SE 0.09), mean 4.21 (SE 0.07), and mean 3.40 (SE 0.05) weigh-ins per week for the lost ≥10%, lost 5%-10%, and lost <5% groups, respectively ($P < .001$). Additional ANOVA tests performed on male and female participants separately showed a similar significant difference of mean weigh-in frequency between different outcome levels (male: $P < .001$; female: $P < .001$, see Multimedia Appendix 4, Table S3).
Table 4. Weight-loss outcomes of participants for different behavior frequencies.

<table>
<thead>
<tr>
<th>Self-monitoring behaviors</th>
<th>n (%)</th>
<th>Weight loss (%), mean (SE)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Weigh-in frequency per week</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1</td>
<td>89 (4.21)</td>
<td>-3.41 (0.58)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>1-2</td>
<td>636 (30.10)</td>
<td>-4.08 (0.20)</td>
<td></td>
</tr>
<tr>
<td>3-4</td>
<td>690 (33.65)</td>
<td>-5.09 (0.19)</td>
<td></td>
</tr>
<tr>
<td>≥5</td>
<td>698 (33.03)</td>
<td>-7.82 (0.20)</td>
<td></td>
</tr>
<tr>
<td><strong>Steps per day</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;5000</td>
<td>797 (37.72)</td>
<td>-3.68 (0.17)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>5000-7499</td>
<td>604 (28.58)</td>
<td>-5.56 (0.20)</td>
<td></td>
</tr>
<tr>
<td>7500-9999</td>
<td>429 (20.30)</td>
<td>-7.03 (0.26)</td>
<td></td>
</tr>
<tr>
<td>≥10,000</td>
<td>283 (13.39)</td>
<td>-9.03 (0.34)</td>
<td></td>
</tr>
<tr>
<td><strong>Highly active minutes per week</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;60</td>
<td>897 (42.41)</td>
<td>-4.14 (0.17)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>60-119</td>
<td>525 (24.82)</td>
<td>-5.71 (0.21)</td>
<td></td>
</tr>
<tr>
<td>120-179</td>
<td>299 (14.14)</td>
<td>-5.85 (0.29)</td>
<td></td>
</tr>
<tr>
<td>≥180</td>
<td>394 (18.63)</td>
<td>-8.64 (0.28)</td>
<td></td>
</tr>
<tr>
<td><strong>Food log days per week</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1</td>
<td>316 (14.96)</td>
<td>-3.67 (0.33)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>1-2</td>
<td>596 (28.21)</td>
<td>-4.32 (0.20)</td>
<td></td>
</tr>
<tr>
<td>3-4</td>
<td>565 (26.74)</td>
<td>-5.15 (0.19)</td>
<td></td>
</tr>
<tr>
<td>≥5</td>
<td>636 (30.10)</td>
<td>-8.20 (0.21)</td>
<td></td>
</tr>
<tr>
<td><strong>Food logs per week</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;5</td>
<td>617 (29.20)</td>
<td>-4.37 (0.21)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>5-9</td>
<td>405 (19.17)</td>
<td>-4.66 (0.24)</td>
<td></td>
</tr>
<tr>
<td>10-14</td>
<td>297 (14.06)</td>
<td>-5.11 (0.29)</td>
<td></td>
</tr>
<tr>
<td>15-19</td>
<td>247 (11.69)</td>
<td>-5.46 (0.32)</td>
<td></td>
</tr>
<tr>
<td>≥20</td>
<td>547 (25.89)</td>
<td>-8.10 (0.23)</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2. Weekly mean weigh-in frequency of participants between 0 and 6 months. Error bars indicate the standard error of the mean.

Daily Steps

Based on the steps data of participants between 0 and 6 months, a higher level of daily steps was significantly associated with a higher level of weight loss. Table 4 presents the results of the weight-loss analysis performed by dividing the participants to different levels of daily step counts. Daily steps of 5000 to 7499 or more were associated with clinically significant weight loss at 6 months. One-way ANOVA showed a significant difference in mean weight loss between different daily step levels (P<.001). A subsequent Tukey test confirmed significant mean differences between all levels of daily steps (P<.001). Similar ANOVA
tests performed on male and female participants separately showed a significant difference in mean weight loss between the different daily step levels (male: \( P < .001 \); female: \( P < .001 \); see Multimedia Appendix 4, Table S4).

The analysis of daily steps of participants with different levels of weight loss showed that a higher daily step count was significantly associated with groups with higher levels of weight loss. Figure 3 presents the weekly mean steps per day among participants of three outcome levels. The lost \( \geq 10\% \) group consistently maintained significantly higher daily steps throughout the 6-month program. The mean daily steps over 6 months were mean 8077.79 (SE 171.52), mean 6657.09 (SE 117.13), and mean 5276.91 (SE 95.08) steps per day for the lost \( \geq 10\% \), lost 5%-10%, and lost <5% groups, respectively (\( P < .001 \)). Male and female participants separately showed a similar significant difference in mean daily steps between the different outcome levels (male: \( P < .001 \); female: \( P < .001 \); see Multimedia Appendix 4, Table S5).

**Highly Active Minutes**

Higher levels of highly active minutes were significantly associated with higher levels of weight loss. Percentage of weight loss was calculated by dividing the participants into different levels of highly active minutes per week (Table 4). Higher-intensity activity for 60 minutes or more per week was associated with clinically significant weight loss. There was a significant difference in mean weight loss between different weekly active minutes levels (\( P < .001 \)). A subsequent Tukey test showed significant differences between the “\( \geq 180 \)” active minutes level and the remaining three levels (\( P < .001 \) for all) and between “120-179” active minutes level and “<60” (\( P < .001 \)) and between “60-119” active minutes level and “<60” (\( P < .001 \)). Similar ANOVA tests performed on male and female participants separately showed a similar significant difference in mean weight loss between different daily highly active minutes levels (male: \( P < .001 \); female: \( P < .001 \); see Multimedia Appendix 4, Table S6).

The analysis of highly active minutes of the participants with different levels of weight loss showed that higher amounts of highly active minutes were significantly associated with groups with higher levels of weight loss. Figure 4 shows the weekly mean highly active minutes among participants in three outcome levels. Similar to daily steps, the lost \( \geq 10\% \) group consistently had a significantly higher level of high-intensity activity throughout the 6-month program. The mean weekly highly active minutes over 6 months were mean 154.33 (SE 6.47), mean 115.63 (SE 3.91), and mean 79.03 (SE 2.53) minutes per week for the lost \( \geq 10\% \), lost 5%-10%, and lost <5% groups, respectively (\( P < .001 \)). Male and female participants separately showed a similar significant difference in mean highly active minutes between different outcome levels (male: \( P < .001 \); female: \( P < .001 \); see Multimedia Appendix 4, Table S7).

**Figure 3.** Weekly mean steps per day of participants between 0 and 6 months. Error bars indicate the standard error of the mean.

**Figure 4.** Weekly mean highly active minutes of participants between 0 and 6 months. Error bars indicate the standard error of the mean.
**Food Log Days**

Analysis of participants' food log data over 0 to 6 months showed that a higher number of food log days per week was significantly associated with a higher level of weight loss. Table 4 presents the weight-loss percentages of the groups of participants at different levels of food log days per week. Clinically significant weight loss was associated with at least three or more days of food logging per week. There was a significant difference in weight loss between different levels of weekly food log days (P<.001). A subsequent Tukey test found significant differences between “≥5” food log days and the remaining three levels (P<.001 for all) and between “3-4” and “1-2” food log days (P=.03) and between “3-4” and “<1” food log days (P<.001). Similar ANOVA tests performed on male and female participants separately showed a similar significant difference in mean weight loss between different numbers of food log days (male: P<.001; female: P<.001; see Multimedia Appendix 4, Table S8).

The analysis of food log days of the participants with different levels of weight loss showed that a higher number of food log days per week was significantly associated with groups with higher levels of weight loss. Figure 5 shows the weekly mean food log days among the participants in the three outcome levels. Participants in the higher outcome levels logged their food more days per week than those in the lower outcome groups. The mean weekly food log days over 6 months were 4.44 (SE 0.11), mean 3.92 (SE 0.08), and mean 2.90 (SE 0.60) days per week for the lost ≥10%, lost 5%-10%, and lost <5% groups, respectively (P<.001). Male and female participants separately showed a similar significant difference in mean food log days between different outcome levels (male: P<.001; female: P<.001; see Multimedia Appendix 4, Table S9).

**Percentage of Weeks With Five or More Food Logs**

Additional analysis of food logs showed that participants with a higher level of weight loss were significantly associated with a higher percentage of weeks with five or more food logs between different weight loss outcome levels (lost ≥10%: mean 69.40%, SE 1.72; lost 5%-10%: mean 63.61%, SE 1.20; lost <5%: mean 49.14%, SE 0.97; P<.001). A subsequent Tukey test was performed, which found significant mean differences between all outcome levels (lost ≥10% and lost <5%: P<.001; lost ≥10% and lost 5%-10%: P=.01; lost 5%-10% and lost <5%: P<.001). Additional ANOVA tests performed on male and female participants separately showed a similar significant difference in percentage of weeks with five or more food logs between the different outcome levels (male: P<.001; female: P<.001; see Multimedia Appendix 4, Table S10).

Based on the analysis presented in previous sections, food logging is very critical for weight loss during the 6-month intervention. Hence, additional analysis is presented in Table 4 that shows the percentage weight loss for participants in different food log groups per week. A higher number of food logs per week was significantly associated with a higher level of weight loss (P<.001). Further analysis to understand differences in weight-loss outcomes for male and female participants between different food log groups showed a similar difference (male: P<.001; female: P<.001; see Multimedia Appendix 4, Table S11).

**Discussion**

**Principal Findings**

The results provide strong support for the use of self-monitoring in weight-management programs. Participants who complied more with body weight, physical activity, and food intake self-monitoring lost more weight than those who complied less. In a multiple regression equation, each category of self-monitoring contributed significantly to the prediction of weight loss. Furthermore, the independent analysis showed a significant association between each self-monitoring behavior and weight loss. Overall, the use of self-monitoring was found to have a high impact on weight management.

Advances in technology, such as wireless scales and physical activity trackers, make it easier to self-monitor weight and physical activity, and are recommended in weight-management programs. Food logging still requires that a participant take time to record food intake, but technology has made it a faster and simpler process. However, there is a great need for developing new technology to reduce the time, effort, and accuracy in self-monitoring food intake.

Figure 5. Weekly mean food log days of participants between 0 and 6 months. Error bars indicate the standard error of the mean.
Some report that self-monitoring of single behaviors, such as body weight and physical activity [2,27,40], may not be associated with greater weight loss. Our results found benefits of self-monitoring in each behavior category: weight, physical activity, and food intake. We found that self-monitoring all these behaviors together had the greatest predictive value for weight loss. Based on these results, it may be important to promote these self-monitoring behaviors together in an intervention or weight-loss program.

Significant Predictors of Weight Loss

Self-Weigh-In

The number of self-weigh-ins per week was identified as a significant predictor of weight loss ($P<.001$). Self-weighing at least three times per week is associated with higher weight loss. An even higher level of weight loss is associated when weighing more than five times per week. Evidence has shown that instructing participants to weigh in at least three times per week does increase weight loss during an active weight-loss period, and a higher frequency of weighing in is associated with greater weight-loss success [15-18]. Additionally, females tend to weigh in more frequently than males, which is a unique finding due to an historically small percentage of male participants in weight-management studies and a lack of evidence around gender comparison [15-18,20,25,40-48].

Daily Steps

The number of steps per week ($P=.02$) is a significant predictor of weight change. Higher step counts are associated with greater levels of weight loss, which has been shown in previous literature [27,30,39]. Also, our results confirm that men tend to have a higher daily step count than women, similar to that seen in the literature [26].

Highly Active Minutes

A minimum of 60 highly active minutes per week is significantly associated with higher levels of weight loss. Greater levels of highly active minutes are also significantly associated with higher weight loss outcomes. Males overall have a significantly higher level of active minutes than females at all weight-loss outcome levels ($P<.001$). Currently, there is a lack of evidence around measuring active minutes with activity trackers associated with weight-loss outcomes. However, there is some evidence that men log more exercise than females and have a greater exercise dependence [33,43,49].

Food Log Days

A higher number of food log days per week increases adherence to the self-monitoring behavior of food logging, which supports behavioral change as explained through self-regulation theory [31]. Food logging at least three days per week was significantly associated with higher levels of weight loss. Other studies have found that greater weight loss is achieved with a higher frequency of food logs, specifically three or more days per week [31-33,36,43].

Percentage of Weeks With Five or More Food Logs

A higher percentage of weeks with five or more food logs is significantly associated with higher levels of weight loss ($P<.001$). Additionally, the more times a participant logs their food per week increases their likelihood of successful weight loss [31-33]. Women tend to log their food more frequently than men do. However, this is a unique finding due to a historically small percentage of male participants in weight-management studies and a lack of evidence around gender comparison [31-35].

Strengths and Limitations

This study has several strengths, including the reporting of real-world weight-loss outcomes and providing a more focused analysis into weight-management behaviors to determine what behaviors are more significant in a behavioral weight-loss program. Participants were clients of Retrofit and not recruited or provided with incentives to participate in the study. All clients who met the starting BMI, age, and weight inclusion criteria and logged a weight at 6 months were included as participants and not removed from the population due to lack of success on the program, which is an uncommon research practice [44]. We conclude that this study adds value and brings a novel approach to the best practices around behaviors in weight management. Additionally, gender comparisons were able to be reported due to the unusually high population of males enrolled as participants, which is also a significant strength to understand which behaviors are more valuable to men and women in the weight-loss process.

The study also has some limitations, including the retrospective analysis study design, which does not allow any causal inferences based on the critical observations. Moreover, the adherence to different behaviors were evaluated using data from program completers, which limits the ability to generalize impact of the behavior on all participants. However, to determine effective levels of self-monitoring that can guarantee clinically significant weight loss, it is critical to study participants with known end weights. Lastly, due to use of the real-world population in this study, it is unknown if participants were integrating any other self-monitoring devices or practices outside of the Retrofit Program components.

Future Research

With a lack of real-world research in the commercial weight-loss industry, Retrofit encourages all commercial weight-loss programs to publish similar data to enhance understanding of which self-monitoring behaviors matter most in a weight-loss program. Reporting real-world data in relation to targeted behaviors allows commercial weight-loss programs to not only structure protocols and client strategies to increase weight-loss success, but also improve a participant’s weight maintenance success. By narrowing in on the specific behaviors to build as life-long habits, commercial weight-loss programs will increase efficacy and establish our ability as an industry to overcome the obesity crisis.

Recommended future research includes studying self-monitoring behaviors beyond 6 months and each behavior’s impact on weight maintenance. Also, further analysis around gender differences and self-monitoring behaviors is of interest to determine if specific behaviors should be encouraged more
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frequently among female versus male participants, specifically
around food logging and activity levels.

Conclusions
In conclusion, participants on the Retrofit Program lost a mean
–5.58% (SE 0.12) and had a BMI change of mean –1.91 (SE
0.04) in 6 months with nearly 51.87% (1096/2113) of
participants losing 5% or more of their baseline weight. Self-monitoring behaviors, such as self-weigh-in, daily step
counts, high-intensity activity, and persistent food logging were
shown to be significant predictors of weight change at 6 months.
Specifically, weighing in three times or more per week, having
a minimum of 60 highly active minutes per week, food logging
for three days or more per week, and having a higher percentage
of weeks with five or more food logs increased participant’s
weight-loss success.
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Abstract

Background: Depression is twice as common in diabetes mellitus (DM) as the general population and is associated with adverse health outcomes, but access to evidence-based therapies such as cognitive behavioral therapy (CBT) is limited in routine diabetes care. Past research has shown that generic Internet-based cognitive behavioral therapy (iCBT) is an effective treatment for depression in the general population, but it has never been evaluated in people with comorbid depression and DM.

Objective: The aim of our study was to examine the efficacy of a generic 6-lesson iCBT delivered over 10 weeks in people with major depressive disorder (MDD) and DM.

Methods: Participants with comorbid MDD and DM (type 1 or 2) were recruited online and randomized to an iCBT program with therapist support provided by phone and email (n=42) or a treatment as usual (TAU, n=49) control group. Outcomes were assessed through Web-based self-report questionnaires and the trial was Web-based with no face-to-face components. Primary outcomes were self-reported depression (patient health questionnaire-9, PHQ-9), diabetes-related distress (problem areas in diabetes, PAID), and self-reported glycemic control (hemoglobin A1c, HbA1c). Secondary outcomes were general distress (Kessler 10-item psychological distress scale, K-10) and disability (short form 12-item, SF-12), generalized anxiety (generalized anxiety disorder 7-item, GAD-7), and somatization (PHQ-15). The iCBT group was assessed at 3 months.

Results: A total of 27 participants (66%; 27/41) completed the iCBT program. Analyses indicated between-group superiority of iCBT over TAU at posttreatment on PHQ-9 (g=0.78), PAID (g=0.80), K-10 (g=1.06), GAD-7 (g=0.72), and SF-12 mental well-being scores (g=0.66), but no significant differences in self-reported HbA1c levels (g=0.14), SF-12 physical well-being, or PHQ-15 scores (g=0.03-0.21). Gains were maintained at 3-month follow-up in the iCBT group, and the 87% (27/31) of iCBT participants who were interviewed no longer met criteria for MDD. Clinically significant change following iCBT on PHQ-9 scores was 51% (21/41) versus 18% (9/49) in TAU.

Conclusions: iCBT for depression is an efficacious, accessible treatment option for people with diabetes. Future studies should explore whether tailoring of iCBT programs improves acceptability and adherence, and evaluate the long-term outcomes following iCBT.
Diabetes mellitus (DM) is one of the largest causes of global health burden, affecting an estimated 415 million adults, with prevalence rates expected to rise to 643 million by 2040. The burden of this disease is significant in personal as well as economic terms, accounting for 5 million deaths, and 12% of global health care expenditure [1]. Depression is twice as common for people with DM compared with the general population [2], and places a substantial burden on people living with the disease, both in terms of personal suffering, and contributing to a range of adverse mental and physical health outcomes. Experiencing depression in the context of DM is associated with a range of adverse health outcomes, including worse glycemic control [7], and increased risk for diabetes-related complications and early mortality [8].

Effective management of depression is essential to reduce individual suffering and prevent these adverse outcomes [9]. Studies show that screening for depression has little influence on depression outcomes [10], and that proactive detection and treatment of depression is essential to reduce the burden of depression in people living with DM. A range of proactive treatment approaches have been found to be effective for treating depression in DM, including collaborative care [11], pharmacological interventions such as selective serotonin reuptake inhibitors (SSRIs), and psychological treatments [12]. Of the available psychological treatments, cognitive behavioral therapy (CBT) has the most empirical support for treatment for depression in DM. Meta-analyses show that CBT achieves clinically significant reductions in depression symptoms and improved quality of life [12]. Leading clinical practice guidelines therefore recommend routine assessment, screening, and treatment of depression in patients with DM [13], but despite these recommendations, depression is both underrecognized and undertreated: in routine care for DM, depression remains untreated in 50% of patients [6]. We now need new ways to deliver evidence-based depression interventions to people with DM, and overcome barriers underlying the shortfall of depression treatment in DM care, such as the lack of integration of mental and physical health services, and limited access to clinicians with expertise in addressing mental health issues in DM.

Delivering evidence-based psychological treatments via the Internet has potential to overcome some of these barriers. The efficacy of therapist-supported iCBT is now well established for the treatment of depression and anxiety disorders in the general population [14], and these positive effects generalize to routine care [15]. iCBT programs are now successfully being used to encourage proactive self-management of a range of chronic health conditions including chronic pain and irritable bowel syndrome [16]. iCBT has been shown to be as efficacious as face-to-face CBT [17], but can be delivered at a fraction of the cost and clinical time [18]. In contrast to pharmacotherapies that often have significant side effects [19], iCBT does not lead to harm, and deterioration in symptoms is rare [20].

Despite the potential for delivering mental health treatments on the Web to depression in people with DM, there are only two published randomized controlled trials (RCTs) examining the impact of Web-based programs for the treatment of depression in people with DM. In a sample of 225 Dutch adults with elevated depression (Center for Epidemiologic Studies Depression Scale [CES-D] scores >16) and type 1 (T1) or type 2 (T2) DM, van Bastelaar and colleagues found that a guided Web-based CBT program for depression with DM-specific content was more effective than treatment as usual (TAU) in reducing depression symptoms, increasing depression remission rates, and reducing diabetes-related distress with small-to-moderate between-groups effective sizes at 1-month follow-up ($d=0.29$ for intention-to-treat [ITT] analyses) [21]. The second trial with 260 German adults with T1 and T2 DM and elevated depression (CES-D ≥23), found that a guided Web-based intervention to reduce depression with DM-specific content was effective in reducing both depressive symptoms (ITT $d=0.89$) and diabetes-specific emotional distress ($d=0.56$) compared with a brief unguided Web-based psychoeducation program for depression [22].

These trials show promising results for using Web-based CBT programs to treat depression symptoms in people with DM, although it is not known whether results generalize to clinically depressed individuals with major depressive disorder (MDD). To our knowledge, there are no studies examining whether general or unmodified iCBT depression programs—without any content tailored to DM—are effective for people with DM. With generic evidence-based iCBT programs for depression now available for general public use, they present a novel opportunity to reduce the problem of depression in routine DM care, but need to be tested first to evaluate whether they are acceptable and effective in people with DM. Although RCTs have shown that face-to-face protocol-driven CBT interventions are effective for treating depression in DM, in-person CBT differs to iCBT in that it is able to be tailored and individualized to the individuals presenting problems. In contrast iCBT...
programs are typically highly standardized and fixed in format, and therefore need to be evaluated further in the context of DM.

This study is the first RCT to evaluate the efficacy of a generic clinician-guided iCBT program for MDD in people with T1 or T2 DM. The iCBT program has been previously demonstrated to be effective in RCTs [23] and effectiveness trials [15]. Whereas our primary aim was to examine the acceptability of the program for patients with DM and the efficacy of the iCBT program in reducing depression, we also sought to examine its impact on diabetes-related distress, generalized anxiety, mental and physical well-being, and glycemic control (hemoglobin A1c [HbA1c] levels). We hypothesized that adults with T1 or T2 DM who received iCBT would demonstrate significantly lower levels of depression, diabetes-related distress, and better self-reported glycemic control compared with the TAU control group at posttreatment.

**Methods**

This study was approved by the St Vincent’s Hospital Human Research Ethics Committee (HREC/13/SVH/291). The trial was registered with the Australian and New Zealand Clinical Trials registry (ACTRN12613001198718).

**Design**

Study details are reported in the published protocol [24]. Eligible participants were randomly allocated to the iCBT program or the TAU group who received the intervention after a 10-week waiting period. Simple randomization was used (1:1 ratio), and randomization independent research assistant using random.org. Group allocation was concealed in sequentially numbered opaque sealed envelopes. All participants provided electronic informed consent before participating.

**Eligibility**

Inclusion criteria included: Australian resident, age 18 years or older, fluent in English, access to a computer and Internet, self-reported diagnosis of T1 or T2 DM, meet criteria for MDD according to telephone-administered diagnostic interview, and provide personal and general practitioner (GP) contact details. Participants were excluded if they had a self-reported diagnosis of bipolar affective disorder, psychotic disorder or substance use disorder, or were taking antipsychotics or benzodiazepines. Participants were excluded if they had commenced CBT in the past month, or changed antidepressant medication in the past 2 months. Participants scoring either <5 (normal range) or >23 (very severe) on the patient health questionnaire-9 (PHQ-9) were excluded, and those identified as being at significant risk of suicide or deliberate self-harm in the telephone risk assessment were also excluded and referred to appropriate treatments.

**Setting and Procedure**

Participants were recruited from September 2013 to June 2015 by advertisements on DM websites, social media, and fliers. Interested applicants applied on the Web via the St Vincent’s Hospital, Sydney’s Virtual Clinic website, with an email and username, and completed Web-based screening questionnaires. Those who passed the Web-based screening criteria were assessed via telephone to confirm whether they met DSM-IV-TR diagnostic criteria [25] for MDD according to the Mini International Neuropsychiatric Interview (MINI) Version 5.0.0 [26]. There were no face-to-face components of the study.

**Interventions**

**Internet Cognitive Behavioral Therapy (CBT)**

The iCBT Program is described in detail elsewhere [24,27] and a demo can be accessed by contacting the corresponding author. In brief, participants completed 6 automated cartoon-style Web-based lessons teaching CBT skills (eg, behavioral activation) over 10 weeks, with a minimum wait-time of 5 days between lessons. Participants downloaded a “homework” document which included practical assignments (eg, thought monitoring) after each lesson, and had access to extra resources, frequently asked questions, and recovery stories of former participants. Automated reminder emails were also sent to participants when lessons became available. Participants in the iCBT group were able to continue to receive usual care from their health services during the intervention period.

**Treatment as Usual (TAU) Control Group**

Participants in the TAU control condition waited 10 weeks to gain access to the iCBT program. During the waiting period, they were able to continue to receive usual care from their health services.

**Clinician-Guidance**

Minimal clinician-assistance was provided to encourage adherence and engagement with the program by trained clinical psychologists with either Masters (LR) or PhD-level (JN) qualifications or psychiatry registrars (TM). Clinicians contacted the patient after lesson 1 and lesson 2 by email or phone to encourage progress. During the remainder of the program, clinician contact was made primarily by email, but if clinically indicated, or if patients’ Kessler 10-item psychological distress scale (K-10) or PHQ-9 scores deteriorated significantly, telephone contact was made by the clinician.

**Power Calculations**

With a sample size of 40 participants per group, the study was powered (0.8 power) to detect a medium between-group difference of 0.65 on the primary depression measure at posttreatment (Cronbach alpha set at .05).

**Statistical Analyses**

All analyses were undertaken in Statistical Package for the Social Sciences (SPSS) version 23 (IBM Corp, 2014). TTT linear mixed models analyses were used to account for missing data due to participant dropouts. This approach is appropriate for RCTs with multiple time points [28] and does not assume that the last measurement was stable (an assumption of the the last observation carried forward approach [29]). Linear mixed models were conducted separately for each of the dependent variable (DV) measures, with time, treatment group, and the time by group interaction entered as fixed factors in the model, with a random intercept for subject. For each outcome, an identity covariance structure was specified to model the
covariance structure of the random intercept. Initial model building focused on the selection of the most appropriate covariance structure for the residual correlation matrix. Model fit indices and inspection of the variance-covariance matrix supported the selection of the identity covariance structure for each of the outcome measures. The fixed effect of age was added to each of the models. For each outcome measure except for problem areas in diabetes (PAID) scores, the fixed effect of age was not statistically significant and was removed from the model. Chi-square difference testing of the −2 log-likelihoods indicated that the removal of these fixed effects did not decrease model fit for any of the outcome variables, and they were excluded from further analyses.

For each group, planned contrasts were used to compare changes within and between groups from baseline to posttreatment (and 3-month follow-up for the iCBT group only). Between-group effect sizes using the pooled standard deviation and adjusted for sample size (Hedges’ g) were calculated to compare between groups at posttreatment. Within-group effect sizes (Cohen’s d) were calculated between pre- and posttreatment for both groups, and between pre- and 3-month follow-up for the iCBT group only. Effect sizes of 0.2, 0.5, and 0.8 were considered to be small, moderate, and large respectively in line with Cohen recommendations [30]. To investigate whether there were changes between posttreatment and follow-up for the iCBT group (n=21) for each dependent variable (eg, PHQ-9 scores), linear mixed models were conducted with time entered as a fixed factor and subject as a random intercept.

**Reliable Change**

Reliable change index (RCI) values [31] were calculated for the PHQ-9 scores to determine the proportion of each group who evidenced reliable improvements (or deterioration) between baseline and posttreatment RCI values were calculated using test-retest reliability values of .84 from Kroenke et al (2001). In order to calculate standard error of measurement values, standard deviations were derived from current sample (PHQ-9 pretreatment pooled, SD 5.34). We compared the demographic and clinical characteristics of individuals in the iCBT group who were considered responders (reliable improvements in PHQ-9 scores) and nonresponders (no reliable change in PHQ-9 scores) using independent-samples t tests and chi-square for categorical data.

**Completers Versus Noncompleters**

We also sought to compare the baseline demographic and clinical characteristics of individuals in the iCBT group who completed the entire program versus those who did not complete the program, using independent-samples t test and chi-square for categorical data.

**Measurements**

All measures were Web-based self-report questionnaires, with the exception of the MINI diagnostic interview which was administered by telephone.

**Baseline Measures**

At baseline, sociodemographic and sample characteristics were assessed including DM- and depression-related illness and treatment history.

**Primary Outcome Measures**

The primary outcome measure was the PHQ-9 [32], which is a validated 9-item self-report measure of depression symptom severity over the past 2 weeks. The PHQ-9 contains items answered on a 4-point Likert scale; the total score ranges between 0 and 27 [33]. The PHQ-9 has been validated in diabetes samples [34].

Glycemic control was measured via self-reported HbA1c values. Diabetes-related distress was measured using the PAID [35] questionnaire, a well-validated 20-item measure with a 5-point Likert scale; total scores are multiplied by 1.25 and range from 0 to 100 (with higher scores indicating greater emotional distress). The PAID has demonstrated sensitivity to change [36] and good internal and test-retest reliability [35].

**Secondary Outcome Measures**

The secondary outcome measures included the K-10 [37] for psychological distress; short form 12-item (SF-12) scale to measure of mental well-being (SF-12 MCS) and physical well-being (SF-12 PCS) [38], the generalized anxiety disorder 7-item (GAD-7) [39] for anxiety severity; and the PHQ-15—physical symptoms module for somatic symptom severity [40]. Other measures were also administered as part of the trial, which will be reported elsewhere. These include the relationships questionnaire (to assess attachment style), the alcohol and eating modules of the PHQ, and the fantastic checklist to assess specific lifestyle behaviours such as smoking status and alcohol use.

**Treatment Expectancy, Acceptability, and Satisfaction**

Participants rated their expectancy of benefit from the intervention at baseline, and the acceptability and satisfaction with the program at posttreatment using the treatment credibility or expectancy questionnaire (CEQ) [41].

**Diagnostic Status**

Current DSM-IV MDD diagnosis was assessed with the MINI version 5.0.0 [26] at baseline for both groups, and 3-month follow-up for the iCBT group only. The MINI possesses excellent interrater reliability (κ=0.88-1.00) and good concurrent validity with the Composite International Diagnostic Interview (CIDI, World Health Organization, 1990) [42].

**Measurement Time-Points**

Outcomes were assessed at 3 time points: baseline, posttreatment (11 weeks), and 3-month follow-up (for the iCBT group only, as the TAU group received the iCBT program after they completed the posttreatment assessment). The primary outcome measures (PHQ-9, PAID) were also administered at the mid-time point (5 weeks). Finally, the K-10 was administered prior to each lesson in the iCBT group to monitor distress.
Results

Participant Flow
Of the 334 individuals who started a Web-based application, 185 were eligible for phone interview. After phone interview, 106 individuals met the inclusion criteria and were randomized to either iCBT (n=49) or TAU (n=57). Of these participants, 42/49 allocated to the iCBT group and 49/57 allocated to the TAU group completed baseline assessment and were included in the ITT analysis. At posttreatment assessment, 31/49 provided data in the iCBT group and 46/49 provided data in the TAU group. At 3-month follow-up, 21 participants completed the questionnaires and 31 completed the diagnostic interview to assess MDD. See Figure 1 for study flow diagram.

Baseline Characteristics
A total of 52 participants (57% of the sample) had T1 DM. Participants were 47 years on average (SD 12.61, range 20-71), and the majority were female (71%, 64/90) and married or living in a defacto relationship (55/90, 61%). Education status was mixed: one-fifth (16/90, 18%) had not completed high school, whereas 29 completed tertiary education (32%, 29/90). The majority were in full-time or part-time paid work (50/90, 56%), with 12 on the disability support pension (12/90, 6%). Only 16% (14/90) of the total sample were receiving psychological therapy, and 40% were taking medications for depression at baseline (37/90, 41%; see Table 1 for sample characteristics). Participants’ baseline depression levels were moderate to severe on the PHQ-9 (mean 15.0, SD 5.3). The majority reported 3 or more episodes of depression (80/90, 89%); two-thirds of the sample had not been depression free for at least 2 years (57/90, 63%), and half (46/90, 51%) reported being depressed for more than 4 years during their lifetime.

Almost three quarters of the sample (65/90, 72%) reported chronic disease comorbidities, with the average being 1.25 comorbid conditions (SD 1.07, range 0-4). Circulatory conditions were the most common (43/90, 48%), followed by arthritis conditions (30/90, 37%). It was found that 40% of the sample (n=37) reported having at least one DM-related complication, with eyesight problems the most common (n=14 individuals (16%, 14/90) followed by nerve damage (10/90, 11%).
Baseline Between-Group Comparisons

There were no significant differences between the groups on baseline scores, the self-report measures (PHQ-9, PAID, K-10), and demographic variables (eg, DM type, gender, education, employment, depression onset, comorbid chronic conditions). The TAU group were older on average than the iCBT group ($t_{88}=2.22, P=.029$).

Adherence

It was found that 27 out of 41 individuals in the iCBT group completed all 6 lessons of the program, resulting in a 66% adherence rate. Of the noncompleters, 4 participants completed 1 lesson only, 3 completed 2 lessons, 2 completed 4 lessons, and 3 completed 5 lessons.

Expectancy of Benefit

Prior to lesson 1, participants in the iCBT group were asked to provide a rating ranging from 1 to 9 about how logical the
therapy offered to them seemed (where 1=not at all, 9=very logical), and how useful they thought the treatment would be in reducing their symptoms of depression (where 1=not at all, 9=very useful). The scores on these items were summed to derive an “expectancy of benefit” rating. On average, scores in the treatment group were positive (mean 11.27, SD 3.89, range 2-18).

**Primary Outcome Measures at Posttreatment and Effect Sizes**

Table 2 includes estimated marginal means and linear mixed model results, and effect sizes for each of the outcome measures at baseline, midtreatment, and posttreatment. See Figure 2, PHQ-9 and PAID results. There were significant group by time interactions for the PHQ-9 ($F_{3,122.84}=10.41, P<.001$), PAID ($F_{3,123.00}=10.32, P=.01$), K-10 ($F_{3,153.20}=21.86, P<.001$), SF-12 MCS scores ($F_{1,87.40}=9.07, P=.01$), and GAD-7 scores ($F_{1,81.40}=13.18, P<.001$). In contrast, the group by time interactions were not significant for SF-12 PCS ($F_{1,78.92}=0.27, P=.60$), HbA1c levels ($F_{1,74.23}=0.11, P=.75$), or PHQ-15 scores ($F_{1,86.90}=1.84, P=.18$).

**Within-Group Effect Sizes (Baseline to Posttreatment)**

Within-group comparisons for the iCBT group revealed large effect sizes between pretreatment and posttreatment on the PHQ-9 ($d=1.90$), PAID ($d=1.18$), K-10 ($d=2.59$), SF-12 mental well-being subscale ($d=0.85$), and GAD-7 ($d=1.38, 95\% CI 0.86-1.90$), and moderate for somatic symptom severity on the PHQ-15 ($d=0.63$). The changes on the SF12 physical well-being subscale and HbA1c levels were not significant ($P>.05$, see Table 2). The TAU group demonstrated medium statistically significant reductions in PHQ-9 ($d=0.53$), GAD-7 ($d=0.42$), and the K-10 ($d=0.41$), although the changes on the remaining outcome measures were not significant.

**Between-Group Effect Sizes (Posttreatment)**

Posttreatment scores were significantly lower in the iCBT group relative to TAU on the PHQ-9, PAID, K-10, GAD-7, and SF-12 mental well-being subscales with moderate between-groups effect sizes on the PHQ-9 ($g=0.78, 95\% CI 0.30-1.25$), GAD-7 scores ($g=0.72, 95\% CI 0.25-1.19$), and SF-12 MCS scores ($g=-0.66, 95\% CI -1.12 to -0.19$). In addition, we found large between-group differences for PAID scores ($g=0.80, 95\% CI 0.32-1.27$) and K-10 ($g=1.06, 95\% CI 0.57-1.54$). The between-group effect sizes for the other measures were small and not significant (PHQ-15: $g=0.21, 95\% CI -0.24 to 0.67$; HbA1c levels: $g=-0.14, 95\% CI -0.62 to 0.34$; SF-12 PCS: $g=0.15, 95\% CI -0.30 to 0.60$).
Figure 2. Estimated marginal means and standard errors for Internet-based cognitive behavioral therapy (iCBT) and treatment-as-usual (TAU) control group for (a) patient health questionnaire-9 (PHQ-9) (depression), (b) problem areas in diabetes (PAID) (diabetes-related distress), and (c) Kessler 10-item psychological distress scale (K-10) (general distress) at baseline, midtreatment, and posttreatment.
Table 1. Baseline demographics and sample characteristics for the Internet-based cognitive behavioral therapy (iCBT) and treatment as usual (TAU) groups.

<table>
<thead>
<tr>
<th>Variable</th>
<th>iCBT group (n=41)</th>
<th>TAU group (n=49)</th>
<th>Total (N=90)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Diabetes type, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type 1</td>
<td>24 (59)</td>
<td>28 (57)</td>
<td>52 (58)</td>
</tr>
<tr>
<td>Type 2</td>
<td>17 (42)</td>
<td>21 (43)</td>
<td>38 (42)</td>
</tr>
<tr>
<td><strong>Diabetes treatment, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insulin</td>
<td>29 (71)</td>
<td>34 (69)</td>
<td>63 (70)</td>
</tr>
<tr>
<td>Diet alone</td>
<td>1 (2)</td>
<td>2 (4)</td>
<td>3 (3)</td>
</tr>
<tr>
<td>Tablets</td>
<td>8 (20)</td>
<td>11 (22)</td>
<td>19 (21)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (7)</td>
<td>2 (4)</td>
<td>5 (6)</td>
</tr>
<tr>
<td><strong>Age of onset (diabetes), mean (SD)</strong></td>
<td>27.6 (18.1)</td>
<td>32.9 (16.2)</td>
<td>30.5 (17.2)</td>
</tr>
<tr>
<td><strong>Diabetes complications (total), mean (SD)</strong></td>
<td>0.83 (1.24)</td>
<td>1.15 (1.9)</td>
<td>1.0 (1.63)</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>43.5 (13.3)</td>
<td>49.3 (11.5)</td>
<td>46.7 (12.6)</td>
</tr>
<tr>
<td><strong>Baseline K-10, mean (SD)</strong></td>
<td>30.7 (5.9)</td>
<td>29.4 (6.7)</td>
<td>30.0 (6.4)</td>
</tr>
<tr>
<td><strong>Baseline PHQ-9, mean (SD)</strong></td>
<td>15.95 (5.1)</td>
<td>14.3 (5.5)</td>
<td>15.0 (5.3)</td>
</tr>
<tr>
<td><strong>Baseline PAID, mean (SD)</strong></td>
<td>38.1 (16.1)</td>
<td>36.5 (18.6)</td>
<td>37.2 (17.5)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>8 (20)</td>
<td>18 (37)</td>
<td>26 (29)</td>
</tr>
<tr>
<td>Female</td>
<td>33 (81)</td>
<td>31 (63)</td>
<td>64 (71)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single or never married</td>
<td>9 (22)</td>
<td>10 (20)</td>
<td>19 (21)</td>
</tr>
<tr>
<td>Married or defacto</td>
<td>29 (71)</td>
<td>26 (53)</td>
<td>55 (61)</td>
</tr>
<tr>
<td>Separated or divorced or widowed</td>
<td>3 (7)</td>
<td>13 (27)</td>
<td>16 (18)</td>
</tr>
<tr>
<td><strong>Educational status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>6 (15)</td>
<td>10 (20)</td>
<td>16 (18)</td>
</tr>
<tr>
<td>High school</td>
<td>3 (7)</td>
<td>5 (10)</td>
<td>8 (9)</td>
</tr>
<tr>
<td>Tertiary (diploma)</td>
<td>6 (15)</td>
<td>8 (16)</td>
<td>14 (16)</td>
</tr>
<tr>
<td>Tertiary (university degree)</td>
<td>11 (27)</td>
<td>10 (20)</td>
<td>21 (23)</td>
</tr>
<tr>
<td>Tertiary (postgraduate degree)</td>
<td>5 (12)</td>
<td>3 (6)</td>
<td>8 (9)</td>
</tr>
<tr>
<td>Other certificate</td>
<td>6 (15)</td>
<td>6 (12)</td>
<td>12 (13)</td>
</tr>
<tr>
<td>Trade certificate</td>
<td>4 (10)</td>
<td>7 (14)</td>
<td>11 (12)</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time paid work</td>
<td>17 (42)</td>
<td>16 (33)</td>
<td>33 (37)</td>
</tr>
<tr>
<td>Part-time paid work</td>
<td>5 (12)</td>
<td>12 (25)</td>
<td>17 (19)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>3 (7)</td>
<td>4 (8)</td>
<td>7 (13)</td>
</tr>
<tr>
<td>Student</td>
<td>3 (7)</td>
<td>1 (2)</td>
<td>4 (4)</td>
</tr>
<tr>
<td>Retired</td>
<td>5 (12)</td>
<td>0 (0)</td>
<td>12 (13)</td>
</tr>
<tr>
<td>Disability support</td>
<td>5 (12)</td>
<td>7 (14)</td>
<td>12 (13)</td>
</tr>
<tr>
<td>At home parent</td>
<td>3 (7)</td>
<td>2 (4)</td>
<td>5 (8)</td>
</tr>
<tr>
<td><strong>Age of onset (depression), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Under 12</td>
<td>3 (7)</td>
<td>5 (10)</td>
<td>8 (9)</td>
</tr>
<tr>
<td>Variable</td>
<td>iCBT&lt;sup&gt;a&lt;/sup&gt; group (n=41)</td>
<td>TAU&lt;sup&gt;b&lt;/sup&gt; group (n=49)</td>
<td>Total (N=90)</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
<td>-------------------------------</td>
<td>-------------------------------</td>
<td>--------------</td>
</tr>
<tr>
<td>Total (N=90)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13-21 years</td>
<td>14 (34)</td>
<td>15 (31)</td>
<td>29 (32)</td>
</tr>
<tr>
<td>22 years or older</td>
<td>23 (56)</td>
<td>29 (59)</td>
<td>52 (58)</td>
</tr>
<tr>
<td>Number of episodes (depression), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-2 episodes</td>
<td>5 (12)</td>
<td>5 (10)</td>
<td>10 (11)</td>
</tr>
<tr>
<td>3-4 episodes</td>
<td>10 (24)</td>
<td>18 (37)</td>
<td>28 (31)</td>
</tr>
<tr>
<td>5-8 episodes</td>
<td>10 (24)</td>
<td>6 (12)</td>
<td>16 (18)</td>
</tr>
<tr>
<td>More than 8 episodes</td>
<td>16 (39)</td>
<td>20 (42)</td>
<td>36 (40)</td>
</tr>
<tr>
<td>Total duration (depression) during lifetime, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than 1 month</td>
<td>2 (5)</td>
<td>1 (2)</td>
<td>3 (3)</td>
</tr>
<tr>
<td>1-12 months</td>
<td>10 (24)</td>
<td>9 (18)</td>
<td>19 (21)</td>
</tr>
<tr>
<td>1-4 years</td>
<td>8 (20)</td>
<td>14 (29)</td>
<td>22 (24)</td>
</tr>
<tr>
<td>More than 4 years</td>
<td>21 (51)</td>
<td>25 (51)</td>
<td>46 (51)</td>
</tr>
<tr>
<td>Free of depression past 2 years, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>28 (68)</td>
<td>29 (59)</td>
<td>57 (63)</td>
</tr>
<tr>
<td>Yes</td>
<td>13 (32)</td>
<td>20 (41)</td>
<td>33 (37)</td>
</tr>
<tr>
<td>Comorbid chronic conditions, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asthma</td>
<td>13 (32)</td>
<td>15 (31)</td>
<td>28 (31)</td>
</tr>
<tr>
<td>Cancer</td>
<td>2 (5)</td>
<td>4 (8)</td>
<td>6 (7)</td>
</tr>
<tr>
<td>Stroke</td>
<td>2 (5)</td>
<td>1 (2)</td>
<td>3 (3)</td>
</tr>
<tr>
<td>Circulatory condition</td>
<td>17 (42)</td>
<td>26 (53)</td>
<td>43 (48)</td>
</tr>
<tr>
<td>Gout or rheumatism or arthritis</td>
<td>18 (44)</td>
<td>15 (31)</td>
<td>33 (37)</td>
</tr>
<tr>
<td>Current psychotherapy (psychology, social work, or counseling), n (%)</td>
<td>7 (17)</td>
<td>7 (15)</td>
<td>14 (16)</td>
</tr>
<tr>
<td>Current medication, n (%)</td>
<td>13 (32)</td>
<td>24 (50)</td>
<td>37 (41)</td>
</tr>
<tr>
<td>Current medication (class), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SSRI&lt;sup&gt;g&lt;/sup&gt;</td>
<td>4 (10)</td>
<td>16 (33)</td>
<td>20 (22)</td>
</tr>
<tr>
<td>SNRI&lt;sup&gt;h&lt;/sup&gt;</td>
<td>8 (20)</td>
<td>8 (16)</td>
<td>16 (18)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td>1 (1)</td>
</tr>
</tbody>
</table>

<sup>a</sup>iCBT: Internet-based cognitive behavioral therapy.
<sup>b</sup>TAU: treatment as usual.
<sup>c</sup>Mean (SD): significant between-groups difference at \( P<0.05 \) level.
<sup>d</sup>K-10: Kessler 10-item psychological distress scale.
<sup>e</sup>PHQ-9: patient health questionnaire-9.
<sup>f</sup>PAID: Problem areas in diabetes.
<sup>g</sup>SSRI: selective serotonin reuptake inhibitor.
<sup>h</sup>SNRI: selective noradrenaline reuptake inhibitor.
<sup>i</sup>Educational status: refers to the highest level of education received.
Table 2. Estimated marginal means (standard deviations) for primary and secondary outcome measures, within-group effect sizes, and between-group effect sizes.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Baseline Mean&lt;sup&gt;a&lt;/sup&gt; (SD)</th>
<th>Mid Mean&lt;sup&gt;b&lt;/sup&gt; (SD)</th>
<th>Post Mean&lt;sup&gt;c&lt;/sup&gt; (SD)</th>
<th>Within t (df)</th>
<th>Within ES&lt;sup&gt;d&lt;/sup&gt; (95% CI)</th>
<th>Between ES&lt;sup&gt;e&lt;/sup&gt; (95% CI)</th>
<th>F (time by group)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PHQ-9&lt;sup&gt;f&lt;/sup&gt;</td>
<td>15.95 (5.25)</td>
<td>10.69 (4.98)</td>
<td>7.72 (4.96)</td>
<td>10.55 (159.32)</td>
<td>1.90 (1.34-2.45)</td>
<td>0.78 (0.30-1.25)</td>
<td>F&lt;sub&gt;3,122.84&lt;/sub&gt;=10.41, P&lt;.001</td>
</tr>
<tr>
<td>iCBT&lt;sup&gt;g&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-9 TAU&lt;sup&gt;h&lt;/sup&gt;</td>
<td>14.29 (5.25)</td>
<td>11.88 (5.15)</td>
<td>11.70 (5.15)</td>
<td>3.91 (152.40)</td>
<td>11.70 (5.15)</td>
<td>11.88 (5.15)</td>
<td>14.29 (5.25)</td>
</tr>
<tr>
<td>HbA1c&lt;sup&gt;i&lt;/sup&gt;</td>
<td>7.87 (1.79) or 63 mmol/mol</td>
<td>7.98 (1.73) or 64 mmol/mol</td>
<td>-0.48 (75.48)</td>
<td>-0.03 (-0.52 to 0.45)</td>
<td>-0.14 (-0.62 to 0.34), ns&lt;sup&gt;j&lt;/sup&gt;</td>
<td>F&lt;sub&gt;1,74.23&lt;/sub&gt;=0.11, P=.75, ns</td>
<td></td>
</tr>
<tr>
<td>iCBT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HbA1c TAU&lt;sup&gt;i&lt;/sup&gt;</td>
<td>7.72 (1.82) or 61 mmol/mol</td>
<td>7.73 (1.76) or 61 mmol/mol</td>
<td>-0.05 (72.47)</td>
<td>-0.01 (-0.43 to 0.41)</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>PAID&lt;sup&gt;k&lt;/sup&gt;</td>
<td>45.73 (21.45)</td>
<td>38.65 (19.74)</td>
<td>28.00 (19.65)</td>
<td>7.74 (155.89)</td>
<td>1.18 (0.68-1.69)</td>
<td>0.80 (0.32-1.27)</td>
<td>F&lt;sub&gt;3,87.03&lt;/sub&gt;=10.32, P=.01</td>
</tr>
<tr>
<td>iCBT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PAID TAU</td>
<td>46.87 (21.28)</td>
<td>44.43 (20.82)</td>
<td>41.55 (20.82)</td>
<td>2.83 (152.09)</td>
<td>0.24 (-0.16 to 0.65), ns</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>K-10&lt;sup&gt;l&lt;/sup&gt;</td>
<td>30.73 (6.47)</td>
<td>23.46 (6.17)</td>
<td>19.54 (6.12)</td>
<td>12.03 (157.66)</td>
<td>2.59 (1.96-3.22)</td>
<td>1.06 (0.57-1.54)</td>
<td>F&lt;sub&gt;2,155.20&lt;/sub&gt;=21.86, P&lt;.001</td>
</tr>
<tr>
<td>iCBT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K-10 TAU</td>
<td>29.39 (6.51)</td>
<td>26.10 (6.38)</td>
<td>26.28 (6.44)</td>
<td>3.99 (151.50)</td>
<td>0.41 (0.00-0.81)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SF-12 MCS&lt;sup&gt;m&lt;/sup&gt;</td>
<td>30.22 (10.12)</td>
<td>-</td>
<td>39.26 (9.80)</td>
<td>-5.38 (84.04)</td>
<td>-0.85 (-1.34 to -0.34)</td>
<td>-0.66 (-1.12 to -0.19)</td>
<td>F&lt;sub&gt;1,87.03&lt;/sub&gt;=9.07, P=.01</td>
</tr>
<tr>
<td>iCBT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SF-12 MCS TAU</td>
<td>29.79 (10.01)</td>
<td>-</td>
<td>32.70 (9.97)</td>
<td>-2.09 (77.55)</td>
<td>-0.27 (-0.68 to 0.13), ns</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SF-12 PCS&lt;sup&gt;n&lt;/sup&gt;</td>
<td>40.15 (12.49)</td>
<td>-</td>
<td>41.1 (11.64)</td>
<td>-0.59 (80.95)</td>
<td>-0.08 (-0.55 to 0.38), ns</td>
<td>0.15 (-0.30 to 0.60), ns</td>
<td>F&lt;sub&gt;1,78.92&lt;/sub&gt;=0.27, P=.60, ns</td>
</tr>
<tr>
<td>iCBT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SF-12 PCS TAU</td>
<td>42.94 (11.27)</td>
<td>-</td>
<td>42.8 (11.12)</td>
<td>0.11 (75.97)</td>
<td>-0.01 (-0.39 to 0.41), ns</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>GAD-7&lt;sup&gt;o&lt;/sup&gt;</td>
<td>10.73 (4.80)</td>
<td>-</td>
<td>4.60 (4.62)</td>
<td>7.21 (84.11)</td>
<td>1.38 (0.86-1.90)</td>
<td>0.72 (0.25-1.19)</td>
<td>F&lt;sub&gt;1,81.40&lt;/sub&gt;=13.18, P&lt;.001</td>
</tr>
<tr>
<td>iCBT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GAD-7 TAU</td>
<td>10.11 (4.76)</td>
<td>-</td>
<td>8.02 (4.75)</td>
<td>2.97 (77.74)</td>
<td>0.42 (0.02-0.83)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PHQ-15&lt;sup&gt;p&lt;/sup&gt;</td>
<td>11.90 (4.61)</td>
<td>-</td>
<td>8.65 (4.57)</td>
<td>3.23 (90.24)</td>
<td>0.63 (0.15-1.11)</td>
<td>0.21 (-0.24 to 0.67), ns</td>
<td>F&lt;sub&gt;1,86.59&lt;/sub&gt;=1.84, P=.18, ns</td>
</tr>
<tr>
<td>iCBT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-15 TAU</td>
<td>11.10 (4.55)</td>
<td>-</td>
<td>9.65 (4.68)</td>
<td>1.68 (81.88)</td>
<td>0.33 (-0.08 to 0.73), ns</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

<sup>a</sup>Baseline: iCBT: n=41, TAU: n=49.<br><sup>b</sup>Mid-treatment: iCBT: n=32, TAU: n=46.<br><sup>c</sup>Posttreatment: iCBT: n=31, TAU: n=46.<br><sup>d</sup>Within-group ES=Cohen d.<br><sup>e</sup>Between-group ES=Hedges g with Hedges pooled SD.<br><sup>f</sup>PHQ-9: patient health questionnaire-9.<br><sup>g</sup>iCBT: Internet-based cognitive behavioral therapy group.<br><sup>h</sup>TAU: treatment as usual group.<br><sup>i</sup>HbA1c: haemoglobin A1c.
Reliable Change

Of the iCBT group, 21/31 (51%) reliably improved compared with 9 (18%) in the TAU group. Of the iCBT group, no participants evidenced reliable deterioration, compared with only 2 participants in the TAU group (4%). The difference in proportions of participants who evidenced reliable change was significant ($\chi^2_{1}=18.4, P<.001$). There were no significant differences between iCBT participants who showed reliable change versus those who did not show reliable change on any of the clinical or demographic variables at baseline ($t=0.46-1.79, P>.08$).

Completers Versus Noncompleters in the Internet-Based Cognitive Behavioral Therapy (iCBT) Group

We compared baseline demographic and clinical characteristics of participants who completed all 6 lessons versus those who completed fewer than 6 lessons to explore whether there were any key differences at baseline in completers versus noncompleters. There were no significant differences on any of the clinical or demographic variables, including expectancy ratings at baseline. However, there was a trend toward higher K-10 distress scores in completers compared with noncompleters (K-10: completer sample (n=21): mean 31.96, SD 5.61, noncompleter sample (n=14): mean 28.36, SD 5.98, $t_{39}=1.91, P=.06, g=0.61, 95\% \text{ CI } 0.08-1.30$).

Outcomes for iCBT Group Between Posttreatment and 3-Months Follow-Up

There were no statistically significant effects of time for any of the outcome measures between posttreatment and follow-up (n=19). The within-group effect sizes were small and not significant (see Table 3).

Diagnostic Status at Follow-Up

Of the total 31 participants in the iCBT group who completed a diagnostic interview to assess for MDD, 27 (87.1%) no longer met criteria for MDD.

Clinician Time

The clinician spent on average 27.3 min per participant on email and telephone contact in the iCBT group (SD 14.9, range 8-71 min) over the course of the program. The clinician spent on average 13.51 min (SD 13.74, range 1-69 min) on the control group. This difference was significant ($t_{60}=4.55, P<.001$).

Patient Satisfaction

The iCBT participants were asked to provide a rating about: (1) how satisfied they were that the program taught them the skills to manage depression and (2) their confidence in recommending the program to a friend with similar problems (where 1=not at all, 5= somewhat, and 9=very). The overall mean scores were acceptable (satisfaction: mean 6.06, SD 2.14; recommend to friend (mean 6.84, SD 2.20, range 1-9). The majority of participants reported feeling somewhat to very satisfied with the program (n=27; 85%), although only 3 of these (9% of the sample collected at posttreatment) were “very” satisfied. The majority of participants reported feeling somewhat to very confident in recommending the program to a friend (n=28; 88%); of these 9 (28%) reported feeling very confident in recommending this program to a friend.

Discussion

Principal Findings

Our RCT in adults with T1 or T2 DM and MDD aimed to test whether a generic iCBT program for depression was more effective than usual care in improving depression. This is the first RCT to show that a generic iCBT program for the treatment of depression was superior to TAU in reducing depression, diabetes-related distress, anxiety, general distress, and improving mental well-being for people with comorbid T1DM or T2DM and MDD. On the primary outcome measure at posttreatment (PHQ-9), between-group effect sizes were moderate ($d=0.78$), and we also found large between-group differences at posttreatment on measures of diabetes-related distress ($g=0.80$) and general distress on the K-10 ($g=1.06$), and moderate between-groups effect sizes for generalized anxiety ($g=0.72$) and mental well-being ($g=0.66$). These findings support the use of iCBT in the treatment of depression in DM.

Patients in the iCBT group experienced, on average, large reductions in depressive symptoms between baseline and posttreatment (ES=1.90). Benchmarked against previous studies of iCBT for depressive and anxiety disorders in the general population, these effect sizes are larger than those seen in patients who do not have chronic physical diseases [43]. At posttreatment, 51% of the iCBT group showed evidence of statistically reliable change compared with only 18% in the TAU group. There was minimal evidence of relapse between posttreatment and follow-up in the iCBT group, with 87% of the sample interviewed no longer meeting diagnostic criteria for MDD at 3-months follow-up. These findings are consistent with previous trials showing that iCBT leads to sustained improvements in depression symptoms beyond the completion of treatment, and even at long-term follow-up [44].

---

1$^n$s: not significant, $P>.05$

2|$P|$: problem areas in diabetes scale.

3|$K$-10$: Kessler 10-item psychological distress scale.

4|$SF$-12 MCS$: short form 12-item mental health subscale.

5|$SF$-12 PCS$: short form 12-item physical health subscale.

6|$GAD$-7$: generalized anxiety disorder 7-item scale.

7|$SF$-12 MCS$: short form 12-item mental health subscale.

8|$K$-10$: Kessler 10-item psychological distress scale.

9|ns: not significant,

10|$PHQ$-15$: patient health questionnaire 15-item somatization scale.

$^a$To manage depression and (2) their confidence in recommending the program to a friend with similar problems (where 1=not at all, 5= somewhat, and 9=very). The overall mean scoreswere acceptable (satisfaction: mean 6.06, SD 2.14; recommend to friend (mean 6.84, SD 2.20, range 1-9). The majority of participants reported feeling somewhat to very satisfied with the program (n=27; 85%), although only 3 of these (9% of the sample collected at posttreatment) were “very” satisfied. The majority of participants reported feeling somewhat to very confident in recommending the program to a friend (n=28; 88%); of these 9 (28%) reported feeling very confident in recommending this program to a friend.

---

**Discussion**

**Principal Findings**

Our RCT in adults with T1 or T2 DM and MDD aimed to test whether a generic iCBT program for depression was more effective than usual care in improving depression. This is the first RCT to show that a generic iCBT program for the treatment of depression was superior to TAU in reducing depression, diabetes-related distress, anxiety, general distress, and improving mental well-being for people with comorbid T1DM or T2DM and MDD. On the primary outcome measure at posttreatment (PHQ-9), between-group effect sizes were moderate ($d=0.78$), and we also found large between-group differences at posttreatment on measures of diabetes-related distress ($g=0.80$) and general distress on the K-10 ($g=1.06$), and moderate between-groups effect sizes for generalized anxiety ($g=0.72$) and mental well-being ($g=0.66$). These findings support the use of iCBT in the treatment of depression in DM.

Patients in the iCBT group experienced, on average, large reductions in depressive symptoms between baseline and posttreatment (ES=1.90). Benchmarked against previous studies of iCBT for depressive and anxiety disorders in the general population, these effect sizes are larger than those seen in patients who do not have chronic physical diseases [43]. At posttreatment, 51% of the iCBT group showed evidence of statistically reliable change compared with only 18% in the TAU group. There was minimal evidence of relapse between posttreatment and follow-up in the iCBT group, with 87% of the sample interviewed no longer meeting diagnostic criteria for MDD at 3-months follow-up. These findings are consistent with previous trials showing that iCBT leads to sustained improvements in depression symptoms beyond the completion of treatment, and even at long-term follow-up [44].
### Table 3. Estimated marginal means (standard deviations) on primary and secondary outcomes between posttreatment and 3-month follow-up for the Internet-delivered cognitive behavioral therapy group.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Post mean (SD)</th>
<th>3-month follow-up mean (SD)</th>
<th>Within-group effect size</th>
<th>r</th>
<th>Within effect size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T3 (n=30)</td>
<td>T4 (n=19)</td>
<td>T3, T4</td>
<td></td>
<td>T3, T4</td>
</tr>
<tr>
<td>PHQ-9(^a)</td>
<td>10.09 (3.56)</td>
<td>10.98 (4.49)</td>
<td>−0.91 (27.53)</td>
<td>.68</td>
<td>−0.21 (−0.78 to 0.37), ns(^b)</td>
</tr>
<tr>
<td>HbA1c(^c)</td>
<td>7.84 (1.06)</td>
<td>7.71 (1.18)</td>
<td>0.48 (22.06)</td>
<td>.72</td>
<td>0.04 (−0.54 to 0.62), ns</td>
</tr>
<tr>
<td>PAID(^d)</td>
<td>35.88 (14.19)</td>
<td>33.10 (16.17)</td>
<td>0.87 (22.18)</td>
<td>.76</td>
<td>0.17 (−0.41 to 0.74), ns</td>
</tr>
<tr>
<td>K-10(^e)</td>
<td>23.69 (4.55)</td>
<td>23.20 (5.23)</td>
<td>0.47 (24.55)</td>
<td>.79</td>
<td>0.13 (−0.45 to 0.70), ns</td>
</tr>
<tr>
<td>GAD-7(^f)</td>
<td>6.75 (2.85)</td>
<td>7.88 (3.57)</td>
<td>−1.45 (27.89)</td>
<td>.67</td>
<td>−0.34 (−0.93 to 0.22), ns</td>
</tr>
<tr>
<td>SF-12 MCS(^g)</td>
<td>35.37 (7.07)</td>
<td>37.23 (10.11)</td>
<td>−0.77 (43.39)</td>
<td>.46</td>
<td>−0.16 (−0.73 to 0.42), ns</td>
</tr>
<tr>
<td>SF-12 PCS(^h)</td>
<td>41.12 (7.01)</td>
<td>41.92 (8.24)</td>
<td>−0.47 (26.26)</td>
<td>.81</td>
<td>−0.09 (−0.66 to 0.49), ns</td>
</tr>
<tr>
<td>PHQ-15(^i)</td>
<td>9.24 (2.79)</td>
<td>10.10 (3.66)</td>
<td>(22.49)</td>
<td>.86</td>
<td>−0.26 (−0.84 to 0.32), ns</td>
</tr>
</tbody>
</table>

\(^a\)PHQ-9: patient health questionnaire-9.  
\(^b\)ns: not significant (P > .05).  
\(^c\)HbA1c: haemoglobin A1c.  
\(^d\)PAID: problem areas in diabetes.  
\(^e\)K-10: Kessler 10-item psychological distress scale.  
\(^f\)GAD-7: generalized anxiety disorder 7-item scale.  
\(^g\)SF-12 MCS: short form 12-item mental health subscale.  
\(^h\)SF-12 PCS: short form 12-item physical health subscale.  
\(^i\)PHQ-15: patient health questionnaire 15-item somatization scale.  
\(^j\)T3: posttreatment.  
\(^k\)T4: 3-month follow-up.  
\(^l\)Within-group ES=Hedges g.

Despite finding significant improvements in mental health and well-being, the positive effects of this program did not appear to translate to improved physical health outcomes or well-being. We failed to find a difference at posttreatment on the physical well-being subscale of the SF-12, somatic symptom severity on the PHQ-15, and self-reported HbA1c levels, and there was no evidence of improvement in self-reported physical health outcomes between posttreatment and 3-months follow-up in the iCBT group. Although these results may be due to lack of power, these preliminary findings suggest that although iCBT for depression improved mental health outcomes, at least in the short-term, it did not improve physical health outcomes. The relatively short follow-up period of this study is likely to have precluded us from finding a positive effect on physical health outcomes and self-management behaviors, which may only be observable at long-term follow-up [45].

This sample had poor health status, with 40% reporting one or more DM-related complications and 75% of the sample reporting one or more comorbid chronic diseases alongside DM. Despite living with severe and complicated physical health problems, participants in the iCBT group still reported better mental health at the end of treatment. Going forward, these improvements in mental health may help them to better cope with the challenges of managing diabetes and adjusting to changes in health by improving their resilience, or facilitating the use of positive coping strategies and self-care behaviors [46]. Further research is now needed to investigate whether improved physical health outcomes are observed at longer-term follow-up without any further intervention. We also recommend that future research focus on the mechanisms that underlie the positive changes we have observed in people with T1 or T2 DM and comorbid depression to better inform the development and tailoring of future treatments.

Overall, these findings are consistent with other studies showing that CBT for depression leads to improved depression outcomes, but has a limited effect on HbA1c levels [47]. The future challenge in this area of research is to identify treatment components and interventions that continue to positively impact on depression symptoms, but in addition derive beneficial changes in physical health outcomes, self-management, and biomarkers such as HbA1c levels. Diabetes distress is a broad-ranging construct covering many domains associated with living with diabetes, from adjustment to a new diagnosis through to the ongoing burden and burnout of managing a chronic condition. Although we noted large and significant reductions in diabetes distress as a consequence of our
depression intervention, perhaps if diabetes distress were to be specifically targeted as part of the treatment, we would see broader improvements and even more significant change on this variable, with greater potential to impact on self-management behavior and physical outcomes. A multidisciplinary, multicomponent, Web-based treatment which addresses depression symptoms as well as the way that the emotional effects of living with diabetes can impact on self-care and self-management might be the key to seeing improvements in both mental and physical health.

We found only 66% of the participants completed the program and there was significant loss of data at follow-up (25% did not complete posttreatment assessments). Whereas these adherence rates are consistent with previous studies of Web-based depression management programs that incorporated diabetes-specific content in DM populations (eg, 62% adherence in 22), they are lower than rates of up to 80-90% found in previous trials of iCBT for depression and anxiety using the same protocols for providing clinician guidance to participants [48]. We failed to find any consistent differences between completers and noncompleters of the program in demographic characteristics, or baseline depression, anxiety, and diabetes distress severity, which may have been due to lack of power to detect key differences between these groups. Preliminary results suggested a trend toward higher distress scores in those who completed the program, although these findings need to be replicated in a larger sample.

Future research needs to determine the most effective ways to engage people with comorbid DM and depression in iCBT programs and examine the possible reasons for these lower adherence rates. First, it is possible that the program was not as acceptable for the participants who dropped out of the program, or may not have adequately addressed their unique concerns or difficulties that impacted on their depression symptoms. Although the general CBT skills may be useful and effective for improving depression for some individuals with DM, tailoring content to DM-related may improve the acceptability of the program for those who dropped out, and therefore improve engagement and completion rates. Second, in this study, participants had minimal guidance and monitoring from a therapist, but it is possible that more frequent or intensive guidance was needed to better engage the individuals who dropped out of the iCBT program. Therapist guidance during iCBT has been shown to promote adherence and influence program completion rates [49], although it is unclear how much, and what type of support is needed to achieve optimal adherence to iCBT interventions. Future research could benefit from examining differing levels of support on adherence. Finally, it is possible that the relatively low adherence rates in this study were reflective of broader issues with adherence in depressed DM populations [50]. Treatment adherence is an important consideration in diabetes self-management, with adherence to lifestyle, medication, and self-monitoring interventions critical to prevent the development of long-term complications, yet depressed individuals with DM have been shown to have poorer adherence to treatments in general [5].

Limitations

The findings should be interpreted in the context of its limitations. Due to the fact that we do not have follow-up data in the TAU group, more research is needed to confirm the efficacy of iCBT for depression in people with DM in the long-term (eg, 6-12 months following treatment). Follow-up diagnostic interviews were not blinded to treatment allocation, introducing bias. The use of self-reported HbA1c levels to assess glycemic control was also a limitation of the study and we did not assess when the participants had their HbA1c levels tested. We chose this measure to mirror what occurs in usual clinical care because we wanted to increase the coverage of recruitment across Australia, and it was impractical to collect blood samples in other Australian states and territories. Finally, the high proportion of females and people with T1 DM may influence the generalizability of the findings.

Conclusions

An unmodified Internet-delivered CBT program for depression is an effective intervention to improve depression and comorbid anxiety, general distress, and diabetes-specific distress in individuals with DM. Further research comparing unmodified versus tailored approaches for addressing depression in DM will clarify whether tailored approaches are more acceptable, engaging and therefore lead to better adherence rates. Given the increasing availability of evidence-based generic iCBT programs for depression in the general community and their ability to be implemented in routine care, they should be considered as a treatment option for those suffering from comorbid depression and DM. iCBT programs represent a scalable, accessible, evidence-based treatment option for people looking for effective treatment for their depression, who either are unable or do not wish to seek face-to-face psychological treatment.
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Abstract

Background: Low back pain (LBP) is a common cause of disability and is ranked as the most burdensome health condition globally. Self-management, including components on increased knowledge, monitoring of symptoms, and physical activity, are consistently recommended in clinical guidelines as cost-effective strategies for LBP management and there is increasing interest in the potential role of digital health.

Objective: The study aimed to synthesize and critically appraise published evidence concerning the use of interactive digital interventions to support self-management of LBP. The following specific questions were examined: (1) What are the key components of digital self-management interventions for LBP, including theoretical underpinnings? (2) What outcome measures have been used in randomized trials of digital self-management interventions in LBP and what effect, if any, did the intervention have on these? and (3) What specific characteristics or components, if any, of interventions appear to be associated with beneficial outcomes?

Methods: Bibliographic databases searched from 2000 to March 2016 included Medline, Embase, CINAHL, PsycINFO, Cochrane Library, DoPHER and TRoPHI, Social Science Citation Index, and Science Citation Index. Reference and citation searching was also undertaken. Search strategy combined the following concepts: (1) back pain, (2) digital intervention, and (3) self-management. Only randomized controlled trial (RCT) protocols or completed RCTs involving adults with LBP published in peer-reviewed journals were included. Two reviewers independently screened titles and abstracts, full-text articles, extracted data, and assessed risk of bias using Cochrane risk of bias tool. An independent third reviewer adjudicated on disagreements. Data were synthesized narratively.

Results: Of the total 7014 references identified, 11 were included, describing 9 studies: 6 completed RCTs and 3 protocols for future RCTs. The completed RCTs included a total of 2706 participants (range of 114-1343 participants per study) and varied considerably in the nature and delivery of the interventions, the duration/definition of LBP, the outcomes measured, and the effectiveness of the interventions. Participants were generally white, middle aged, and in 5 of 6 RCT reports, the majority were female and most reported educational level as time at college or higher. Only one study reported between-group differences in
favor of the digital intervention. There was considerable variation in the extent of reporting the characteristics, components, and theories underpinning each intervention. None of the studies showed evidence of harm.

**Conclusions:** The literature is extremely heterogeneous, making it difficult to understand what might work best, for whom, and in what circumstances. Participants were predominantly female, white, well educated, and middle aged, and thus the wider applicability of digital self-management interventions remains uncertain. No information on cost-effectiveness was reported. The evidence base for interactive digital interventions to support patient self-management of LBP remains weak.

**KEYWORDS**
low back pain; self-management; mHealth; eHealth

**Introduction**

The point prevalence of low back pain (LBP) is estimated to be 12% and one-month prevalence 23% across the globe [1]. The Global Burden of Disease study reported that LBP is the greatest contributor to disability in 12 of 21 world regions studied [2]. When considering years lived with disability, LBP is one of the leading causes of burden worldwide out of 291 conditions considered [2,3]. It is among the most common causes of long-term work absence and has a major impact on productivity at work [4,5]. Annual costs of LBP have been estimated to be approximately £10.7 billion for indirect factors in the United Kingdom [6,7] and up to US $200 billion in the United States [8], including workplace productivity costs; personal costs include a reduction in everyday functioning and quality of life [9].

Optimizing treatment strategies that are cost-effective, safe, and easy to administer for individuals with LBP is essential. Self-management is consistently recommended in international guidelines on the management of LBP [10,11]. Self-management focuses on the patient’s ability to manage their own condition rather than treatment being based within the health care system or centered on a health care professional. The aim is to restore autonomy to the patient and include educational, or learning, components to position the patient at the center of their own management process and to help them acquire and maintain competencies to enable them to efficiently manage their condition [12].

A systematic review of the effectiveness of the self-management of LBP published in 2012 reports moderate quality evidence that self-management interventions have small, but clinically relevant, effects on reducing pain and disability for people with LBP when compared with minimal interventions [13]. The content and mode of delivery varied across the studies included, from receiving written information, attending face-to-face educational programs, functional movement training programs to information from websites [13].

Digital interventions (ie, interventions accessed via computer, mobile phone, or other handheld devices, including Web-based, desktop computer programs, or apps), providing self-management information have been proposed as a promising mode of delivery for self-management interventions. In a Cochrane Review from 2005, the use of such digital interventions was evaluated in people with chronic diseases and found to have a significant positive effect on knowledge, social support, and clinical outcomes in conditions such as diabetes and obesity [14]. Digital interventions have also been shown to effectively improve chronic pain, including chronic LBP, when compared with control groups (no care, waiting list, placebo, or care as usual) [15]. Providing supported self-management through digital platforms may enable individuals with LBP to better manage their symptoms. Garg et al [16] identified 9 randomized controlled trials (RCTs) for a systematic review of Web-based interventions to support individuals with LBP; included studies were grouped into cognitive behavioral therapy (CBT), a dialogue-based therapy that has been shown to have some efficacy for individuals with LBP [17], or knowledge improvement approaches with an interactive component [16]. Web-based methods were found to be useful, particularly CBT and those that offered an interactive support component; however, there was caution placed on the external validity of all studies included. Consequently, it appears that digital interventions hold potential in supporting the self-management of LBP but not enough is known about their content, delivery, and benefits, if any, or whether these interventions can be expected to be an improvement on traditional self-management approaches. Although it appears that the majority of digital interventions in this area have targeted individuals with chronic LBP (LBP for 3 months or longer), there is little known about the sociodemographic characteristics of individuals with LBP who are either targeted or who subsequently engage with such interventions.

The purpose of this systematic review was to synthesize published evidence concerning the characteristics, components, and effects of interactive digital interventions to support patient self-management of LBP. More specifically, the review aimed to address the following questions:

- What are the key characteristics and components of digital self-management interventions for LBP, including theoretical underpinnings?
- What outcome measures have been used in randomized trials of digital self-management interventions in LBP and what effect, if any, did the intervention have on these?
- What specific characteristics or components, if any, of interventions appear to be associated with beneficial outcomes?
Inclusion and exclusion criteria.

**Inclusion criteria**

Participants: adults (18 years or above) with nonspecific LBP

Digital intervention:

- Any intervention accessed through a computer (work or home), mobile phone, or hand-held device, and included Web-based or desktop computer programs or apps that provided self-management information or material, which is in keeping with previous reviews in this sphere [19].
- Element of interaction between the user and digital interface: interaction was defined as patients entering data into the program or app, either by entering personal data or making choices that alter the pathways in the program and produce feedback in response to the patients’ inputted data or choices.
- Interactive component as an add-on to face to-face health professional contact (eg, regularly seeing doctor but reporting pain levels electronically and receiving automated messages advising on physical activity level between visits).

Control group: usual care or digital noninteractive or nondigital self-management interventions for LBP

Study design: published randomized controlled trials (RCTs) or protocols for RCTs from peer-reviewed journals

Language: studies published in English, Danish, or Norwegian

**Exclusion criteria**

Digital intervention:

- Studies that only involved sending information to a remotely located health professional and receiving advice directly from the health professional.

Study design: all non-RCT reports and protocols

**Methods**

**Study Design**

The systematic literature review followed an *a priori* defined protocol as registered in PROSPERO (reference number 42016037954) and reporting is consistent with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) statement [18]. Inclusion and exclusion criteria are outlined in **Textbox 1**.

**Information Sources and Search Strategy**

A systematic search of the following databases was undertaken: Cumulative Index to Nursing and Allied Health Literature (CINAHL), Cochrane Database of Systematic Reviews (CDSR), Cochrane Central Register of Controlled Trials (CENTRAL), Cochrane Library (including Database of Abstracts of Reviews of Effects [DARE] and Health Technology Assessment [HTA] databases), Database of Promoting Health Effectiveness Reviews (DoPHER), Embase, MEDLINE, PsycINFO, Trials Register of Promoting Health Interventions (TRoPHI) and Web of Science (Social Science Citation and Science Citation Index). All databases were searched from 2000 until March 2016. Reference and citation searching were also undertaken. The searches were performed by an experienced Librarian at the Norwegian University of Science and Technology (NTNU). The search strategy included subject indexing terms and free-text terms for title, abstract, and keyword searching. The search terms were grouped into 3 concepts: (1) back pain, (2) digital interventions, and (3) self-management. The search terms were selected with reference to previous systematic reviews of interactive digital interventions for hypertension [19,20] and asthma [21,22] and after discussion with the review team. The full version of the search terms used, including specifications on use of title, keywords, or abstract screening, is documented for the example of MEDLINE in **Multimedia Appendix 1**.

**Study Selection**

All identified citations from the searched databases were uploaded to Distiller software (Evidence Partners). An integrated duplication detection tool was used to identify duplicates. All suggested duplicate pairs were screened for correctness by one reviewer (LS). Title and abstract screening was performed for each article by two independent reviewers from four (LS, BN, MM, NS). Disagreement between the two reviewers resulted in inclusion of the citation to full-text screening. Full-text screening was similarly performed by two independent reviewers from four (LS, BN, MM, NS), assessing the eligibility of the citation. Any disagreement was resolved through discussion mediated by a third reviewer (PJM).

**Data Collection**

Similar to the study selection process, data extraction was performed independently by two of four reviewers (LS, BN, MM, NS) using the Distiller software. Discrepancies in data extracted were considered by LS by revisiting the original paper to adjudicate on appropriateness and discussed and finalized with BN where required. Data were systematically extracted on study settings (country, inclusion and exclusion criteria, recruitment and participation numbers); study population (baseline characteristics such as age, gender, ethnicity, duration of symptoms, comorbidities); description of the intervention (details on the key components, characteristics, and underlying theoretical concepts); and outcome measures (time-points for outcome assessment, choice of primary outcomes, included secondary outcomes and effects, if any, noted as well as attrition rates, where available).
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Outcome Measures
Our primary and secondary outcomes of particular interest are outlined inTextbox 2. These outcomes were a priori defined as of interest, however all outcomes reported were included in the data synthesis. For this review, pain-related disability was of special interest, as it measures a construct of the physical functioning domain, which has been recommended as a core domain in LBP research by several authors and guidelines [23-25].

Quality Appraisal
The methodological quality of all included studies was assessed using the Cochrane Collaboration tool for assessing risk of bias in randomized trials [26]. Two reviewers independently assessed selection bias (allocation concealment and randomization procedure); blinding of participants, personnel, and outcomes assessors; completeness of data; selective outcome reporting; and other potential biases. Any disagreements were resolved through discussion by the two independent reviewers (BN, PK). Papers were not excluded from the study on the basis of quality.

Data Synthesis
The study population, intervention components, outcomes, and characteristics of the included studies were narratively described. In our protocol we stated that we would conduct a meta-analysis if included studies were sufficiently homogeneous; however, due to the heterogeneity of identified studies, meta-analysis was not possible. Quantitative results from all outcomes reported in the completed RCT studies were described as either favoring the intervention group, no difference between groups, or favoring the control group. The outcomes reported inTextbox 2 were used as a basis to structure the results for research question 2. Included protocols for future RCTs were used to consider intervention components, characteristics, and outcome measures, but were not included in synthesis of intervention effects.

Results
Study Selection
We identified a total of 7014 citations, including 8 from searching reference lists of included studies. From these, 2316 were excluded as duplicates, and thus a total of 4698 titles were screened, resulting in the screening of 729 abstracts and 89 full-text papers. A total of 11 references concerning 9 different studies that described 5 RCT study protocols and 6 RCT reports met the inclusion criteria [27-37]. The PRISMA flow diagram demonstrating the screening process is illustrated in Figure 1 (adapted from Moher et al [18]).

Textbox 2. Outcome measures of interest.

<table>
<thead>
<tr>
<th>Primary outcome</th>
<th>Details of outcome measures used to determine the effects of interventions for self-management of LBP pain-related disability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Secondary outcomes</td>
<td></td>
</tr>
<tr>
<td>• Pain intensity</td>
<td></td>
</tr>
<tr>
<td>• Quality of life</td>
<td></td>
</tr>
<tr>
<td>• Depression</td>
<td></td>
</tr>
<tr>
<td>• Fear avoidance</td>
<td></td>
</tr>
<tr>
<td>• Pain catastrophizing</td>
<td></td>
</tr>
<tr>
<td>• Physical activity</td>
<td></td>
</tr>
<tr>
<td>• Medication use</td>
<td></td>
</tr>
<tr>
<td>• Health care utilization (eg, primary and secondary care visits, emergency department visits)</td>
<td></td>
</tr>
<tr>
<td>• Health care costs</td>
<td></td>
</tr>
<tr>
<td>• Knowledge of LBP</td>
<td></td>
</tr>
<tr>
<td>• Markers of self-care</td>
<td></td>
</tr>
<tr>
<td>• Self-efficacy</td>
<td></td>
</tr>
</tbody>
</table>
Description of Included Studies

Four of the 9 separate studies were undertaken in the United States [28,29,32,33], 2 in Germany [35,37], one in the United Kingdom [31], one in Australia [27], and one in Spain [36]. The studies were published between 2010 and 2016. The 6 completed RCT reports included a total of 2706 participants, with a range of 114-1343 participants per study (Table 1).

Study Population

The characteristics of the study population in each of the studies are described in Table 1. There was considerable variation between studies in the duration of LBP symptoms, content and delivery of the interventions, and the measured outcomes. In 6 studies, LBP was defined by participant self-report [27-29,32,35,37] and in 3 studies by general practitioner evaluations [31,36] or diagnosis codes from medical records [33]. Seven studies included participants with pain for more than 3 months [27-29,32,33,36,37]. Only one study included participants with current LBP at the time of screening (or within the past 2 weeks) [31], while Simon et al [35] included only acute LBP participants, defined as participants who had experienced pain for less than 3 months. The included populations had a mean age ranging from 42.5 to 52.7 years; one study did not report the age of the population, except to say they were 18-65 years [32], a further study also had an upper age limit of 65 years [36]. All the remaining 7 studies did not report any upper limit in their inclusion criteria, yet only one study reported the age range of participants, 18-79 years [29]. In 5 [28,29,32,35,37] of the 6 RCT reports, the majority of the participants were female (58%-83%). The 6th study, which was conducted within the American Department of Veterans Affairs, included only 11% females in the intervention group and 14% in the control group [33]. Included participants were generally Caucasian (74%-87%) and the majority (42%-75%) reported educational levels as time spent at college or higher.
<table>
<thead>
<tr>
<th>Study</th>
<th>Definition of LBPa</th>
<th>Number</th>
<th>Age, mean (SD)b</th>
<th>Sex (%)</th>
<th>Ethnicity (%)</th>
<th>Comorbid (%)</th>
<th>SES (%)c</th>
<th>Education</th>
<th>Income, Income, Report, Degree, or IG %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chiauzzi et al [29]</td>
<td>LBP ≥10 days/month for at least 3 consecutive months</td>
<td>N=209</td>
<td>I=47.3 (12.2)</td>
<td>I=67</td>
<td>White</td>
<td>N/R</td>
<td>I=72</td>
<td>C=77</td>
<td>report partial college or associates degree or higher</td>
</tr>
<tr>
<td>United States</td>
<td></td>
<td>t=104</td>
<td>C=45.0 (11.7)</td>
<td>C=68</td>
<td></td>
<td>N/R</td>
<td></td>
<td></td>
<td>$25,000/year</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C=105</td>
<td></td>
<td></td>
<td></td>
<td>N/R</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Simon et al [35]</td>
<td>Acute LBP (&lt;3 months)</td>
<td>N=1343</td>
<td>I=45.8 (12.7)</td>
<td>F (82)</td>
<td>N/R</td>
<td>N/R</td>
<td>Education</td>
<td>60% “high” education levelb</td>
<td></td>
</tr>
<tr>
<td>Germany</td>
<td></td>
<td>I=691</td>
<td>C=45.3 (13.0)</td>
<td></td>
<td></td>
<td>N/R</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>C=652</td>
<td></td>
<td></td>
<td></td>
<td>N/R</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Carpenter et al [28]</td>
<td>Noncancer LBP ≥6 months</td>
<td>N=141</td>
<td>42.5 (10.3)</td>
<td>F (83)</td>
<td>White</td>
<td>N/R</td>
<td>Education</td>
<td>54% ≤2 years college</td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td></td>
<td>I=70</td>
<td></td>
<td></td>
<td>(77)</td>
<td>N/R</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>C=71</td>
<td></td>
<td></td>
<td></td>
<td>N/R</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Krein et al [33]</td>
<td>Patients with ≥2 outpatient encounters within the past 12 months with a diagnosis of back pain with no neurologic findings (ICD-9-CM codes 724.2, 724.5, 846.0-846.9)</td>
<td>N=229</td>
<td>I=51.2 (12.5)</td>
<td>I=11%</td>
<td>White</td>
<td>N/R</td>
<td>Education</td>
<td>54% ≤2 years college</td>
<td></td>
</tr>
<tr>
<td>Krein et al [34]</td>
<td></td>
<td>I=111</td>
<td>C=51.9 (12.8)</td>
<td>C=14%</td>
<td></td>
<td>N/R</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td></td>
<td>C=118</td>
<td></td>
<td></td>
<td></td>
<td>N/R</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>130/group</td>
<td></td>
<td></td>
<td></td>
<td>N/R</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Irvine et al [32]</td>
<td>Nonspecific LBP within the past 3 months</td>
<td>N=398</td>
<td>I=52.2 (13.1)</td>
<td>I=162 (59){h}</td>
<td>White</td>
<td>N/R</td>
<td>Education</td>
<td>54% ≤2 years college</td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td></td>
<td>I=199</td>
<td>C=52.7 (13.0)</td>
<td>C=59{h}</td>
<td></td>
<td>N/R</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>C=199</td>
<td></td>
<td></td>
<td></td>
<td>N/R</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weymann et al [37]</td>
<td>Chronic LBP; pain almost every day for &gt;12 weeks</td>
<td>N=368</td>
<td>I=52.2 (13.1)</td>
<td>I=162 (59){h}</td>
<td>N/R</td>
<td>N/R</td>
<td>Education</td>
<td>54% ≤2 years college</td>
<td></td>
</tr>
<tr>
<td>Dirmayer et al [30]</td>
<td></td>
<td>I=190</td>
<td>C=52.7 (13.0)</td>
<td>C=59{h}</td>
<td></td>
<td>N/R</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Germany</td>
<td></td>
<td>C=188</td>
<td></td>
<td></td>
<td></td>
<td>N/R</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>207/group</td>
<td></td>
<td></td>
<td></td>
<td>N/R</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Geraghty et al [31]</td>
<td>LBP in the past 3 months recorded in General Practitioner records and current LBP (or within the past 2 weeks) at the time of screening</td>
<td>20-30/group</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Education</td>
<td>54% ≤2 years college</td>
<td></td>
</tr>
<tr>
<td>United Kingdom</td>
<td></td>
<td>-</td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Valenzuela-Pascual et al [36]</td>
<td>Chronic LBP &gt;6 months, confirmed by clinician</td>
<td>29/group</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Education</td>
<td>54% ≤2 years college</td>
<td></td>
</tr>
<tr>
<td>Spain</td>
<td></td>
<td>-</td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Results for the 7 items of the Cochrane Risk of Bias tool for the 6 completed RCTs are reported in Table 2. Four studies had one or more items rated as unclear risk of bias [28,29,32,35], 4 studies had one item with high risk of bias [28,32,35,37], and only one study had a low risk of bias for all 7 items [33]. One study was assessed to have a high risk of incomplete data [35] because the attrition rate was extremely high. Two studies were rated as high risk of selective outcome reporting as one had no published protocol and reported the outcome with highest effect size as a primary outcome [28], and the other did not report on the primary outcome stated in the published protocol [32]. One study was assessed to have high risk of bias for other potential biases due to differences in educational level between the groups [37].

Key Intervention Components and Theoretical Underpinning of Digital Self-Management Interventions for LBP

Content

The extent of descriptions of the intervention content varied across studies (Table 3), but the level of details provided was generally sparse. The content of the digital interventions can be grouped into the following categories: (1) Pain education material: all studies report educational material as part of the intervention, which included information on pain origin, mechanisms and management, epidemiology of LBP, psychological aspects (e.g., role of depression and mood), diagnostics and treatment-options; (2) General well-being activities: information concerning well-being, such as meditation, relaxation, general physical activity, and sleep hygiene, was reported in 4 studies [27-29,31]; (3) Exercise advice and goals: 5 studies described exercise advice, such as recommendations and goal-setting [27,29,31-33]. Two studies included short videos of exercises [32,33]; (4) E-community: one study reported a discussion forum with peers and health professionals in addition to the educational material [33]; (5) Narratives: one study included patient stories as part of the content [28].

<table>
<thead>
<tr>
<th>Study</th>
<th>Definition of LBPa</th>
<th>Number</th>
<th>Age, mean (SD)b</th>
<th>Sex (%)</th>
<th>Ethnicity (%)</th>
<th>Comorbid (%)</th>
<th>SES (%)c</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amorim et al [27]</td>
<td>Chronic LBP persisting for &gt;12 weeks but without radicular symptoms</td>
<td>34/group</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

aLBP: low back pain.
bSD: standard deviation.
cSES: socioeconomic status.
dI: intervention group.
eC: control group.f: female.
gN/R: not reported.
hPopulation comprising more conditions than LBP, numbers refer to the general population and were not available for LBP group only.
iProtocol paper, no data available unless reported alongside the RCT results paper.
jPlanned number to recruit based on protocol paper.
Theoretical Underpinnings

Four of the 9 studies reported a theoretical underpinning to their intervention development (Table 3) [28,29,32,33]: cognitive behavior theory [28,29], collaborative decision making [29], social cognitive theory [32,33], theory of planned behavior [32], and acceptance and commitment therapy [28] were reported. The following approaches were mentioned as underpinning or rationales for the intervention: mindfulness [28], person-based approach [31], and self-management principles (not specified further) [29]; and tools such as goal setting [33] and information on pain and pain etiology [32,36]. Finally, 2 studies also reported that the advice given to participants was based on treatment guidelines, either evidence-based or recommendations from Governmental Institutes [27,37]. With regard to the tailoring element of interventions, 2 of the 7 studies that reported a tailoring element to their intervention described a systematic theoretical underpinning for the tailoring: Simon et al used the Ottawa Decision Support framework [35], whereas Weymann et al used the Avoidance Endurance Model and Health-Literacy as tailoring frameworks, as described in the study protocol [30,37].

Table 3. Intervention components and theoretical underpinnings.

<table>
<thead>
<tr>
<th>Study</th>
<th>Content</th>
<th>Theoretical underpinning of content</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chiauzzi et al [29]</td>
<td>Educational material: content not more specifically described</td>
<td>Cognitive behavior theory</td>
</tr>
<tr>
<td></td>
<td>Wellness activities: enhance good sleep, nutrition, stress management,</td>
<td>Collaborative decision making</td>
</tr>
<tr>
<td></td>
<td>exercise practices</td>
<td></td>
</tr>
<tr>
<td>Simon et al [35]</td>
<td>Condition-specific information: epidemiology, etiology, diagnostics,</td>
<td>N/R</td>
</tr>
<tr>
<td></td>
<td>treatment options</td>
<td></td>
</tr>
<tr>
<td>Carpenter et al [28]</td>
<td>Educational chapters: all about pain, thoughts and pain, stress and</td>
<td>Cognitive therapy, behavioral activation</td>
</tr>
<tr>
<td></td>
<td>relaxation, getting active</td>
<td>Acceptance and commitment therapy</td>
</tr>
<tr>
<td></td>
<td>Didactic material and interactive exercises</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Patient stories</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Guided relaxation and meditation exercises</td>
<td></td>
</tr>
<tr>
<td>Krein et al [33]</td>
<td>Educational material: Handouts about topics (body mechanics, use of</td>
<td>Social cognitive theory</td>
</tr>
<tr>
<td></td>
<td>cold packs, lumbar rolls, and good posture); videos demonstrating</td>
<td></td>
</tr>
<tr>
<td></td>
<td>specific strengthening and stretching exercises</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Pedometer data: weekly goals for steps</td>
<td></td>
</tr>
<tr>
<td></td>
<td>E-community: participants to post suggestions, ask questions, and share</td>
<td></td>
</tr>
<tr>
<td></td>
<td>stories</td>
<td></td>
</tr>
<tr>
<td>Irvine et al [32]</td>
<td>Education and behavioral strategies to manage and prevent pain: thirty</td>
<td>Social cognitive theory</td>
</tr>
<tr>
<td></td>
<td>1-4 min videos on pain management, cognitive, and behavioral strategies;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>videos gain-framed messages with animated whiteboard-style coach; videos</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ergonomics and exercises</td>
<td></td>
</tr>
<tr>
<td>Weymann et al</td>
<td>Educational information: physiology of pain, acute versus chronic pain;</td>
<td>N/R</td>
</tr>
<tr>
<td>[37]</td>
<td>“chronification”; epidemiology; psychological aspects; coping and pain</td>
<td></td>
</tr>
<tr>
<td></td>
<td>management</td>
<td></td>
</tr>
<tr>
<td>Dirmaier et al [30]</td>
<td>Diagnostic procedures</td>
<td>Theory of planned behavior</td>
</tr>
<tr>
<td></td>
<td>Treatment options</td>
<td></td>
</tr>
<tr>
<td>Geraghty et al [31]</td>
<td>Educational information: goal review; feedback on achievements; sessions</td>
<td>N/R</td>
</tr>
<tr>
<td></td>
<td>on sleep, pain relief, flare-up, work, mood daily living.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Supporting advice: managing pain; modeling expectation through patient</td>
<td></td>
</tr>
<tr>
<td></td>
<td>stories; reinforcing positive behavior through automated feedback; simple</td>
<td></td>
</tr>
<tr>
<td></td>
<td>instructions on back exercises/behavior</td>
<td></td>
</tr>
<tr>
<td>Valenzuela-Pascual et al [36]</td>
<td>Content not yet developed, but will be based on qualitative study including interviews with patients</td>
<td>N/R</td>
</tr>
<tr>
<td>Amorim et al [27]</td>
<td>Educational material: “make your move—sit less, be active for life!”</td>
<td>N/R</td>
</tr>
<tr>
<td></td>
<td>Information on how to increase physical activity and decrease sedentary</td>
<td></td>
</tr>
<tr>
<td></td>
<td>behavior</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Health-coaching by health care professional</td>
<td></td>
</tr>
<tr>
<td></td>
<td>FitBit activity monitor/feedback device</td>
<td></td>
</tr>
</tbody>
</table>

aN/R: not reported.

bInformation given in the protocol but not stated in the randomized controlled trial report.

cProtocol paper.
Outcome Measures Used in Digital Self-Management Interventions for LBP

Primary Outcomes

A wide range of outcomes were included in the RCTs (Table 4), with a total of 16 different outcomes being reported as a “primary outcome” measure. The number of primary outcomes per study ranged from 1 to 4. The primary outcome measures covered the domains of pain-related disability, pain intensity, attitude, depression, physical activity, knowledge of LBP, markers of self-care, and participant’s assessment of change over time. Of the 6 completed trials, 4 studies [32,33,35,37] did not find a statistically significant effect on the primary outcome measures in favor of the intervention group; one study [28] reported a statistically significant effect in favor of the intervention compared with the control group on 6 of 7 subscales of their primary outcome—Survey of Pain Attitudes (SOPA)—following 3 weeks of intervention use (F statistic ranged from 5.1 to 44.7); while Chiauzzi et al [29] reported a favorable effect in the intervention arm but only in one of 4 primary outcomes that they measured (the Patient Global Impression Change Scale).

Pain-Related Disability

Pain-related disability was considered as the primary outcome in 4 of the 9 studies. The Roland-Morris Disability Questionnaire (RMDQ) was used in 2 of the 6 completed RCTs [28,33]. Carpenter et al [28] reported a significant difference in favor of the intervention group in RMDQ after 3 weeks of Web-based intervention compared with a waiting list control group (a reduction in RMDQ score of 2.8 for the intervention group compared with 0.8 for the control group; \( P = .01 \)). Krein et al [33] similarly used the RMDQ, but observed reduced disability in chronic LBP with a 12-month, pedometer-based, Internet-supported, intervention of the same magnitude as the control group. The 3 protocols for RCT trials [27,31,36] all expected to use RMDQ as a measure of pain-related disability. The Oswestry Disability Index (ODI) was stated as the primary outcome measure in two RCT reports [29,32]. Chiauzzi et al [29] did not find a difference in ODI score between the intervention and control group after 4 weeks of access to a pain information website compared with static participant information. Irvine et al [32] did not report the trial results for ODI even though it was stated as a primary outcome in their Web-based trial registration.

Secondary Outcomes

A large variety of secondary outcome measures were described (Table 4 and Multimedia Appendix 2 provide a more detailed view). The outcome measures covered the following domains: pain-related disability; pain; health-related disability; depression/mood; fear of movement; pain catastrophizing; physical activity; knowledge of LBP, markers of self-care, and a range of other outcomes not held within our \textit{a priori} defined domains. For the 3 protocols of future RCTs [27,31,36], a more consistent choice of outcomes was seen, as 2 outcomes—RMDQ and pain intensity—were planned to be measured in all 3 RCT protocols and 3 outcomes—the Tampa Scale of Kinesiophobia (TSK) [31,36], Pain Catastrophizing Scale (PCS) [31,36], and the International Physical Activity Questionnaire (IPAQ) [27,31]—were planned in 2 of the 3 RCT protocols. Below we provide an overview from the 6 included RCT reports of the treatment effects observed for the secondary outcomes that we had identified as being of interest in our systematic review protocol.

Pain Intensity

Pain intensity measured with either an 11-point Numerical Rating Scale (NRS) or a 100-mm Visual Analogue Scale (VAS) was reported in 3 of 6 RCT reports [28,32,33]. Only one study [32] reported that the digital intervention had a beneficial effect on pain intensity, 16 weeks post-intervention (eta-square = 0.43, \( P = .002 \)); however, this was reported as a composite pain measure combining pain intensity, duration, and frequency.

Quality of Life

Health-related quality of life was reported in 2 studies using the Dartmouth Primary Care Cooperative Information Project (CO-OP) [32] and the Short-Form 12-Item questionnaire (SF-12) [34]. Only one of these studies actually reported the effect in the RCT report. Again Irvine et al used a composite outcome measure, incorporating functionality, well-being, and quality of life; however, they reported a beneficial effect of the intervention compared with the control arm (eta-square = 0.033, \( P = .001 \)) [32].

Depression

Depression was reported in 3 of the 6 RCT reports [28,29,33] but only one study reported beneficial effects of the digital intervention using the Negative Mood Regulation Scale (an increase in score of 0.4 in the intervention group compared with 0.1 in the control group after 3 weeks of the intervention, \( P < .001 \)) [28].

Fear Avoidance

Three studies reported fear of movement with the Fear Avoidance Belief Questionnaire (FABQ) [28,29,33], but only one reported an effect in favor of the digital intervention group [28], just for the physical activity subscale (decrease in score of 1.0 compared with an increase of 0.1 in the control group, after 3 weeks of the intervention, \( P < .001 \)). One study used the TSK as a measure of fear avoidance; no between-group difference was reported [32].

Pain Catastrophizing

The PCS questionnaire was used in 2 RCT reports [28,29] but again only one study reported an effect in favor of the digital intervention compared with the waiting list control for the 3 subscales [28].

Physical Activity

Only one of the completed RCTs assessed physical activity outcomes and observed no difference in daily steps achieved between the control and intervention group [33].

Medication Use

No studies reported medication use.
Health Care Utilization
No studies reported details of health care utilization (e.g., primary and secondary care visits, emergency department visits).

Health Care Costs
No studies reported on health care costs or cost-effectiveness.

Knowledge of LBP
Three of the RCT reports used participants’ knowledge of LBP as an outcome measure [32,35,37]. Simon et al [35] and Weymann et al [37] used the same self-developed questionnaire, but neither study found a difference between the digital intervention and control group. Irvine et al assessed knowledge using a self-developed questionnaire and reported an effect in favor of the intervention group, however, as a composite score of 3 different outcomes (self-efficacy, behavior intentions, and knowledge) [32].

Markers of Self-Care
In total, 14 different outcomes were identified as markers of self-care, such as the Decision Conflict Scale [35,37], Patient Activation Measure, [32] and Preparation for Decision Making Scale [35,37]. Overall, 5 of the 14 outcomes showed an effect in favor of the digital intervention when compared with a control group. Of the 14 outcomes, 10 were reported in only 3 of 6 RCT reports. Of these, the studies by Simon et al [35] and Weymann et al [37] originate from the same research group, and consequently there is considerable overlap between the interventions described and outcomes assessed in both trials. Irvine et al reported an effect on 3 outcomes of self-care in favor of the digital mobile app FitBack, when compared with the control group (behavior intentions, Patient Activation Measure, and prevention helping behaviors) [32].

Self-Efficacy
Four different measures of self-efficacy were reported in 4 RCT reports. The Self-Efficacy for Exercise Scale was used by Carpenter et al, who found an effect on self-efficacy in favor of the digital intervention group as compared with the waiting list control [28]. Irvine et al used a self-developed self-efficacy scale in a composite outcome score and reported a difference in favor of the digital intervention, however, again reported in a composite score [32]. The two other studies reported no benefits [29,33].

Other Outcomes
Ten outcomes could not be classified within our *a priori* defined outcome domains. These 10 included work-related outcomes, such as the Stanford Presenteeism Scale (SPS) [32], time off work, [32] and the Work Limitations Questionnaire (WLQ) [32], and procedural and implementation outcomes, which included issues such as feasibility [31], treatment adherence [35], as well as credibility and expectations of the intervention [31]. Four outcomes were additionally placed in an "other" category: the Chronic Pain Coping Inventory (CPCI) [29]; Participants’ Global Impression of Change (PGIC) [29]; StartBack Screen Tool [31]; and the Problematic experience of Therapy Scale [31]. For these outcomes in the completed RCTs, Irvine et al reported a between-group difference favoring the digital intervention for the SPS and WLQ in a composite score [32] and Chiauzzi et al reported between-group differences favoring the digital intervention for the CPCI and PGIC outcomes [29].

Specific Characteristics or Components of Digital Self-Management Interventions for LBP Associated With Beneficial Outcomes
Key characteristics of the digital interventions are summarized in Table 5.

**Aim of Interventions**
Eight of the 9 studies aimed to investigate the effectiveness of the digital intervention in relation to pain intensity, attitudes toward pain, or pain-related disability by comparison with a control group (usual care or a nondigital intervention; as summarized in Table 4) [27-29,32,33,35-37]. One study had its main objective to explore the feasibility of the digital intervention [31].

**Intervention Characteristics**

**Format and Delivery**
Seven of 9 studies assessed digital interventions that were accessed over the Internet and by use of a computer [28,29,31,33,35-37], and 2 studies assessed digital interventions, which were app based, but accessible from both computer and handheld devices (tablets or smartphones) [27,32].

**Frequency, Duration of Use, and Intervention Duration**
Large variation was seen in the reported frequency and duration of use of the digital interventions. Six studies reported unlimited access to the programs with no report of recommendations given regarding frequency of use [27,32,33,35-37]. Geraghty et al [31] recommended a frequency of 1 session per week; Carpenter et al [28] recommended participants complete 2 chapters of the program per week over the 3-week study period; and Chiauzzi et al [29] instructed participants to log in for sessions twice per week. In 3 studies, weekly reminders to visit the website or app were sent to participants in the intervention groups [28,32,33]. Although all studies provided participants with a recommended frequency of use, only 2 of the 9 studies reported their recommended duration of use per visit with a range of 20 min per session to 1-1.5 hours per session [28,29]. Several studies reported that they registered user data but did not give results. Intervention duration also varied greatly, with 3 RCTs lasting between 2 and 4 weeks [28,29,36], one lasting 8 weeks [32], 3 were 3-month long [31,35,37], one study was 6-month long [27], and the longest duration was reported to be of 12 months [33].

**Interactive Elements**
The interactive elements reported in the studies included (1) keeping a log or journal of use of the intervention [29,32]; (2) simulated dialogue between the user and the system, where the user’s answer(s) was (were) used to create individualized information [28,35,37]; (3) small exercises, such as quizzes, drag-and-drop questions [28]; (4) patient’s report of outcome data and receiving feedback in the form of revised goals, for example, goals for steps per day based on pedometer data [27,33] or graphs illustrating changes in pain intensity [27,32];
(5) targeted messages with information and motivational feedback from the system [27,31-33]; and (6) Web-based discussion forums with peers and health care professionals [33].
Table 4. Study aim, available outcomes, and main results.

<table>
<thead>
<tr>
<th>Study</th>
<th>Aim</th>
<th>Primary analysis</th>
<th>Secondary outcomes</th>
<th>Main result</th>
<th>Control condition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Outcomes</td>
<td>Measurement Times</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chiauzzi et al [29]</td>
<td>Compare interactive self-management website for chronic LBP to standard text-based materials; hypothesized improved emotional management, coping, self-efficacy to manage pain, pain levels, and physical functioning</td>
<td>BPI (Brief Pain Inventory) ODQ (Oswestry Disability Questionnaire) DASS (Depression/Anxiety and Stress Scale) PGIC (Patient Global Impression of Change scale)</td>
<td>PCS (Pain Catastrophizing Scale) FABQ (Fear Avoidance Belief Questionnaire)</td>
<td>Hypothesis not supported</td>
<td>Educational material: “A back pain guide” No reminder emails</td>
</tr>
<tr>
<td>Simon et al [35]</td>
<td>Whether insurees with depression or LBP experienced more favorable decision-related outcomes after using a Web-based tailored decision aid compared with non-tailored, static patient information</td>
<td>DCS (Decisional Conflict Scale)</td>
<td>Preparation for decision-making scale Preference for participation, knowledge Doctor facilitation Information exchange Decision regret Treatment adherence</td>
<td>Intervention effective in short term Follow-up data of &gt;3 months did not suggest further effects of intervention</td>
<td>Same information as intervention, website, but no tailoring to the individual user</td>
</tr>
<tr>
<td>Carpenter et al [28]</td>
<td>Efficacy of a pilot version of a Web-based CBT (cognitive behavioral therapy) intervention for chronic LBP</td>
<td>SOPA (Survey of Pain Attitudes)</td>
<td>Baseline, 3 weeks, 6 weeks</td>
<td>FABQ NMR (Negative Mood Regulation scale) PCS RMDQ PSES (Pain Self-Efficacy Scale)</td>
<td>Difference in favor of the intervention group on all SOPA subscales in the SOPA questionnaire except “medical cure”</td>
</tr>
<tr>
<td>Krein et al [33]</td>
<td>Whether a pedometer-based, Internet-mediated intervention would reduce pain-related disability and functional interference in chronic LBP</td>
<td>RMDQ (Roland-Morris Disability Questionnaire) SF-36 function scale</td>
<td>Baseline, 6 months, 12 months</td>
<td>Pain intensity (NRS, numerical rating scale) Walking (steps/day) FABQ PA (physical activity) subscale Self-efficacy 6-min walking test CES-D 10b (Centre for Epidemiologic Studies Depression Scale)</td>
<td>No between-group difference reported at any time-points</td>
</tr>
<tr>
<td>Krein et al [34]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Abbreviations: A, anxiety; b, Center for Epidemiologic Studies Depression Scale; CBT, cognitive behavioral therapy; CES-D, Center for Epidemiologic Studies Depression Scale; DASS, Depression/Anxiety and Stress Scale; DCS, Decisional Conflict Scale; FABQ, Fear Avoidance Belief Questionnaire; PGIC, Patient Global Impression of Change scale; PCS, Pain Catastrophizing Scale; ODQ, Oswestry Disability Questionnaire; SOPA, Survey of Pain Attitudes; SF-36, Short Form 36; NRS, Numerical Rating Scale; NMR, Negative Mood Regulation scale; RMDQ, Roland-Morris Disability Questionnaire; PSES, Pain Self-Efficacy Scale; 6-min walking test, 6-minute walk test.

* The authors of reference [34] used self-report data from an online and mobile app-based intervention (myQ) to calculate pain intensity and pain-related disability.
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<table>
<thead>
<tr>
<th>Study</th>
<th>Aim</th>
<th>Primary analysis</th>
<th>Secondary outcomes</th>
<th>Main result</th>
<th>Control condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Irvine et al [32]</td>
<td>Test FitBack for adults at increased risk for chronic LBP due to a recent episode of NLBP</td>
<td><strong>No primary outcome stated</strong> ODQ stated as primary outcome in trial registration</td>
<td>Pain: level, frequency, intensity and duration MPI (Multidimensional Pain Inventory Interference Scale) Dartmouth CO-OP Prevention-helping behaviors (self-developed) WLQ (Work Limitations Questionnaire) SPS (Stanford Presenteeism Scale) PAM (Patient Activation Measures) Knowledge Behavioral intentions Self-efficacy SOPA (modified) TSK (Tampa Scale of Kinesiophobia; modified)</td>
<td><strong>No data available for primary outcome analysis</strong></td>
<td>Usual care, emails to request completion of questionnaire</td>
</tr>
<tr>
<td>Weymann et al [37]</td>
<td>Investigate effectiveness of a Web-based, tailored, fully automated intervention for patients with type-2 diabetes or chronic LBP against a standard website with identical content without tailoring</td>
<td>Knowledge (post-intervention) Patient empowerment (heiQ, Health Education Impact Questionnaire; 3 months)</td>
<td>DCS PDMS (Preparation for Decision Making Scale)</td>
<td>The tailored intervention had no effect on the total study population</td>
<td>Same website material as intervention but not tailored; not presented in a dialogue format; no guidance through the content</td>
</tr>
<tr>
<td>Dirmaier et al [30]a</td>
<td>Explore feasibility of providing an Internet intervention for patients with LBP in primary care, with and without physiotherapist telephone support (in addition to usual care), compared with usual care alone</td>
<td>Feasibility outcome <strong>Number need to screen Recruitment rates Login and usage information</strong></td>
<td>Pain: days, duration, intensity RMDQ StartBack Screen Tool TSK PCS IPAQ (International Physical Activity Questionnaire) PEI (Patient Enablement Instrument) EQ-5D (Euro-Qol 5D) LBP related health care use Time off work CEQ (Credibility and Expectancy Questionnaire) SESE (Self-Efficacy for Exercise Scale) PETS (Problematic Experiences of Therapy Scale)</td>
<td>-</td>
<td>Usual care from their general practitioner; this may consist of education and self-management advice, including advice to stay active</td>
</tr>
<tr>
<td>Geraghty et al [31]a</td>
<td></td>
<td>Baseline, post-intervention, 3 months</td>
<td>Login and usage information</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study</td>
<td>Aim</td>
<td>Primary analysis Outcomes</td>
<td>Secondary outcomes</td>
<td>Main result</td>
<td>Control condition</td>
</tr>
<tr>
<td>-----------------------</td>
<td>----------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------------------------</td>
<td>----------------------------------------------------------</td>
<td>-------------</td>
<td>----------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Valenzuela-Pascual et al [36]a</td>
<td>Evaluate effect of a biopsychosocial Web-based, educational intervention for chronic LBP based on pain intensity compared with normal care</td>
<td>Pain intensity (100-mm VAS [visual analogue scale] scale)</td>
<td>FABQ, TSK, PCS, RMDQ</td>
<td>-</td>
<td>No intervention; asked to return to webpage to complete questionnaire at 2 weeks</td>
</tr>
<tr>
<td>Amorim et al [27]a</td>
<td>Investigate effect of a patient-centered PA intervention supported by health coaching and technology in chronic LBP</td>
<td>Care-seeking Pain levels (NRS), RMDQ</td>
<td>IPAQ, Actigraph accelerometer, GAS (Goal Attainment Scale)</td>
<td>-</td>
<td>Educational material same as intervention: “Make your move—Sit less, be active for life!”; advice to work toward increasing PA and achieving long-term goals</td>
</tr>
</tbody>
</table>

*aProtocol paper, no data available.

bDifference between the protocol paper and RCT report.

**Tailoring**

Two of the 9 studies did not report any tailoring element to the content of their digital intervention [27,28]. Valenzuela-Pascual et al [36] did not specify the information they used for tailoring. Of the other 6 studies, all used some form of patient characteristics to inform tailoring, for example, Krein et al [33] used gender as a tailoring variable; Chiauzzi et al [29] used participant responses and characteristics (not further specified); Irvine et al [32] used job-type assessed by questionnaires; and Geraghty et al [31] used the extent to which LBP obstructed daily activities as a tailoring variable.
Table 5. Intervention characteristics.

<table>
<thead>
<tr>
<th>Study</th>
<th>Mode of delivery</th>
<th>Recommended frequency</th>
<th>Recommended duration of visit</th>
<th>Interactive element</th>
<th>Tailoring</th>
<th>Intervention Duration</th>
<th>Attrition rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chiauzi et al [29]</td>
<td>Website</td>
<td>2 times/week for 4 weeks, then unlimited</td>
<td>&lt;20 min/session</td>
<td>Log of activities and content viewed during sessions</td>
<td>Yes</td>
<td>Matched patient characteristics to educational content, articles, and interactive tools</td>
<td>4 week intervention period, access for 6 months</td>
</tr>
<tr>
<td>Simon et al [35]</td>
<td>Website</td>
<td>Unlimited access but no required frequency</td>
<td>N/Rc</td>
<td>Simulated dialogue between user and system Text or graphics varied based on needs of users</td>
<td>Yes</td>
<td>Ottawa Decision Support Framework Tailoring based on ≥4 tailoring concepts, including patient characteristics and preferences</td>
<td>One-time use required, access for 3 months</td>
</tr>
<tr>
<td>Carpenter et al [28]</td>
<td>Website Text and graphic with audio narration Animation used in educational material</td>
<td>Two times/week, email reminders</td>
<td>1-1.5 hour/log-in</td>
<td>Reflective and interactive exercises</td>
<td>No</td>
<td></td>
<td>3-week intervention period</td>
</tr>
<tr>
<td>Krein et al [33]</td>
<td>Website Graphical and written feedback Motivational messages Weekly news updates</td>
<td>Unlimited access with weekly reminders to upload data</td>
<td>N/Rc</td>
<td>Pedometer data, used to create weekly PA goals and track progress Targeted messages Discussion on Web-based forum with peers and health personnel</td>
<td>Yes</td>
<td>Genderf Written and graphical information as targeted messagesf</td>
<td>12-month intervention period</td>
</tr>
<tr>
<td>Krein et al [34]d</td>
<td>Website</td>
<td>Unlimited access, weekly reminders to visit app</td>
<td>N/Rc</td>
<td>Pain and PA self-monitoring tool Journal-keeping function 7- and 30-day graphs of pain</td>
<td>Yes</td>
<td>Job-type assessed by questionnaires</td>
<td>8-week intervention period, access for 16 weeks</td>
</tr>
<tr>
<td>Irvine et al [32]</td>
<td>Web app, accessible from Internet and mobile Gain-framed text and video messages</td>
<td>Unlimited access, designed to be used in 1 sitting</td>
<td>N/Rc</td>
<td>Simulated dialogue between user and system User-control to navigate site by replying to at least 3 options after each text passage</td>
<td>Yes</td>
<td>Avoidance Endurance Model Health literacyd Motivational Interviewing Tunnelled design developed</td>
<td>3-month intervention period</td>
</tr>
<tr>
<td>Weymann et al [37]</td>
<td>Website</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dirmaier et al [30]d</td>
<td>Website</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Geraghty et al [31]d</td>
<td>Website</td>
<td>One session/week</td>
<td>N/Rc</td>
<td>User selects PAc, system generates activity goals User may navigate the content as they find best</td>
<td>Yes</td>
<td>Extent of pain obstructing daily activities</td>
<td>3-month intervention period</td>
</tr>
</tbody>
</table>
### Principal Findings

We have systematically searched and reviewed the literature pertaining to interactive, digital interventions for self-management of LBP. The effectiveness of interventions was mixed, with only 1 study reporting a positive effect on their primary outcome [28]. We found a large degree of heterogeneity regarding the description of intervention content and delivery, theoretical underpinnings, and outcomes reported, making comparison between interventions difficult. A comprehensive description of intervention development and use of theory has been recommended when reporting on RCTs of digital interventions [38]; however, such descriptions were either brief or completely lacking in the included studies. Participants were predominantly female, white, younger, and well educated, which renders the external validity of the identified studies as low.

Despite international recommendations for reporting core outcome domains (physical functioning, pain intensity, and health-related quality of life) in LBP studies [23], we identified 16 different primary outcome measures and a total of 52 outcomes covering a wide range of domains. Better consistency in choice of outcome measures was seen in the 3 RCTs of planned RCT protocols of digital interventions [36]. We expect that these trials will provide more useful information and data for future RCTs in this area. None of the studies showed any evidence of harm from interactive digital interventions. There was no evidence regarding cost-effectiveness of interactive digital interventions.

### Discussion

#### Attrition rates reported as number of completed cases in relation to the total number of participants randomized to the group.

<table>
<thead>
<tr>
<th>Study</th>
<th>Mode of delivery</th>
<th>Recommended frequency</th>
<th>Recommended duration of visit</th>
<th>Interactive element</th>
<th>Tailoring</th>
<th>Intervention Duration</th>
<th>Attrition rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valenzuela-Pascual et al [36]d</td>
<td>Website Changing delivery formats Videos, 2-3D animation</td>
<td>Unlimited access</td>
<td>N/Rc (content not yet developed)</td>
<td>Yes (content not yet developed)</td>
<td>2-week intervention period</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Amorim et al [27]d</td>
<td>App, accessed via computer or smartphone</td>
<td>Unlimited access, no recommendations on frequency or duration</td>
<td>N/Rc (content not yet developed)</td>
<td>User reports PA6 levels, pain intensity, and disability</td>
<td>No</td>
<td>6-month intervention period</td>
<td></td>
</tr>
</tbody>
</table>

aC: control group.
bI: intervention group.
cN/R: not reported.
dProtocol paper, no data available.
ePA: physical activity.
fInformation given in the protocol but not stated in the RCT report.
gAttrition rates reported as number of completed cases in relation to the total number of participants randomized to the group.

was only included as a key component in one study. Consequently, no evidence was presented to support effects on physical activity behavioral changes from digital self-management for LBP. This should be a matter for focus for future RCTs in this area. None of the studies showed any evidence of harm from interactive digital interventions. There was no evidence regarding cost-effectiveness of interactive digital interventions.

#### Strengths and Limitations

This systematic review was undertaken by a team with extensive experience in conducting such reviews. We used multiple databases, and a thorough search strategy that was designed iteratively by the research team and an information specialist to account for the 3 different dimensions of the search (back pain, digital interventions, and self-management). The methodological assessment tool used in our systematic review has been specifically developed to assess the risk of bias in RCTs [26], and its constructs are in line with the recommendations of the PRISMA statement [18]. All aspects of data extraction, quality appraisal, and data analysis were carried out independently by two researchers, with a third party available for adjudication in case of disagreements.

The primary limitation of this systematic review is the sparse literature related to our objectives. Due to the sparsity and heterogeneity of the data, a formal meta-analysis was not possible. Additionally, our search was limited to studies published in English, Danish, or Norwegian, which could be construed as a limitation, although there is increasing evidence that this is not a particular problem [39]: six papers were excluded at the abstract screening stage of this review based on language. Finally, gray literature was not included; however, given the nature of this review and that there is no suggestion of publication bias, it is unlikely that this will have any impact on the results.

---
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Comparison With Previous Literature

To the best of our knowledge this is the first systematic review of RCTs of interactive digital interventions for self-management of LBP. However, systematic reviews of Web-based interventions for LBP (not specifically self-management) [16], nondigital self-management for LBP [13], and chronic musculoskeletal pain [40] have been published. The first review suggests that CBT-based approaches and interventions that offer Web-based support may have some effect on reducing pain-related catastrophizing and improving patient attitudes; however, study quality was relatively low and further studies were recommended [16]. Reviews of interventions targeted specifically at self-management have suggested that there is only moderate-quality evidence that self-management has small effects on pain and disability in people with LBP [13,40]. These reviews have not dismissed self-management as a treatment option for LBP, but rather suggested that further research is needed to understand the limitations of self-management and whether or how effectiveness can be increased. In addition, these reviews have suggested that future studies should extend the outcomes of interest to include aspects of self-efficacy, and also consider the impact of the duration of the intervention [13,40], increase the length of follow-up [16], and also consider the impact of such interventions on health care utilization [16].

Similar conclusions have been made in systematic reviews of digital self-management interventions in conditions like asthma [22], hypertension [19], and problematic cannabis use [41]. Tailoring digital interventions to individual patient needs has been advocated to enhance engagement [42]. Our review highlights that although 5 out of 6 of the RCT reports included some form of tailoring, there was a lack of detail on exactly what this involved and the role it played in the outcome of the RCT or in user engagement. Finally, small and very similar effects across types of interventions such as different types of exercises, manual treatment, or acupuncture for people with LBP are well recognized [43]; however, because of the enormous societal impact of LBP and LBP-related disability, these interventions may still have worthwhile effects both at the patient and population level [43,44]. In this context, digital interventions aiming to promote self-management are particularly attractive because they are easy to deliver, inexpensive, and safe.

Study Implications

The populations within the identified studies were predominantly female, white, well-educated, and middle-aged, and thus the wider applicability of digital self-management interventions remains uncertain and therefore further investigation including a broader range of participants is merited. Seven of the 9 included studies specifically aimed to address the self-management of chronic LBP, and thus the usefulness of supporting self-management for acute LBP using digital tools remains underinvestigated; any such interventions for acute LBP would possibly require different advice and support to that offered for chronic LBP, as directed in clinical guidelines [10,11]. In addition, the absence of any health economics data was surprising and certainly needs to be addressed in future studies. There were a number of areas of reporting that were identified as deficient in the majority of studies in this systematic review. This suggests that going forward greater adherence to published guidelines that have recommended increasing focus on reporting of the technical aspects of the digital intervention as well as reporting the content of the intervention and its theoretical underpinnings [38,45] would be valuable. Finally, there is growing evidence that tailoring of digital interventions may be an important ingredient for success [42], and this will be an important issue to address in future RCTs of digital interventions aimed at promoting self-management of LBP. We are aware of at least one such study currently underway [46,47].

Conclusions

Our review has highlighted that the published literature is extremely heterogeneous and that digital intervention studies for LBP are generally poorly described. The literature provides insufficient detail regarding target and participating populations, and intervention components, theoretical underpinnings, and the rationale for the wide variety of outcome measures used. This makes it difficult to gain a clear impression of what might work best, for whom and in what circumstances. It is clear that the existing evidence has not yet proven the wider utility of digital interventions for self-management of LBP for the population at large, a knowledge gap that future research should address by better characterizing participants and interventions in a way that would allow replication and by providing clear rationales for intervention components and outcome measure selection.
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Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPI:</td>
<td>Brief Pain Inventory</td>
</tr>
<tr>
<td>CBT:</td>
<td>cognitive behavioral therapy</td>
</tr>
<tr>
<td>CDSR:</td>
<td>Cochrane Database of Systematic Reviews</td>
</tr>
<tr>
<td>CENTRAL:</td>
<td>Cochrane Central Register of Controlled Trials</td>
</tr>
<tr>
<td>CEQ:</td>
<td>Credibility and Expectancy Questionnaire</td>
</tr>
<tr>
<td>CES-D-100:</td>
<td>Centre for Epidemiologic Studies Depression Scale</td>
</tr>
<tr>
<td>CINAHL:</td>
<td>Cumulative Index to Nursing and Allied Health Literature</td>
</tr>
<tr>
<td>CO-OP:</td>
<td>Primary Care Cooperative Information Project</td>
</tr>
<tr>
<td>CPCi:</td>
<td>Chronic Pain Coping Inventory</td>
</tr>
<tr>
<td>DARE:</td>
<td>Database of Abstracts of Reviews of Effects</td>
</tr>
<tr>
<td>DASS:</td>
<td>Depression/Anxiety and Stress Scale</td>
</tr>
<tr>
<td>DCS:</td>
<td>Decisional Conflict Scale</td>
</tr>
<tr>
<td>DoPhER:</td>
<td>Database of Promoting Health Effectiveness Reviews</td>
</tr>
<tr>
<td>FABQ:</td>
<td>Fear Avoidance Belief Questionnaire</td>
</tr>
<tr>
<td>GAS:</td>
<td>Goal Attainment Scale</td>
</tr>
<tr>
<td>heiQ:</td>
<td>Health Education Impact Questionnaire</td>
</tr>
<tr>
<td>HTA:</td>
<td>Health Technology Assessment</td>
</tr>
<tr>
<td>IPAQ:</td>
<td>International Physical Activity Questionnaire</td>
</tr>
<tr>
<td>LBP:</td>
<td>low back pain</td>
</tr>
<tr>
<td>MPI:</td>
<td>Multidimensional Pain Inventory Interference Scale</td>
</tr>
<tr>
<td>NMR:</td>
<td>Negative Mood Regulation scale</td>
</tr>
<tr>
<td>NRS:</td>
<td>Numerical Rating Scale</td>
</tr>
<tr>
<td>NTNU:</td>
<td>Norwegian University of Science and Technology</td>
</tr>
<tr>
<td>ODQ:</td>
<td>Oswestry Disability Questionnaire</td>
</tr>
<tr>
<td>ODI:</td>
<td>Oswestry Disability Index</td>
</tr>
<tr>
<td>PA:</td>
<td>physical activity</td>
</tr>
<tr>
<td>PAM:</td>
<td>Patient Activation Measures</td>
</tr>
<tr>
<td>PCS:</td>
<td>Pain Catastrophizing Scale</td>
</tr>
<tr>
<td>PDMS:</td>
<td>Preparation for Decision Making Scale</td>
</tr>
<tr>
<td>PEI:</td>
<td>Patient Enablement Instrument</td>
</tr>
<tr>
<td>PETS:</td>
<td>Problematic Experiences of Therapy Scale</td>
</tr>
</tbody>
</table>
PGIC: Patient Global Impression of Change
PRISMA: Preferred Reporting Items for Systematic Reviews and Meta-Analyses
PSES: Pain Self-Efficacy Scale
RCT: randomized controlled trial
RMDQ: Roland-Morris Disability Questionnaire
SD: standard deviation
SES: socioeconomic status
SOPA: Survey of Pain Attitudes
SPS: Stanford Presenteeism Scale
TSK: Tampa Scale of Kinesiophobia
TROPHI: Trials Register of Promoting Health Interventions
TSP: Tampa Scale of Pain
VAS: visual analogue scale
WLQ: Work Limitations Questionnaire
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Abstract

Background: Adequate self-management is the cornerstone of type 2 diabetes treatment, as people make the majority of daily treatment measures and health decisions. The increasing prevalence of type 2 diabetes mellitus (T2DM) and the complexity of diabetes self-management demonstrate the need for innovative and effective ways to deliver self-management support. eHealth interventions are promoted worldwide and hold a great potential in future health care for people with chronic diseases such as T2DM. However, many eHealth interventions face high dropout rates. This led to our interest in the experiences of participants who dropped out of an eHealth intervention for adults with T2DM, based on the Guided Self-Determination (GSD) counseling method.

Objective: In this study, we aimed to explore experiences with an eHealth intervention based on GSD in general practice from the perspective of those who dropped out and to understand their reasons for dropping out. To the best of our knowledge, no previous qualitative study has focused on participants who withdrew from an eHealth self-management support intervention for adults with T2DM.

Methods: A qualitative design based on telephone interviews was used to collect data. The sample comprised 12 adults with type 2 diabetes who dropped out of an eHealth intervention. Data were collected in 2016 and subjected to qualitative content analysis.

Results: We identified one overall theme: “Losing motivation for intervention participation.” This theme was illustrated by four categories related to the participants’ experiences of the eHealth intervention: (1) frustrating technology, (2) perceiving the content as irrelevant and incomprehensible, (3) choosing other activities and perspectives, and (4) lacking face-to-face encounters.

Conclusions: Our findings indicate that the eHealth intervention based on GSD without face-to-face encounters with nurses reduced participants’ motivation for engagement in the intervention. To maintain motivation, our study points to the importance of combining eHealth with regular face-to-face consultations. Our study also shows that the perceived benefit of the GSD eHealth intervention intertwined with choosing to focus on other matters in complex daily lives are critical aspects in motivation for such interventions. This indicates the importance of giving potential participants tailored information about the aim, the content, and the effort needed to remain engaged in complex interventions so that eligible participants are recruited. Finally, motivation for engagement in the eHealth intervention was influenced by the technology used in this study. It seems important to facilitate more user-friendly but high-security eHealth technology. Our findings have implications for improving the eHealth intervention and to inform researchers and health care providers who are organizing eHealth interventions focusing on self-management support in order to reduce dropout rates.
Introduction

EHealth interventions are promoted worldwide and hold a great potential in future health care for people with chronic diseases such as type 2 diabetes mellitus (T2DM). However, many eHealth interventions face adoption problems and high dropout rates [1-5]. This led to our interest in the experiences of participants who withdrew from an eHealth intervention for adults with T2DM at general practices in Norway.

Diabetes is a chronic disease affecting an estimated 415 million people worldwide. Most of them have T2DM and its prevalence is rapidly increasing [6]. People living with diabetes are recommended to engage in multiple self-care behaviors such as taking medications, following a diet, engaging in regular physical activity, and self-monitoring, in addition to problem-solving and coping [7]. These are all aspects of diabetes self-management and essential to blood glucose control for the prevention of long-term complications. Many people with T2DM find adequate self-management difficult to achieve and maintain [8]. Some of the recommended self-management behaviors do not coincide with peoples’ priorities and desire for a “normal life.” They may differ from people’s habits and preferences and be perceived as burdensome [9,10]. Research indicates that only 1 in 8 patients with T2DM achieve the recommended treatment goals of glycemic control, cholesterol, and blood pressure [11]. Consequently, to achieve adequate self-management and optimal treatment outcomes, many patients need support from a health care professional. Given the increasing prevalence of T2DM, there is a need for innovative and effective ways to deliver self-management support interventions for people with T2DM. EHealth self-management support interventions can assist people with adopting and maintaining behaviors needed for adequate diabetes self-management [12-14].

Secure messaging is an EHealth technology that facilitates personal and interactive communication between health care providers and patients. A systematic review of participatory Web-based interventions found that asynchronous communication tools such as secure messaging was experienced as particularly useful for self-management support [2]. Such communication between patients and health care providers seems to improve effects and adherence in EHealth interventions [15-17]. Moreover, previous research has addressed the need for theory-based EHealth interventions for T2DM [14]. Theory-based interventions are valuable as they inform intervention strategies. These strategies translate into key components of the interventions that can be applied and assessed, thus facilitating explanation of observed effects or lack thereof [18,19].

As a response to the need for effective and theory-based interventions for people with T2DM, we adapted the self-management support intervention Guided Self-Determination (GSD) for T2DM [20], as an eHealth intervention via secure messaging in general practices (Table 1 and Textbox 1). GSD is a counseling approach founded on the self-determination theory (SDT). This theory proposes that in order to foster autonomous motivation for engagement in activities, it is important to support individuals’ basic psychological needs for autonomy, relatedness, and competence [21]. The GSD intervention aims to support diabetes self-management by empowering self-determined goal-setting and competence-building [22,23]. The intervention is described in more detail in the Methods section.

Some eHealth interventions show dropout rates of up to 80% [3-5]. A systematic review, exploring Web-based interventions designed to support and promote diabetes education and health behavior change for management of T2DM, similarly shows that intervention-engagement and usage declined over time. About half of the interventions focused on support and coping skills, and the most targeted behaviors were physical exercise, diet, and blood glucose self-monitoring [15]. A meta-analysis of the effectiveness of Web-based tools for people with diabetes suggests that participants’ difficulties in understanding the use of Web-based interventions led to higher dropout rates [24]. Moreover, a study investigating adherence to a Web-based intervention to support diabetes self-management through components derived from social cognitive theory (such as modeling-videos, information, and tools to monitor own target behavior), indicates that Web-based trials should plan for a 50% dropout rate in the first month of the intervention [25]. In a 2016 study, close to every second patient did not log on more than once to a personal health record with self-management support and personal feedback for patients with T2DM. Only five of 132 participants used the eHealth self-management support program with goal setting and action planning functionality. Three out of these five took advantage of the personal feedback offered by the health psychologist [26].

Dropout and nonuse are thus major challenges in EHealth interventions, including those offering self-management support and personalized feedback. This makes it imperative to explore experiences of such interventions among people who drop out. To the best of our knowledge, no previous study has conducted qualitative interviews with participants who dropped out of an EHealth counseling intervention designed to support self-management for people with T2DM. The aim of this study was therefore to explore experiences with the EHealth intervention based on GSD from the perspectives of those who dropped out and to provide insight into their reasons.
Table 1. Overview of the Guided Self-Determination counseling for adults with type two diabetes and the reflection sheets.

<table>
<thead>
<tr>
<th>Consultations</th>
<th>Focus</th>
<th>Reflection sheets</th>
</tr>
</thead>
<tbody>
<tr>
<td>The first session at the GP’s office</td>
<td>Preparing for subsequent consultations</td>
<td>Invitation to work together</td>
</tr>
<tr>
<td></td>
<td></td>
<td>The HbA\textsubscript{1c} measurement</td>
</tr>
<tr>
<td>eConsultation 1</td>
<td>Your life with diabetes</td>
<td>RS \textsuperscript{1}a. Important events and periods in your life</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RS \textsuperscript{1}b. At present, what do you find difficult about living with diabetes?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RS \textsuperscript{1}c. Unfinished sentences – your needs, values, habits and opportunities</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RS \textsuperscript{1}d. A picture, metaphor or expression of your life with diabetes</td>
</tr>
<tr>
<td>eConsultation 2</td>
<td>Focus for change</td>
<td>RS \textsuperscript{2}a. Room for diabetes in your life</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RS \textsuperscript{2}b. Your plans for changing your way of life</td>
</tr>
<tr>
<td>eConsultation 3</td>
<td>Work with changes</td>
<td>RS \textsuperscript{3}a. Clarification of challenge in your life with diabetes</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RS \textsuperscript{3}b. Previous problem-solving: thoughts, feelings, goals, and actions</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RS \textsuperscript{3}c. Dynamic problem-solving</td>
</tr>
<tr>
<td>eConsultation 4</td>
<td>Changes in daily life</td>
<td>RS \textsuperscript{4}a. Blood glucose self-monitoring and your reasons for self-monitoring</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RS \textsuperscript{4}b. New strategies and long-term plan for change</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RS \textsuperscript{4}c. Dynamic judgment of current and future problem solving</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RS \textsuperscript{4}d. «Pros and cons»</td>
</tr>
</tbody>
</table>

\textsuperscript{a}GP: general practitioner.
\textsuperscript{b}HbA\textsubscript{1c}: glycosylated hemoglobin.
\textsuperscript{c}RS: reflection sheet.

Textbox 1. The Web portal.

The secure messaging service was provided by the portal MinJournal. The secure messaging system at the portal demands login with electronic identification (BankID), providing the highest level of security (security level 4). Norwegian law requires this for Web-based sensitive information transfer, such as asynchronous communication between patients and health care personnel. This platform is already in use in Norwegian health care.

Methods

Design

We used a qualitative design and collected data by means of individual telephone interviews with participants who withdrew from the GSD eHealth intervention.

Description of the Guided Self-Determination (GSD) eHealth Intervention

General practice was chosen as an applicable intervention site because general practitioners (GPs) and registered nurses working with GPs are primarily responsible for health care for T2DM in Norway. The GSD eHealth intervention was delivered in addition to regular care. Regular care consists of structured annual consultations with a GP and nurse, as well as recommended routine measurement of glycosylated hemoglobin (HbA\textsubscript{1c}) and consultations with a GP every 3-4 months, or individually adapted [20,27].

The aim of the GSD intervention was to support diabetes self-management. The participants answer questions on reflection sheets, and the themes addressed are then discussed with the nurse [28]. Table 1 shows an overview of the 4 eConsultations and topics of the 13 reflections sheets used in the GSD eHealth intervention for T2DM.

In this study, 4 trained nurses experienced in diabetes care at general practices delivered the GSD eHealth intervention over 12 to 35 weeks from August 2015 to April 2016. To establish a relationship, the nurse and patients initially met face-to-face at the GPs office. The nurse explained the aim of the GSD counseling, how to work with the reflection sheets (Table 1), and how to log on to the Web portal to use the secure messaging system (Textbox 1). All patients received a manual describing how to use the portal, the process of downloading and uploading portable document formats (PDFs) to the secure messages, how to fill out the reflection sheets, and send secure messages. After this initial meeting, the patients and nurses were to conduct 4 eConsultations, each consisting of 2 to 4 message exchanges. The patients were to complete the reflection sheets belonging to each eConsultation at home on their own electronic device, using their own words to express and reflect on their experiences and difficulties with diabetes management in daily life. They also formulated goals and plans for self-management. The reflection sheets were sent to their nurses via secure messages. The purpose of the reflection sheets were to facilitate situational reflection and improve communication to enable autonomous problem-solving, goal setting, and action planning (Table 1) [23]. The nurses responded with written feedback to the participants’ reflections.

Recruitment

Overall, 18 people invited by nurses at 4 general practices in southwestern Norway agreed to participate in the GSD eHealth intervention. However, 13 of these 18 eventually left the intervention. The nurses who conducted the intervention invited...
the participants who had dropped out to take part in telephone interviews with a researcher. One person declined and 12 agreed.

Data Collection
Data were collected through telephone interviews in the spring of 2016. Telephone interviews are useful for collecting qualitative data and are considered less time- and energy-consuming for participants than face-to-face interviews [29,30]. The first author performed all interviews according to a semistructured interview guide. The main question invited the participants to speak freely and was expressed this way: “What was your experience with the GSD eHealth counseling intervention?” Supplementary questions were asked during the conversation to invite clarification and elaboration. Examples were “When and why did you quit the intervention?” “What were your expectations?” and “How did you experience written communication with your nurse via secure messaging?” The interviews lasted an average of 20 min, were audiotaped, and subsequently transcribed verbatim. In addition, demographic and clinical data were collected by a questionnaire, which the participants completed at the start of the intervention.

Data Analysis
The transcribed interviews were subjected to qualitative content analysis as described by Graneheim and Lundman [31]. All interviews were the unit of analysis and were read by 4 members of the research team at the beginning of the analysis process to attain a comprehensive understanding of the data. Meaning units responding to the aim of the study were identified and shortened but with core content preserved. The condensed meaning units were then labeled with tentative codes, after which categories were created by comparing and grouping codes according to similarities and differences. The categories were interpreted and abstracted into a main theme. Next, to strengthen the credibility of the analysis, the research team discussed and revised the codes, categories, and main theme several times until consensus was reached.

Ethical Considerations
The Norwegian Regional Committee for Medical and Health Research Ethics (REK west No.2015/60) approved the study. All participants signed a written consent form and were guaranteed anonymity and the right to withdraw from the study at any time.

Results

Description of Participants
Participant characteristics are presented in Table 2. Of the 18 participants with T2DM recruited to the intervention, 14 were men and 4 were women. Of the 13 participants who dropped out, the majority (n=9) dropped out in the initial stage of the GSD eHealth intervention, before or during the first eConsultation. The last 4 participants withdrew during the third eConsultation (see Figure 1). Eleven of the 18 participants had an HbA1c ≤ 7%, which is the expected treatment goal. The participants who dropped out from the intervention (n=13) did not differ considerably from those who completed the intervention (n=5). However, some small differences were detected; mean HbA1c were 7.1% for the former and 7.7% for the latter. More men withdrew than women. All participants who regulated their diabetes with diet only withdrew from the intervention. Also, the median duration of diabetes was 9 years for those who dropped out and only 2 years for those who completed the intervention.

Figure 1. Dropout graph.
Table 2. Participant characteristics.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>All 18 participants recruited to the intervention</th>
<th>The 13&lt;sup&gt;a&lt;/sup&gt; participants who dropped out of the intervention</th>
</tr>
</thead>
<tbody>
<tr>
<td>Women (n)</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Men (n)</td>
<td>14</td>
<td>11</td>
</tr>
<tr>
<td>Mean age (years, range)</td>
<td>55 (42-73)</td>
<td>57 (44-73)</td>
</tr>
<tr>
<td>Mean HbA&lt;sub&gt;1c&lt;/sub&gt;&lt;sup&gt;b&lt;/sup&gt; (%) (range)</td>
<td>7.3 (5.8-10.0)</td>
<td>7.1 (5.8-10.0)</td>
</tr>
<tr>
<td>Median diabetes duration (years, range)</td>
<td>9 (2-15)</td>
<td>9 (2-15)</td>
</tr>
<tr>
<td>Living situation (n)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alone</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>With family</td>
<td>14</td>
<td>10</td>
</tr>
<tr>
<td>Educational status (n)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Higher education &gt;4 years</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Higher education &lt;4 years</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>Upper secondary education</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>Primary school</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Occupational status (n)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Working full-time</td>
<td>15</td>
<td>10</td>
</tr>
<tr>
<td>Retirement pensioner</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Receiver of disability benefit</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Diabetes treatment (n)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diet</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Oral or other medications</td>
<td>11</td>
<td>7</td>
</tr>
<tr>
<td>Insulin</td>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>

<sup>a</sup>12 were interviewed in this study.
<sup>b</sup>HbA<sub>1c</sub>: glycosylated hemoglobin.

**Overview of Findings**

The analysis resulted in identification of one theme related to experiences of the participants who dropped out of the GSD eHealth intervention: losing motivation for intervention participation. This theme described how motivation for participating in the intervention was influenced by some discouraging experiences. It was based on four categories: (1) frustrating technology, (2) perceiving the content as irrelevant and incomprehensible, (3) choosing other activities and perspectives, and (4) lacking face-to-face encounters. These categories are presented below and illustrated with quotations to facilitate transparency of interpretation. The quotations are attributed to the participants [P1-P12] to demonstrate their experiences and opinions.

**Frustrating Technology**

This category focuses on how participants felt frustrated by the technology used in this eHealth intervention. Initially, participants reported being receptive to participating in the GSD eHealth intervention. They valued the time and resource-saving potential of electronic communication with their nurse. However, they described difficulties in navigating the Web page due to errors with the portal and perceived the Web solution as time-consuming and tiring:

*There was just too much trouble with it (the web page). In the end, I just gave up trying. Had it only been easier... [P12]*

Participants stated that it was cumbersome to download and save the PDFs before filling out the reflection sheets. They would have preferred completing the reflection sheets directly on the Web page. Participants also experienced Web page errors, for instance downtime, login problems, alerts from the firewall that it was an insecure Web page (which it was not), or that the nurse had not received the messages they sent. Some described being irritated and frustrated by technological problems. They pointed out that the Web solution bothered them when they were unable to send secure messages:

*I answered the questions and tried to send, but it did not send. I tried several times, and I could not do it. This made the whole thing stressful for me...I bothered myself with it because I did not understand it and was not able to send anything. It was a bit silly, but it bothered me a lot, that I didn’t get it...I feel like those kinds of things could be manageable, those forms,*
Although most participants experienced some challenges with the Web solution, some considered the problems minor. They said having to resend undelivered messages and change the browser to access the Web page were acceptable difficulties in an eHealth intervention.

Perceiving the Content as Irrelevant and Incomprehensible

Some participants did not see the content of the GSD as tailored to their needs and expectations for a diabetes self-management intervention. They expressed that they lost interest after reading some of the first issues raised in the reflection sheets because they could not familiarize themselves with these issues and did not consider the content relevant to their diabetes. As one participant noted:

I felt as if some constellations were made that I could not familiarize myself with. I live a completely normal life really; it’s just the food, and the blood glucose level that makes me attend to it. But I have managed to adapt to the situation. And I keep adapting more gradually...I felt that it didn’t suit me. [P3]

The participants who reached the third eConsultation worked with reflection sheets intended to stimulate people to reflect on their goals and diabetes self-management behaviors. However, the purpose of these reflection sheets was described as difficult to understand:

When I came to “dynamic problem-solving” I started losing interest. I wondered: what do you want here? What method is this? I did not understand the purpose behind the form. [P9]

Moreover, some of the participants stated that they did not fully understand what the intervention entailed when they signed up for it. Three of them said that they would prefer being able to send messages in free text to their nurse on their own schedule, instead of participating in a structured counseling intervention.

Choosing Other Activities and Perspectives

This category concerns the participants’ narratives of more important priorities in their lives than the GSD eHealth intervention. Examples were other illnesses that needed more attention and other personal or work-related responsibilities. Daily life consisted of many complex tasks and commitments:

I am quite busy. I work full time and I really like to read. I have so much reading material, and I am active in politics as well. I have so much to read, so that just going online and having to spend much time there...It took too much of my time. Therefore, I felt it was a bit like...I didn’t like that so much. I felt it took too much time. [P11]

Going on the Web and engaging in the GSD eHealth intervention seemed to be considered less important than other matters requiring their attention, and the participants therefore chose to minimize their engagement with it:

It was the required time that did it. Some of the questions also, but that was not the main reason. It was more that it became a bit too much on top of everything else, having to sit down and spend time there, and remember to send and, yeah...There was too much else that had to be paramount somehow. Therefore, I simply had to downgrade it. [P5]

Choosing not to focus on diabetes was also mentioned. Being uncomfortable with the issues raised in the reflection sheets or feeling pathologized by the demanding questions were articulated. Wanting to focus on living their life illustrates this perspective:

Because I feel healthy, and I do not want to be sick. But I am sick. Therefore I do have to look after it in the long run. But there is something in my head that I can’t seem to get right...I have a diagnosis, but I do not run around being sick. I can explain some of this. My diet is what is wrong, or my life situation towards it (the diabetes). But I want to live as well. There is a limit there somewhere [P9]

Lacking Face-to-Face Encounters

This category concerns the experience of lack of dialogue and a preference for face-to-face encounters with their nurse:

I would miss sitting down, see each other, and talk to each other. Because I’m not so into all the electronic communication. I really like to sit down and see the person I’m talking to. [P4]

Meeting the nurse in person was emphasized as a motivating experience. One participant felt more obligated to try to reduce HbA1c, for example, when communicating with the nurse in person. Participants also stated that answering questions verbally was easier than writing down the answers, and that they would rather speak with the nurse in their regular consultations with the nurse. The following quotation illustrates this preference:

I think it is a lot better to sit and talk with her (the nurse) right in front of me. You know, and then we can discuss things and talk a little bit like that...And if there is any misunderstanding we can ask when we’re sitting right next to each other. [P8]

In addition, having eConsultations without a scheduled appointment with the nurse was considered less binding than regular health consultations:

It was allocating the time to it I had problems with...Although committing to answer, it does not have the same “disciplining” effect that one gets by meeting up at the doctor’s office. [P5]

At the same time, some participants emphasized that written messages could improve communication with the nurse by enabling carefully considered answers. They valued the ability to read and reflect upon the questions before answering:

The information you are able to provide about your health condition is much more thorough and better over the internet, when you sit and think through what you are going to answer and how to answer and that kind of thing. Than meeting up at the GP’s office. [P12]
Some of the participants insisted that they were accustomed to electronic and written communication. They appreciated the potential benefits of digital communication in health care, and some of them even preferred it, given they had the need for it. They mentioned that asynchronous digital communication could be time- and resource-saving. A combination of eHealth and regular encounters with the nurse was suggested as preferable when conducting the GSD, compared with merely written communication via secure messages.

Discussion

Principal Findings
This study provides insight into experiences with an eHealth intervention based on GSD from the perspective of those who dropped out and into their reasons for dropping out. Our findings indicate that the GSD eHealth intervention without face-to-face encounters influenced the participants’ motivation for the intervention negatively and resulted in dropout. Other factors that diminished their motivation pertained to choosing other activities and perspectives in their lives, perceiving the content as irrelevant, and the technology as frustrating. We discuss these findings considering earlier research and in relation to the dimensions of autonomy, relatedness, and competence proposed by the SDT as important to develop and maintain autonomous motivation.

Comparison With Prior Work

Interventions With or Without Face-to-Face Encounters
Our findings indicate that participants missed face-to-face encounters with the nurse when communicating asynchronously via secure messages in the GSD eHealth intervention. They stated that they found it easier to discuss a variety of issues with the nurse and avoid misunderstandings when meeting face-to-face. Secure messages may have advantages for patient-nurse communication, such as efficient communication at convenient points of time in addition to the ability to think about the message before replying. However, our findings show the importance of acknowledging the drawbacks of written communication, such as the lack of nonverbal communication and the inability to ask immediate follow-up questions. Earlier research has demonstrated that support provided by clinicians via email enhanced adherence in eHealth interventions [32]. In contrast, our findings suggest that written communication alone is not experienced as motivating enough and that additional face-to-face encounters would have been preferred.

This could relate to the SDT, which proposes that a sense of relatedness is essential for motivation [21,33]. If people feel connected to their nurse in a warm, positive, and interpersonal manner, they may become more autonomously motivated to engage in health-related activities such as the GSD eHealth intervention [34]. Written communication via secure messages may not have been conducive to this sense of relatedness. Furthermore, we propose that our findings have some bearing on a previous study that suggests that the people with T2DM who presumably benefit the most from eHealth facilities actually use it the least [35]. This study furthermore suggests that patients’ motivation to improve T2DM self-management is not sufficiently supported by eHealth facilities. This might have been the case for some of our participants. Combining eHealth with regular consultations has been suggested by earlier research as a promising way to improve engagement and reduce attrition [26]. Some of our participants also suggested that this would improve the GSD eHealth solution.

Moreover, our findings suggest that the current eHealth intervention was seen as less important when the participants had to engage in it on their own time and had no standing appointment with the nurse. This could reflect that asynchronous Web-based health consultations are regarded as less obligatory than regular health consultations with a scheduled appointment. This adds to findings from a recent study suggesting that planning for human support and interaction could be essential to upkeep motivation and use of digital interventions [36]. eHealth combined with regular consultations may be an important topic in future research, to facilitate the personal relationship between the participants and the health care personnel needed to motivate those who truly need and could benefit from self-management support interventions.

Lack of Perceived Value of the Intervention
Our findings indicate that participants had commitments that required more attention than diabetes and the GSD eHealth intervention. This was illustrated by narratives of other illnesses or daily responsibilities and competing life demands that required focus and reduced their motivation for participation. According to the SDT, the value people place on various activities affects their motivation [33]. Autonomous motivation is supported if people identify with behaviors or tasks, or place a value on projected results of behaviors [34]. If engaging in an eHealth intervention is not perceived valuable, people will not prioritize it. This intertwines our findings that when participants perceived the content irrelevant to their needs and expectations, the intervention was not perceived as valuable as other matters. Our findings relate to a previous investigation withdrawal from a telehealth intervention, revealing that the most frequent reason for withdrawal was that the participants did not perceive any benefit in using the telehealth service (eg, submitting their blood glucose readings to staff in local monitoring centers) [37]. One explanation for the lack of perceived value of the intervention is that some participants in our study said they already controlled their diabetes well, that they did not consider themselves as sick, or did not want to focus too much on diabetes in their daily lives. More than half of the participants had acceptable levels of HbA1c prior to start, reaching the expected treatment goal of ≤ 7%. This could explain why they did not perceive a need for the intervention. Another explanation could be that even though their nurse deemed them suitable candidates for the intervention, they themselves did not want to put diabetes “up front.” They were uncomfortable with, or regarded the issues raised in the reflection sheets as too demanding. Others preferred to focus on living their lives, not on the diabetes.

Patients’ perspective of “wellness-in-the-foreground” has been addressed in the shifting perspectives model, describing that people with chronic illness varies their attention of their disease [38]. Complex lives and competing priorities are important factors for developers to consider when designing “real-world”
eHealth interventions for diabetes self-management support, to create successful engagement strategies and approaches that are likely to reach and engage the target population.

Some participants did not see the relevance of the structured reflection sheets in the GSD eHealth intervention as relevant to them. This matter relates to the discussion of the consequences for motivation when an activity is not perceived as valuable enough and could indicate that the current intervention, with its complex aspects and delivery method, is not suitable for all participants. These findings can have two possible explanations. First, the reflection sheets address aspects of people’s lives and emotions which may differ from what the participants are accustomed to and what they expect from communication with their nurse. The patients are asked to reflect on their challenges and make a plan for ideal problem solving (Table 1), which may differ from the traditional health care for people with diabetes, which are more concerned with education and information [7]. As the approach differs, it seems important to provide potential participants tailored information about the aim, the content, and the effort needed to remain engaged in the GSD intervention in order to recruit eligible participants who want to take part in and value such an intervention. Second, filling out reflection sheets electronically and communicating in writing could affect participants’ perception of the purpose and value of the questions. The intervention aims to support each individual’s autonomous goal setting and action planning [23], which are key features in self-management support interventions for people with diabetes. However, it was designed for face-to-face meetings. Perhaps the issues raised in the reflection sheets are so complicated that some participants would benefit from verbal explanation and discussion.

Technology
Previous research addresses technical problems as a continuous challenge in eHealth interventions resulting in high dropout rates [17,39]. Intelligible and user-friendly technology is imperative to maintain engagement and achieve benefits from digital health interventions [40]. Our findings concerning frustrating technology may therefore not be surprising. However, it is still important to address this issue, as most of our participants described difficulty with the technological solution. This finding may reflect that the demand for security level 4 (seeTextbox 1) on patient-provider communication solutions is a barrier to engagement in such interventions. In addition, conducting the intervention depended on participants being able to download and upload PDFs to secure messages, which many participants found cumbersome. Our findings thus indicate that the eHealth technology offered in this study was not sufficiently user-friendly. Earlier research exploring patients’ experiences with a diabetes self-management portal reveals technical challenges such as slow Internet access and time-consuming and difficult data entry as barriers to use. Improving the convenience of Web portals seems important to improve usability and reduce attrition [41]. Our findings add to this evidence, indicating that there is still a large potential for improvement in eHealth product design to ensure technology that patients will engage in and use. The frustrating technology may have thwarted the participants’ sense of competence in managing the Web solution, and thus, reduced their engagement with the intervention. This points to the importance of facilitating more user-friendly but high security-level eHealth technology that would support users’ sense of competence in managing the solution, and thus, increase their autonomous motivation for intervention engagement. However, experiencing a sense of competence supports autonomous motivation only when accompanied by self-determination [42]. This underlines the importance of creating successful engagement strategies and developing approaches that are likely to reach and engage the target population that can identify with or place a value on the projected results of engagement in the intervention.

Strengths and Limitations
The findings from this study may serve as a basis for future research aimed at broadening our understanding of the dynamics of withdrawing from eHealth interventions. However, generalizations from this small and situational study are not possible, nor are they intended. Out of 13 participants who dropped out of the intervention, 12 agreed to be interviewed. Although this could be considered a small sample, it is a strength of this study that most of the participants who dropped out were willing to be interviewed. The semistructured interview guide allowed the participants to express their genuine experiences, providing rich data. As the interviewer had no relationship with the participants, the participants might have felt more comfortable being candid. However, we cannot rule out the possibility that the nuances of face-to-face interaction are lost so that misleading information may not be detected [30]. Moreover, to reinforce the credibility of the data collection, the same researcher conducted all interviews. The findings and interpretations were discussed by a group of researchers, which also reinforced the credibility of the analysis.

A limitation that should be mentioned was the uneven gender distribution of the participants in this study. Initially, 14 men and 4 women were included, of which only 10 men and 2 women were interviewed. In relative terms, more men than women withdrew from the intervention. eHealth interventions may be used and experienced differently by men and women. A systematic literature review argues that there are gender differences in needs, preferences, and Web-based communication styles when engaging in Web-based health communication [43]. The dropout rate and the results of this study might have been different had we been able to include more women in the intervention. However, as this is a small sample, these are only speculations, and we cannot draw any definitive conclusions. Another limitation was interviewing only participants. Data from the study nurses about their experiences of conducting the intervention and their explanations concerning why patients left the intervention could have introduced other perspectives and improved our understanding of why some participants withdrew from the intervention.

Conclusions
Our findings indicate that the eHealth intervention based on GSD without face-to-face encounters with nurses reduced participants’ motivation for engagement in the intervention. To maintain motivation, our study points to the importance of combining eHealth with regular face-to-face consultations. Our study also shows that the perceived benefit of the GSD eHealth
Intervention intertwined with choosing to focus on other matters in complex daily lives are critical aspects in motivation for such interventions. This indicates the importance of giving potential participants tailored information about the aim, the content, and the effort needed to remain engaged in complex intervention so that eligible participants are recruited. Finally, motivation for engagement in the eHealth intervention was influenced by the technology used in this study. It seems important to facilitate more user-friendly but high-security eHealth technology. Our findings have implications for improving the eHealth intervention and to inform researchers and health care providers who are organizing eHealth interventions focusing on self-management support, in order to reduce dropout rates.
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Abstract

Background: Worldwide, nearly 3 million people die of chronic obstructive pulmonary disease (COPD) every year. Integrated disease management (IDM) improves disease-specific quality of life and exercise capacity for people with COPD, but can also reduce hospital admissions and hospital days. Self-management of COPD through eHealth interventions has shown to be an effective method to improve the quality and efficiency of IDM in several settings, but it remains unknown which factors influence usage of eHealth and change in behavior of patients.

Objective: Our study, e-Vita COPD, compares different levels of integration of Web-based self-management platforms in IDM in three primary care settings. The main aim of this study is to analyze the factors that successfully promote the use of a self-management platform for COPD patients.

Methods: The e-Vita COPD study compares three different approaches to incorporating eHealth via Web-based self-management platforms into IDM of COPD using a parallel cohort design. Three groups integrated the platforms to different levels. In groups 1 (high integration) and 2 (medium integration), randomization was performed to two levels of personal assistance for patients (high and low assistance); in group 3 there was no integration into disease management (none integration). Every visit to the e-Vita and Zorgdraad COPD Web platforms was tracked objectively by collecting log data (sessions and services). At the first log-in, patients completed a baseline questionnaire. Baseline characteristics were automatically extracted from the log files including age, gender, education level, scores on the Clinical COPD Questionnaire (CCQ), dyspnea scale (MRC), and quality of life questionnaire (EQ5D). To predict the use of the platforms, multiple linear regression analyses for the different independent variables were performed: integration in IDM (high, medium, none), personal assistance for the participants (high vs low), educational level, and self-efficacy level (General Self-Efficacy Scale [GSES]). All analyses were adjusted for age and gender.

Results: Of the 702 invited COPD patients, 215 (30.6%) registered to a platform. Of the 82 patients in group 1 (high integration IDM), 36 were in group 1A (personal assistance) and 46 in group 1B (low assistance). Of the 96 patients in group 2 (medium integration IDM), 44 were in group 2A (telephone assistance) and 52 in group 2B (low assistance). A total of 37 patients participated in group 3 (no integration IDM). In all, 107 users (49.8%) visited the platform at least once in the 15-month period. The mean number of sessions differed between the three groups (group 1: mean 10.5, SD 1.3; group 2: mean 8.8, SD 1.4; group 3: mean 3.7, SD 1.8; P=.01). The mean number of sessions differed between the high-assistance and low-assistance groups in groups 1 and 2 (high: mean 11.8, SD 1.3; low: mean 6.7, SD 1.4; F1,80=6.55, P=.01). High-assistance participants used more services
Self-efficacy explores the emotional functioning and coping strategies for chronic diseases. Blended care, where digital health and usual care are integrated, will likely lead to increased use of the online platform. Future research should provide additional insights into the preferences of different patient groups.

**Trial Registration:** Nederlands Trial Register NTR4098; http://www.trialregister.nl/trialreg/admin/rctview.asp?TC=4098 ( Archived by WebCite at http://www.webcitation.org/6qO1hqiJ1)
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**Introduction**

Chronic obstructive pulmonary disease (COPD) is a slowly progressive lung disease and one of the main causes of morbidity and mortality in high-, middle-, and low-income countries [1]. Worldwide, nearly 3 million people die of COPD every year; in 2012, this was equal to approximately 6% of all deaths globally [2,3].

According to current COPD guidelines, symptoms and airflow obstruction should be monitored regularly to guide modification of treatment and for early identification of complications [4,5]. Routine monitoring should contribute to achieving management goals in COPD (ie, to delay disease progression and alleviate its manifestations). The most important primary care objective should be to improve quality of life (QoL) [6].

In the past decade, integrated disease management (IDM) was introduced as a means of improving quality of care. An IDM program for COPD consists of different components of care in which various health care providers cooperate on education, exercise, behavioral therapy, smoking cessation, medication, nutrition advice, and follow-up. The responsibility for the program lies largely with the health care professional, with a modest role for the patient. For people with COPD, IDM not only improves disease-specific QoL and exercise capacity, but it can also reduce hospital admissions and hospital days per person [7].

**Self-Management of Chronic Obstructive Pulmonary Disease**

Self-management of COPD has been introduced as an effective method to improve the quality and efficiency of IDM, and to reduce health care costs [8-10]. Interventions to support self-management have shown reductions in hospital admissions and fewer sick days as a result of exacerbations [11,12]. The core components of self-management include education, eliciting personalized goals, psychological coping strategies, formulating strategies to support adherence to treatment, and behavioral change, together with practical and social support [13,14]. Chronically ill patients who have experience with person-centered, high-quality chronic illness care that focuses on patient activation, decision support, goal setting, problem solving, and coordination of care are better self-managers [15]. Self-efficacy explores the emotional functioning and coping skills of an individual and is thought to be a strong predictor of health behavior of COPD patients; the General Self-Efficacy Scale (GSES) tool is a reliable and sensitive measure of self-efficacy for patients with COPD [16].

**eHealth Interventions**

Generally, eHealth interventions are effective in stimulating self-management because they allow patients to better cope with their illness at the time/place of their choosing, enabling them to adapt their lifestyle to their condition, while reducing medical staff consultations [17]. The deployment of eHealth apps facilitates accessibility to health care, which enhances patients’ understanding of their disease, their sense of control, and willingness to engage in self-management [18,19]. Although patients’ attitudes and receptiveness toward eHealth apps are promising in persons of a certain age and education level [20-22], large-scale adoption of self-management and eHealth in daily practice lags behind expectations [23].

Previous eHealth studies have revealed the challenges, barriers, and factors that make successful implementation difficult, yet many questions remain unanswered. Moreover, a major challenge of eHealth in care coordination is to make it beneficial and easy to use for health care providers and patients, otherwise neither will use it [24]. Also, online self-management support needs to be a fully integrated element of IDM. For example, in a Dutch study on adherence to an online self-management app for patients with COPD or asthma, patients tended to use the online application on a regular basis when the health care provider was involved, whereas patients without assistance used the app only sporadically [25]. For barriers related to clinicians, the eHealth evidence base needs strengthening, whereas for primary care practices a learning process (including staff training) needs to be instituted [26]. In addition, it is necessary to more adequately inform patients about the possibilities and consequences of eHealth [27]. Furthermore, poor user-friendliness of Web-based apps and the lack of “push” factors (eg, automated reminders or messages from health care professionals) are a common cause of low usage or decline in usage of Web-based apps [28]. In any eHealth study, a substantial proportion of users drop out before completion, or stop using the app; thus, attrition is a common problem and should be analyzed to provide data for real-life adoption problems [29]. Studies on the use of online self-management...
show that attrition tends to start when users “get lost” in the intervention [28,30].

Preconditions for starting eHealth are (1) it must be well organized within usual care (organizational perspective), (2) it should be beneficial and easy to use for patients (human perspective), and (3) the apps have to be technically sound (technical perspective).

**Design of e-Vita COPD**

Because low usage of eHealth is an ongoing problem, we designed a multilevel study to investigate the implementation of a self-management Web platform to support patients with COPD in primary care [31]. Because the Web platform provides continuous education and contact with health care professionals, it is expected to help patients better recognize and self-manage exacerbations in an early phase, thereby helping to stabilize their health status.

This study, called “e-Vita COPD,” compares three different approaches to incorporating eHealth via Web-based self-management platforms into the integrated disease management of COPD using a parallel cohort design. Also, participants are randomly allocated in two of the cohorts (1 and 2), using the same platform to different levels of personal assistance. All three cohorts incorporated the platforms to different levels; the two levels of personal assistance for patients were a group with high assistance and a group with low assistance. The main aim is to analyze the factors that successfully promote the use of a self-management Web platform for patients with COPD.

From an organizational perspective, our hypothesis is that a self-management Web platform will be better adopted if the platform is an integrated part of IDM, with trained health care professionals who encourage patients to use the platform. From a human perspective, our hypothesis is that a self-management platform will be better adopted by patients if they receive sufficient personal assistance in how to use the platform, and will be better adopted by patients with a higher level of self-efficacy (assessed by GSES) and a higher educational level. From a technical perspective, our hypothesis is that a self-management Web portal will be better adopted if the platform is easy to use and has practical content.

**Methods**

**Study Design**

For this study, we used the CONSORT-EHEALTH checklist that describes how the intervention should be reported [32]. We designed a quality improvement intervention and chose an implementation study [33]. We designed a method to promote the uptake of our research findings into routine primary health care; with this design, we aimed at studying the influences on health care professionals and patient behavior and at evaluating the process by which these effects are achieved.

This research combined different study methods to investigate organizational implementation methods and the net benefits of eHealth interventions from a human, organizational, and technical viewpoint. Full methodological details were reported previously [31]. Figure 1 presents an overview of the combined study design with organizational and technical differences.

**Figure 1.** Design of the e-Vita COPD Study. High, medium, and none refer to the level of integration of the web platform into the patient’s integrated disease management program. A: high assistance; B: low assistance.
Included in the study were three different care groups (groups 1-3) and two Web portals (e-Vita and Zorgdraad). In group 1, the online e-Vita platform was offered as a highly integrated part of the COPD IDM with a tailor-made intensive course program on COPD and eHealth for health care providers and patients. Group 2 had a medium level of integration with a standard basic course program for health care providers and patients. The COPD guidelines in groups 1 and 2 who agreed to use the platform were invited by practice nurses for intake in which they defined a personal health goal together and discussed how and why to use the platform. In group 3, the online platform was offered without integration into disease management; health care providers and patients received instructions from the Web platform itself and received no training on COPD care.

Therefore, group 1 (high) had a high level of integration of the Web platform into their IDM program, group 2 (medium) had a medium level of integration into their IDM program, and group 3 (none) had no integration.

Two different levels of assistance for patients were distinguished within group 1 (high) and 2 (medium): one with a high level of personal assistance and one with a low level of personal assistance. Patients in groups 1 and 2 were randomly subdivided into two groups with high and a low levels of support. Randomization was carried out stratified on the care group (1:1) by computer. In group 1 (high integration-high assistance), a high level of support consisted of two home visits to patients by a research nurse who assisted in the use of the Web portal. In group 2 (medium integration-high assistance), a high level of support consisted of telephone consultation between the patient and a research nurse who explained use of the Web portal. In the low-assistance groups of groups 1 and 2, low-level support consisted of a primary care nurse showing the patient only one time how to use the Web platform, without any follow-up instruction. Patients in group 3 that used the online self-management platform (called “Zorgdraad”) had no active support from health care professionals or research nurses.

Both platforms were provided for the intervention period of 15 months.

Participants
Three health care groups participated in this study. Patients were eligible if they were diagnosed with COPD according to the Global Initiative for Chronic Obstructive Lung Disease (GOLD) criteria (postbronchodilator forced expiratory volume in first second/forced vital capacity <0.7) in accordance with the COPD Guidelines of Dutch general practitioners (GPs) [34] and they were being treated for COPD in primary care. The study aimed to be inclusive rather than exclusive, to achieve high external validity (applicability to daily practice). Patients were excluded if they were unable to fill in questionnaires, had no access to the Internet, had a terminal illness, were immobile, or were severe substance abusers.

Recruitment of Patients and Nonparticipation Analysis
We started by recruiting the primary care groups (groups 1-3). Healthcare professionals decided to participate in this study mainly because they wanted to join a project that offered possible health care improvement. In group 1, this was 19 of 170 GPs (11%); in group 2, 29 of 34 GPs (84%); and in group 3, all 27 GPs (100%).

Patients were invited to participate by letter. When they refused to participate, we defined them as nonparticipants. When participants in the e-Vita study logged in and used the Web platform at least once, we defined them as “users.” Patients were defined as “lost to follow-up” if they did not log on to the platform after signing informed consent and if they did not complete the whole intervention period.

Intervention
The interventions in the three groups consisted of a self-management program including different levels of education for health care professionals, different levels of integration in the COPD care program, and different levels of personal assistance for patients. We used two Web-based platforms (e-Vita in groups 1 and 2, Zorgdraad in group 3) that were very similar, with the same basic features and functionalities. The education, the care programs, and the platforms were specifically designed for COPD patients; their needs and wishes were processed.

The online self-management platform e-Vita is an initiative of the Dutch foundation “Care Within Reach” [35]. The content was created by experts guided by interviews with COPD patients about their thoughts/feelings related to living with COPD and its treatment; the experiences of health care professionals related to the treatment of patients with COPD were also integrated. The main content of the platform consists of insight into personal health data, self-monitoring of health values, education, and a coach for attaining personal goals. The first release of the platform was in January 2014 with an update in May 2015 (which was during the intervention period).

All patients in groups 1 and 2 that used the e-Vita platform had access to a telephonic and digital helpdesk to address any problems. Patients in groups 1 and 2 that used e-Vita received automated online reminders via email from our research team for the self-reported questionnaires and messages.

Patients in group 3 used the online self-management platform Zorgdraad (an initiative of the Dutch foundation Zorgdraad and the diagnostic center Salto). The content was created by experts guided by their experience in treating patients with COPD. The main content of the platform is basic and consists of insight into personal health data, self-monitoring of health values, and education. All patients that used Zorgdraad received automated online reminders via email for the self-reported questionnaires.

System and Services
When logging on (username plus password) for the first time to e-Vita or Zorgdraad, every user saw a pop-up with a brief explanation about e-Vita or Zorgdraad and the services that could be found on the website. After the pop-up, the user was directed to the home page. From there, users were able to access all functionalities of the platform. The log-on procedure of both platforms is based on Dutch security legislation and guidelines (the Dutch Personal Data Protection Act).
The e-Vita platform (Multimedia Appendices 1 and 2) consisted of the following set of interrelated services, which could be accessed via the home page:

1. An online coach for guidance when working on personal goals and planning of the personal actions.
2. Self-monitoring personal health values and self-reported questionnaires, in which users could register the values they measured for the disease-specific health status Clinical COPD Questionnaire (CCQ) [36], the modified Medical Research Council scale (MRC scale) for dyspnea [37], the GSES [38], sociodemographic characteristics, and EuroQol five-dimensions questionnaire on quality of life (EQ-5D) [39].
3. An education module with text and movies about COPD.
4. Extra information about COPD.
5. Information about the team of health care professionals.
6. A module to send and receive messages to the health care professionals.

The Zorgdraad platform (Multimedia Appendix 3) has very basic usability and content, with the following set of interrelated services:

1. Self-monitoring personal health values and self-reported questionnaires, where users can register the same values as in the e-Vita platform.
2. A basic education module with text and movies about COPD.
3. Information about the team of health care professionals.
4. A module to send and receive messages to the health care professionals.

Outcome Measures

Full details on outcome measures were reported previously [31]. The primary outcome of this study was the usage of the online self-management platform: we defined usage as every visit to e-Vita and Zorgdraad that was tracked objectively by collecting log data in log files. We focused on the log data in the intervention period of 15 months. The usage was divided into sessions and services; a session was defined as the total period between logging in and logging out of the system and a service was defined as a focused action within the system, as described for both platforms previously. For every action in e-Vita and Zorgdraad (button clicks, page views, and database transactions), the following information was collected by the Web server and added to a log file: (1) the users’ identification number, (2) time and day of the session, (3) the type of actions (services) taken, and (4) optional additional information about the actions (services). For these analyses, it was important to investigate not only the amount of use, but also the user’s patterns.

Baseline characteristics were extracted from the log files of e-Vita and Zorgdraad, including age, gender, education level, and scores on the CCQ (range 0=very good health status to 6=extremely poor health status), MRC scale (range 1-5), EQ-5D, and GSES.

Data were collected that could plausibly be related to the study outcomes. In the analyses, the organizations of GPs (care groups PreventZorg, Zorg op Noord, and Leidsche Rijn Julius Gezondheidscentra), integration in IDM (integrated vs not integrated), and personal assistance for the participants (personal assistance vs no assistance) were used as determinants. Education was self-reported using eight response categories and converted into three levels based on the International Standard Classification of Education (ISCED): high (bachelor, master, doctor), medium (secondary and tertiary education), and low (no formal education, primary education) [40]. Self-efficacy was measured with the GSES in a self-reported 10-item questionnaire. Total scores ranged from 0 to 10.

An attrition curve was drawn with the nonusage attrition; the percentage of users who used the platforms were plotted over time.

Statistical Methods

For the nonparticipation analysis, differences in age and gender between participants and nonparticipants were compared using a chi-square test and a Mann-Whitney U test after normality tests.

Categorical baseline characteristics were reported as numbers and percentages, normally distributed continuous variables as means with standard deviations (SD), and nonnormally distributed variables as medians with interquartile ranges (IQRs). Characteristics between the three groups were explored using chi-square tests and Kruskal-Wallis tests.

To predict the use of the e-Vita and Zorgdraad platforms, multiple linear regression analyses (mean number of sessions/services/mean session time/mean number of services per session) for the different independent variables were performed:

1. Integration in integrated disease management including training by health care professionals by comparing groups 1 (high), 2 (medium), and 3 (none);
2. Personal assistance given to patients by comparing the high-assistance groups of groups 1 (high) and 2 (medium) versus the low-assistance groups of groups 1 (high) and 2 (medium);
3. Patients’ scores on the GSES; and
4. Patients’ educational levels.

We analyzed the main effects because, theoretically, we presumed no interaction between factors. All analyses were adjusted for age and gender.

Attrition was measured by logging and evaluating the percentage of users that used one of the platforms every month during the intervention period plus three months. The area under the curve was calculated for a period of 18 months; after this period, usage dropped to zero for two groups. We used a calculating program to measure the area under the curve using definite integrals.

All analyses were performed with SPSS version 22.0 (IBM Corporation, Armonk, NY, USA).

Results

In total, 942 diagnosed COPD patients from the medical files of the three care groups were selected to be eligible for the study (Figure 2). The GPs of these care groups excluded 240 COPD patients from participation due to (1) other diseases, (2)
treatment in hospital, and (3) probably incompetent to participate in the program. In the end, 702 COPD patients were invited to start with the e-Vita platform; of these, 215 (30.6%) agreed to register and provided informed consent. Reasons for declining to participate are presented in Figure 2.

Of the 215 COPD patients included at baseline, 82 were in group 1 (high), 96 in group 2 (medium), and 37 in group 3 (none).

After randomization, 36 patients in group 1 were allocated to high-assistance group, 46 to low-assistance group; in group 2 44 patients were randomized to high-assistance group, and 52 to low-assistance group.

The total number of patients lost to follow-up was 132. Figure 2 shows the reasons for drop out in groups 1 and 2; patients in group 3 were not asked for their reasons. Of the 215 participants, 107 (49.8%) patients were identified as platform users: 43 in group 1, 42 in group 2, and 22 users in group 3 (Figure 3).

Figure 2. Flowchart of inclusion of participants in the e-Vita COPD study. High, medium, and none refer to the level of integration of the web platform into the patient’s integrated disease management program. A: high assistance; B: low assistance.

Figure 3. Flowchart of the platform users of the e-Vita COPD study. High, medium, and none refer to the level of integration of the web platform into the patient’s integrated disease management program. A: high assistance; B: low assistance.
Table 1. Characteristics and comparison of participants and nonparticipants of the e-Vita study.

<table>
<thead>
<tr>
<th>Nonparticipants/participants</th>
<th>Group 1 (high)</th>
<th>Group 2 (medium)</th>
<th>Group 3 (none)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nonparticipants</td>
<td>n</td>
<td>Age (years), median (IQR)</td>
<td>Males, n (%)</td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>209</td>
<td>69.3 (61.1-77.5)</td>
<td>108 (51.7)</td>
<td></td>
</tr>
<tr>
<td>Age (years), median (IQR)</td>
<td>383</td>
<td>69.8 (61.6-78.5)</td>
<td>167 (43.6)</td>
<td></td>
</tr>
<tr>
<td>Males, n (%)</td>
<td>135</td>
<td>66.3 (60.3-74.4)</td>
<td>61 (46.2)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>727</td>
<td>68.5 (61.2-77.9)</td>
<td>336 (46.2)</td>
<td></td>
</tr>
<tr>
<td>Participants</td>
<td>n</td>
<td>Age (years), median (IQR)</td>
<td>Males, n (%)</td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>82</td>
<td>66.3 (61.7-75.7)</td>
<td>51 (62.2)</td>
<td></td>
</tr>
<tr>
<td>Age (years), median (IQR)</td>
<td>96</td>
<td>67.3 (62.6-76.6)</td>
<td>41 (42.7)</td>
<td></td>
</tr>
<tr>
<td>Males, n (%)</td>
<td>37</td>
<td>64.1 (61.5-69.2)</td>
<td>20 (54.1)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>215</td>
<td>66.6 (61.4-74.7)</td>
<td>112 (52.1)</td>
<td></td>
</tr>
</tbody>
</table>

*aBaseline for randomization.

Table 2. Baseline demographic and clinical characteristics of the patients with COPD included in the e-Vita study.

<table>
<thead>
<tr>
<th>Participants</th>
<th>Group 1 (high)</th>
<th>Group 2 (medium)</th>
<th>Group 3 (none)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>High</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>n</td>
<td>36</td>
<td>46</td>
<td>44</td>
<td>52</td>
</tr>
<tr>
<td>Age (years), (IQR)</td>
<td>66.3 (61.0-79.2)</td>
<td>65.6 (61.3-73.4)</td>
<td>68.7 (64.0-78.3)</td>
<td>66.8 (60.3-75.1)</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>19 (52.8)</td>
<td>32 (69.6)</td>
<td>17 (38.6)</td>
<td>24 (46.2)</td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>4 (28.6)</td>
<td>8 (38.1)</td>
<td>5 (22.7)</td>
<td>8 (42.1)</td>
</tr>
<tr>
<td>Medium</td>
<td>7 (50.0)</td>
<td>8 (38.1)</td>
<td>11 (50.0)</td>
<td>8 (42.1)</td>
</tr>
<tr>
<td>High</td>
<td>3 (21.4)</td>
<td>5 (23.8)</td>
<td>6 (27.3)</td>
<td>3 (15.8)</td>
</tr>
<tr>
<td>Questionnaire, median (IQR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CCQ</td>
<td>1.0 (0.6-1.9)</td>
<td>1.2 (0.8-1.6)</td>
<td>1.3 (0.9-2.1)</td>
<td>1.4 (1.1-2.1)</td>
</tr>
<tr>
<td>mMRC scale</td>
<td>1.0 (1.0-3.0)</td>
<td>1.0 (1.0-2.0)</td>
<td>2.0 (1.0-3.0)</td>
<td>2.0 (1.0-2.0)</td>
</tr>
<tr>
<td>GSES</td>
<td>3.4 (3.1-3.7)</td>
<td>3.3 (3.0-3.8)</td>
<td>3.3 (2.8-3.5)</td>
<td>3.3 (3.1-3.7)</td>
</tr>
<tr>
<td>EQ-5D</td>
<td>0.85 (0.7-1.0)</td>
<td>0.89 (0.81-1.0)</td>
<td>0.85 (0.72-1.0)</td>
<td>0.84 (0.71-1.0)</td>
</tr>
</tbody>
</table>

Nonparticipation Analysis

The age and gender of participants and nonparticipants are presented in Table 1. Participants and nonparticipants did not differ with regard to gender (52.1%, 112/215 male vs 46.2%, 336/727 male, P=.13) or age (median 66.6, IQR 61.4-74.7 vs median 68.5, IQR 61.2-77.9 years, P=.20). Because only a few nonparticipants filled in a questionnaire on CCQ, the mean CCQ could not be determined for nonparticipants.

Baseline Characteristics of Patients

Table 2 presents the baseline demographic and clinical characteristics of the included COPD population (median age 66.6 years; 52.1% was male). These patients had mildly symptomatic COPD which is reflected by a median MRC scale of 1.0 and a median CCQ of 1.2. Of all participants, 89 of 215 (41.4%) filled in the online questionnaire for education level; most participants had a middle education level (42.7%). The median GSES was 3.3 and the median EQ-5D 0.86. The characteristics age ($\chi^2=5.4, P=.07$), education level ($\chi^2=2.2, P=.70$), GSES ($\chi^2=1.74, P=.42$), and EQ-5D ($\chi^2=2.4, P=.28$) were similar in the three groups. There was a difference in the characteristics gender ($\chi^2=6.8, P=.03$), with more male patients in group 1; and a difference in CCQ ($\chi^2=6.5, P=.04$) and MRC scale ($\chi^2=11.3, P=.003$) with a higher CCQ and MRC scale in group 2.

Use of the Online e-Vita and Zorgdraad Platforms

Table 3 presents the 15-month usage pattern by patients using the log files of e-Vita and Zorgdraad. In total, 107 users visited the platform at least once in the 15-month period. The helpdesk received 101 calls; most questions concerned problems with the log-on procedure.
Table 3. Usage patterns for groups 1, 2, and 3.

<table>
<thead>
<tr>
<th>Usage&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Group 1 (high)</th>
<th>Group 2 (medium)</th>
<th>Group 3 (none)</th>
<th>Total</th>
<th>P</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>43</td>
<td>42</td>
<td>22</td>
<td>107</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sessions, mean (SD)</td>
<td>10.5 (1.3)</td>
<td>8.8 (1.4)</td>
<td>3.7 (1.8)</td>
<td>8.2 (8.7)</td>
<td>.01</td>
<td>4.68</td>
</tr>
<tr>
<td>Session time (minutes), mean (SD)</td>
<td>3.5 (0.7)</td>
<td>4.8 (0.7)</td>
<td>6.7 (0.9)</td>
<td>4.8 (4.3)</td>
<td>.03</td>
<td>3.83</td>
</tr>
<tr>
<td>Total services per user, mean (SD)</td>
<td>45.2 (6.1)</td>
<td>27.9 (6.2)</td>
<td>6.7 (8.3)</td>
<td>28.8 (41.0)</td>
<td>.001</td>
<td>7.18</td>
</tr>
<tr>
<td>Total services per session per user, mean (SD)</td>
<td>3.9 (0.4)</td>
<td>4.1 (0.4)</td>
<td>2.1 (0.6)</td>
<td>3.6 (2.8)</td>
<td>.02</td>
<td>3.97</td>
</tr>
</tbody>
</table>

<sup>a</sup> Adjusted for age and gender.

Figure 4. Usage patterns for high and low levels of assistance. a: mean number significantly higher in high assistance group b: adjusted for age and gender.

In the 15-month intervention period, the total number of sessions for the e-Vita platform was 830 (9.8 per user) and for the Zorgdraad platform 78 (3.5 per user). The mean number of sessions differed between the three groups ((group 1: mean 10.5, SD 1.3; group 2: mean 8.8, SD 1.4; group 3: mean 3.7, SD 1.8; \( P=.01 \)) (Table 3). In groups 2 and 3, the mean session time was higher than in group 1; the difference between the three groups was significant (\( P=.03 \)). In groups 1 and 2, the mean number of services in total was higher than in group 3 (group 1: mean 45.2, SD 6.1; group 2: mean 27.9, SD 6.2; group 3: mean 6.7, SD 8.3; \( P=.001 \)) and the number of services per session in groups 1 and 2 was higher than in group 3 (group 1: mean 3.9, SD 0.4; group 2: mean 4.1, SD 0.4; group 3: mean 2.1, SD 0.6; \( P=.02 \)).

Figure 4 shows use of the e-Vita for the two groups with high and low assistance; higher usage of the platform was related to a higher level of personal assistance.

The mean number of sessions differed between the high-assistance groups and the low-assistance groups in groups 1 and 2 (high assistance: mean 11.8, SD 1.3; low assistance: mean 6.7, SD 1.4; \( F_{1,180}=6.55, P=.01 \)). Participants in the high-assistance groups used more services (mean 45.4, SD 6.2) than participants in the low-assistance groups (mean 21.2, SD 6.8; \( F_{1,180}=6.82, P=.01 \)). In the high-assistance groups, the mean number of services per session did not differ from the low-assistance groups (mean 4.1, SD 0.4 vs mean 3.8, SD 0.5; \( F_{1,180}=0.36, P=.55 \)).
An overview of the online platform services visited during the intervention period is provided in Figure 5: for every service, the mean number per user is depicted. The log files revealed that all services were mainly used by group 1. Furthermore, it revealed that the e-Vita and Zorgdraad Web platforms were predominantly used for online questionnaires, general information, and depicting wishes/goals related to their lifestyle, and to a lesser extent for online education, visiting the library, and looking for information about their health care professionals. Log files also showed that there was almost no interest in the measurement values CCQ and MRC scale. The email feature and an explanation of the test results of e-Vita were used to a moderate extent.

**Figure 5.** Usage patterns of the mean number of services per user in each group.

### Table 4. Educational level and the General Self-Efficacy Scale (GSES) as predictors for Web platform usage.

<table>
<thead>
<tr>
<th>Education/GSES</th>
<th>Unadjusted for age and gender</th>
<th>Adjusted for age and gender</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B (95% CI)</td>
<td>P</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>-4.40 (-9.51 to 0.71)</td>
<td>-5.30 (-10.86 to 0.26)</td>
</tr>
<tr>
<td>Medium</td>
<td>-1.27 (-5.90 to 3.39)</td>
<td>-1.85 (-6.61 to 2.90)</td>
</tr>
<tr>
<td>High</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>GSES</td>
<td>0.23 (-4.85 to 5.31)</td>
<td>0.67 (-4.43 to 5.78)</td>
</tr>
</tbody>
</table>
Educational Level and the Generalized Self-Efficacy Scale

The association between the educational level and scores on the GSES and the mean number of sessions are presented in Table 4. Educational level was not associated with the number of sessions ($P = .15$). No association was found between the GSES and the mean number of sessions ($P = .79$).

Attrition

The log files revealed that a substantial proportion of the users did not continuously use the platforms before completion of the study. Figure 6 shows the patterns of use of the Web platforms in groups 1 to 3 during the intervention period, with the percentage of users on the y-axis, starting with 100% of the users, and the duration of usage on the x-axis. The area under the curve (AUC) until the 18th month for attrition in group 1 was 337.36, 254.70 in group 2, and 166.76 in group 3.

Discussion

Main Results

In this study, usage of the COPD self-management Web-based platform is higher when the platform is an integrated part of IDM with trained health care professionals who encourage patients to use the platform. Furthermore, usage of the e-Vita COPD platform is higher when patients receive more personal assistance in learning how to use the platform. Usage of the self-management Web-based platform e-Vita (high and medium level of integration in IDM) is higher than that of Zorgdraad (no integration in IDM).

Interpretation and Findings

Despite high expectations and numerous initiatives in the area of eHealth, implementation and use of eHealth apps are not yet common practice. Our primary aim was to analyze the factors that successfully promote the usage of two self-management Web platforms for COPD patients. We compared different organizational implementation methods. An implementation setup with greater personal support is expected to increase the use of an online program.

Our findings highlight the importance of integrating a Web-based platform into IDM; usage of the self-management Web platform is higher and more varied when the platform is an integrated part of IDM with appropriate personal coaching for patients. Patients in care groups with a high level of integration of the platform in IDM showed a higher number of sessions and a larger amount of visited services with more variation. Patients that received personal assistance also showed higher usage of the platform. Similar results were found in a study on COPD and asthma patients; the online app was used on a more regular basis with higher involvement of the health care provider and more assistance of the patients [25]. The e-Vita study on patients with diabetes mellitus showed minimal impact of implementing a personal health record including self-management support in primary diabetes care; recommendations were made to use additional strategies for patient motivation and engagement of professionals for a successful adoption of Web-based platforms [41,42].

In this study, we implemented extensive professional training of health care professionals on IDM and self-management
supported by platforms; we also offered personal assistance for the users to guide them through the platform as well as push factors (automated reminders or messages by health care professionals). Both strategies are essential elements to influence the use of platforms.

The self-efficacy of users (GSES) was not a predictor for use of the platforms. The construct of perceived self-efficacy reflects an optimistic self-belief: a correlation can be understood based on the belief that one can change behavior, perform a novel or difficult task, or cope with adversity with a higher GSES. In a healthy Dutch population, the mean GSES is reported to be approximately 3.1; in our study population, the median GSES was 3.3. Educational level was not a predictor of use of the e-Vita COPD platform. These predictors might be useful for future studies on and the development of platforms.

The EQ-5D values reflect the relative desirability of health states on a scale in which 1 refers to full health and 0 refers to death. In our study population, the median EQ-5D was 0.86 compared with 0.87 in a healthy Dutch population.

In the three groups, there was no bias regarding baseline age, gender, education level, CCQ, MRC scale, GSES, and EQ-5D.

Analysis of attrition provided insight into the decrease in usage (eg, after 1 month, 10%–45% of the participants were actively using the platform). The periodic steep rise in the percentage of users might be explained by the email reminders sent by the platform to fill in the questionnaires; all users received continuous reminders during the intervention period. In group 3, all users received urgent and repeated requests to fill in questionnaires at the end of the intervention period, which probably explains the steep rise in the percentage of users at the end of the study. The attrition curve depicts the “push factors” that are required to remind participants to use the platform. This “law of attrition” (the phenomenon of participants stopping usage) is a common finding in eHealth evaluations and one of the fundamental and methodological challenges in the evaluation of eHealth apps.

During this study, there were several lessons learned by the research team. First, it took a lot of effort to motivate health care professionals to work together with patients on self-management platforms; we experienced differences in communication skills among the health care professionals working with patients in a more modern, less hierarchic way. When patients started using the platform, it took great effort to stimulate the usage with several reminders, even though we established a high amount of attrition probably due to low usability of the platforms and logging problems.

**Strengths and Limitations**

This e-Vita COPD study has several strengths. To our knowledge, it is the first to combine different study designs thereby enabling simultaneous investigation of clinical effects, as well as the effects of different organizational implementation methods. Randomization was carried out for the level of assistance for patients. This study also adds evidence to the existing body of knowledge; this is important because local political and financial factors have a major impact on successful integration of eHealth in daily practice.

This study also has limitations. Although well-conducted randomized trials provide the most reliable evidence on the effectiveness of interventions, they are not feasible for our setting of an implementation design with organizational changes in a real-life health care system within three different care groups with different demands.

From a technical perspective, development of the Web-based platforms was difficult due to a lack of broad experience in the field. We used two different platforms with the same basic principles and functionalities. The platforms were new and the usability was not tested thoroughly before starting the study. The platform technique and the decisions made during the design phase were beyond the influence of our research group, but have affected our outcomes. From a human perspective, self-management skills imply behavioral changes. Behavioral changes require time, whereas the study period was restricted to 15 months. Furthermore, patients in a primary care setting have a low burden of disease (in this study, the mean CCQ score was 1.2) and motivation to use the platform might be negatively influenced by this fact. In respiratory medicine, there is a lack of research on patients with mild to moderate COPD despite that more than 80% of COPD patients suffer from this stage of disease and are often treated in primary care. From an organizational perspective, other projects in primary care cooperatives can influence the speed and thoroughness of the implementation of our Web portal. Finally, this study also has typical limitations found in eHealth trials. The loss to follow-up is high, as in all eHealth studies. Because general practices, as well as patients, were free to volunteer, bias might have occurred in our research groups. Users were self-selected and were presumably motivated to use the Web-based platform as would be expected in a real-life setting. The patients that were invited by GPs/nurses to participate in the study might differ from other patient groups. Furthermore, GPs excluded 26% of the COPD patients from this study. Of the 702 eligible patients, 215 (30.6%) were willing to participate and provided informed consent, and 132 (61.4%) of the participants dropped out during follow-up. Even though nonparticipants did not differ in age and gender from participants, caution is required when generalizing these results to general practice as a whole. However, the practical applicability of our results for other primary care groups is positive (ie, the study provides practical insight into successful implementation of patient platforms). Nevertheless, primary care organizations should take into account the different aspects of good organization of blended care and good quality of implementation.

More studies are needed (preferably with larger sample groups and among the nonusers) to gain more insight into the preferences of various patient groups. The substantial workload generated by integrating a Web-based platform in IDM emphasizes the importance of piloting and assessing workforce implications for primary care groups during the planning and implementation phase. These results provide additional insight into the organizational aspects of the implementation of platforms, including the need to assist patients in the use of Web-based platforms integrated in IDM.
Conclusions

Use of a self-management Web-based platform is higher when the platform is an integrated part of IDM, with trained health care professionals encouraging patients to use the platform.

Use of a self-management platform is higher when participants receive adequate personal assistance about how to use the platform.

The self-management Web-based platform e-Vita had higher usage than Zorgdraad, which is probably due to the superior organizational conditions of integrated care and because e-Vita is, technically, better customized for use. An implementation setup with blended care through integration of the online platform in IDM, together with greater personal support of the users, will likely lead to increased use of the online program. Future research should provide additional insights into the preferences of different patient groups.
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Multimedia Appendix 1

Homepage e-Vita.
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Multimedia Appendix 2

Getting started with the e-Vita platform - https://www.youtube.com/watch?v=h3MDKgPCUJg.
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Homepage Zorgdraad.
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Abstract

Background: Pollen forecasts are highly valuable for allergen avoidance and thus raising the quality of life of persons concerned by pollen allergies. They are considered as valuable free services for the public. Careful scientific evaluation of pollen forecasts in terms of accurateness and reliability has not been available till date.

Objective: The aim of this study was to analyze 9 mobile apps, which deliver pollen information and pollen forecasts, with a focus on their accurateness regarding the prediction of the pollen load in the grass pollen season 2016 to assess their usefulness for pollen allergy sufferers.

Methods: The following number of apps was evaluated for each location: 3 apps for Vienna (Austria), 4 apps for Berlin (Germany), and 1 app each for Basel (Switzerland) and London (United Kingdom). All mobile apps were freely available. Today’s grass pollen forecast was compared throughout the defined grass pollen season at each respective location with measured grass pollen concentrations. Hit rates were calculated for the exact performance and for a tolerance in a range of ±2 and ±4 pollen per cubic meter.

Results: In general, for most apps, hit rates score around 50% (6 apps). It was found that 1 app showed better results, whereas 3 apps performed less well. Hit rates increased when calculated with tolerances for most apps. In contrast, the forecast for the “readiness to flower” for grasses was performed at a sufficiently accurate level, although only two apps provided such a forecast. The last of those forecasts coincided with the first moderate grass pollen load on the predicted day or 3 days after and performed even from about a month before well within the range of 3 days. Advertisement was present in 3 of the 9 analyzed apps, whereas an imprint mentioning institutions with experience in pollen forecasting was present in only three other apps.

Conclusions: The quality of pollen forecasts is in need of improvement, and quality control for pollen forecasts is recommended to avoid potential harm to pollen allergy sufferers due to inadequate forecasts. The inclusion of information on reliability of provided forecasts and a similar handling regarding probabilistic weather forecasts should be considered.

(J Med Internet Res 2017;19(5):e152) doi:10.2196/jmir.7426
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Introduction

Background

Pollens allergies are a global health concern [1]. They affect a considerable fraction of the population in various countries to a considerable extent [2-5]. Pollen forecasts have proven to be a highly valuable tool for allergen avoidance, handling, and treating pollen allergies [6,7]. Pollen information is consumed more often during the pollen season [8]—an indication regarding the need for such services. Today pollen forecasts are also distributed via mobile technology (mobile phones, tablets, any wireless devices) and mobile health (mHealth) has gained importance in terms of informing the public. However, eHealth is still in need of developing standards and the ethical framework [9] to avoid unintended consequences [10]. Sawand et al [11] provided a recent review on secure eHealth monitoring. In addition, a global survey on eHealth was performed by the World Health Organization [12] which reported an increase in eHealth or mHealth activities in countries with higher incomes.

Data quality is a concern [13] and can be judged by various criteria such as accuracy, precision, completeness, timeliness, relevance, legibility, accessibility, usefulness, currency or freshness, and confidentiality. The quality of data or information given in any eHealth service especially in terms of accuracy, precision, and completeness is not always examined; among them mobile apps for food composition [14], diabetes [15], complex chronic disease and disability [16], iron intake [17], lupus management [18], or an online portal for patients with dementia [19] are good examples. All these studies indicate a need for an improvement in quality and usability in eHealth or mHealth services.

Pollens Forecasts

A range of mobile apps relevant to pollen allergies which provide pollen forecasts are freely available, but users have not been informed about the accurateness of pollen forecasts till date. Simultaneously, the identity of the publishers of such apps with health-related content for pollen allergy sufferers has not been available. Also, studies on apps with a focus on pollen allergies and allergen prevention are still rare [20,21]. Five of the apps examined herein were included in a study by Berger et al [20] evaluated concerning their functionality and content. The criteria in the Berger et al study were different from this study and examined the app from a formal point of view, but did not consider the quality of the pollen forecast itself. Although parameters of good scientific practice for pollen forecasting were recently defined [22], it is not known how different apps perform concerning their pollen forecast quality. Questions regarding the extent to which pollen forecasts represent reality and how forecasts perform concerning their prediction of the readiness to flower remained unanswered.

Herein, we analyze the grass pollen forecasts of 9 mobile apps from four different countries during the grass pollen season of 2016. Moreover, the forecast dates for the readiness to flower for grasses in order to examine the accurateness and reliability of these forecasts was evaluated. Gaps and errors in the forecasts are also considered in order to complete the picture of the performance of specific apps.

Methods

Selection of Mobile Apps Included

The following free downloadable apps were included in this study: (1) “Pollen” [23], (2) “Biowetter,” (3) “Pollenwarner,” (4) “DWD Pollenflug-Index” (short: “DWD”), (5) “Allergiehelfer,” (6) “Pollenflug Vorhersage” (short: “Pollenflug”), (7) “Allergohelp Deutschland” (short: “Allergohelp”), (8) “Pollen News,” and (9) “Hayfever pollen forecast” (short: “Hayfever”). Apps 1-3 were used for Austria and their forecast for Vienna was evaluated. Apps 4-7 were used for Germany and their forecast for Berlin was evaluated. App 8 was used for Switzerland and its forecast for Basel was evaluated. App 9 was used for the United Kingdom and its forecast for London was evaluated. Every day a screenshot of each app forecast was made at the same time (1 PM) during the study period, so that always an up-to-date forecast (the day’s forecast) was used for the evaluation. Forecasts were not analyzed 2 or 3 days ahead in order to examine the base accurateness of the pollen forecasts. The forecasted load for grass pollen (Poaceae) was analyzed for the evaluation of the forecasts, since the grass pollen season is a long pollen season and a less fluctuating one, thus one of the more simple ones to forecast.

Datasets

The pollen data used was retrieved from the European Aeroallergen Network (EAN) database and originates from the national pollen monitoring networks (see “Acknowledgments”). Pollen data was attained by Hirst-type pollen traps [24]. Operation of those volumetric traps as well as the light microscopic evaluation of the resulting air samples follow the minimum requirements of the European aerobiology community [25] also required from the EAN database assuring high quality of the pollen data. The grass pollen season was defined on the EAN standard definition from 1% to 95% of the annual grass pollen index for each location based on local grass pollen data: Vienna (May 1, 2016 to August 5, 2016), Berlin (May 12, 2016 to July 23, 2016), Basel (April 30, 2016 to August 8, 2016), and London (May 28, 2016 to July 22, 2016).

Statistics

Descriptive statistics and R3.3.1 (R Foundation for Statistical Computing, Vienna, Austria) were used for the analysis. Daily grass pollen concentrations were compared within this defined grass pollen season with the forecasted loads. Used load classes and their respective pollen concentration ranges are shown in Table 1. The ranges used are adopted from the Austrian pollen data. The grass pollen season was defined on the EAN standard definition from 1% to 95% of the annual grass pollen index for each location based on local grass pollen data: Vienna (May 1, 2016 to August 5, 2016), Berlin (May 12, 2016 to July 23, 2016), Basel (April 30, 2016 to August 8, 2016), and London (May 28, 2016 to July 22, 2016).
an exact hit rate (no tolerance), a hit rate of ±2 pollen, and a hit rate of ±4 pollen around the boundary of each category (Table 2). This is because a forecast should not be falsified automatically due to a small difference in overlap (eg, of one pollen grain). An adopted approach had to be developed for the “DWD” app since it also uses intermediate forecast loads in contrast to all other apps which should overlap with two neighboring categories. Numerical intervals were computed based on the mean between the load boundaries and a 20% interval (see Table 1). For the exact match, the ratio of correct predictions was computed (in the case of the “DWD” app, if the pollen concentration was in the overlapping interval, both categories was counted as correct).

In addition, the performance of the forecast “readiness to flower” for grasses was compared with the first-occurring moderate pollen load in the season. The first moderate grass pollen load was chosen as “threshold,” as low grass pollen loads can occur in the air preceding the grass pollen season. However, only two pollen apps (“Pollen” and “Pollen News”) provided such a service.

**Results**

**Description of the Mobile Apps**

The mobile apps under study herein are characterized concerning their main options, functional background, and noteworthy observations. All of them are available for free.

**Table 1.** The forecasted load classification is shown along with the respective pollen concentrations used in this study. The intermediate stages (no-low, low-moderate, moderate-high) are used only by one app (“DWD”).

<table>
<thead>
<tr>
<th>Forecast load</th>
<th>Daily pollen concentrations</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>0-0.99</td>
</tr>
<tr>
<td>No-low</td>
<td>0-2</td>
</tr>
<tr>
<td>Low</td>
<td>1-19.9</td>
</tr>
<tr>
<td>Low-moderate</td>
<td>15.6-23.4</td>
</tr>
<tr>
<td>Moderate</td>
<td>20-49.9</td>
</tr>
<tr>
<td>Moderate-high</td>
<td>39.6-59.4</td>
</tr>
<tr>
<td>High</td>
<td>50 and above</td>
</tr>
</tbody>
</table>

**Table 2.** The results of the hit rates are shown per app and per analyses (ie, exact hit rates and hit rates with tolerances of ±2 or ±4 pollen, respectively). Note the increasing hit rates in some apps (such as “Pollen,” “Allergiehelfer,” and “Pollenflug”) versus the less improving apps (such as “Hayfever”).

<table>
<thead>
<tr>
<th>Mobile apps</th>
<th>Exact hit rates (%)</th>
<th>Hit rates with tolerance 2 (%)</th>
<th>Hit rates with tolerance 4 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Pollen”</td>
<td>62.9</td>
<td>77.3</td>
<td>80.4</td>
</tr>
<tr>
<td>“Biowetter”</td>
<td>31.8</td>
<td>39.4</td>
<td>42.2</td>
</tr>
<tr>
<td>“Pollenwarner”</td>
<td>34.0</td>
<td>39.2</td>
<td>42.3</td>
</tr>
<tr>
<td>“DWD”</td>
<td>41.1</td>
<td>46.6</td>
<td>52.1</td>
</tr>
<tr>
<td>“Allergiehelfer”</td>
<td>48.6</td>
<td>54.3</td>
<td>57.1</td>
</tr>
<tr>
<td>“Pollenflug”</td>
<td>50.7</td>
<td>56.2</td>
<td>58.9</td>
</tr>
<tr>
<td>“Allergohelp”</td>
<td>45.2</td>
<td>50.7</td>
<td>52.1</td>
</tr>
<tr>
<td>“Pollen News”</td>
<td>42.4</td>
<td>48.5</td>
<td>51.5</td>
</tr>
<tr>
<td>“Hayfever”</td>
<td>35.7</td>
<td>39.3</td>
<td>39.3</td>
</tr>
</tbody>
</table>
“DWD” provides pollen forecasts, a forecast map, and possesses an imprint, “Deutscher Wetterdienst,” which is not only the official German weather service, but also a higher federal authority in the business area of the Federal Ministry of Transport and Digital Infrastructure that provides pollen forecasts based on the pollen measurements from the Foundation German Pollen Information (FDI).

“Allergiehelfer” comprises pollen forecasts including push-service and general information. The pharmaceutical company GlaxoSmithKline GmbH & Co. KG is indicated in the imprint.

“Pollenflug” delivers pollen forecasts, a forecast map, push notification services, an allergy questionnaire, and general information. The pharmaceutical company Hexal AG is mentioned in the imprint and the app includes advertisement of allergy medication.

“Allergohelp” provides pollen forecasts, forecast maps, general information on allergy and therapy, therapy documentation, and a search for allergologists. The pharmaceutical company Allergopharma GmbH & Co. KG is mentioned in the imprint.

“Pollen-News” comprises pollen information (pollen forecasts, flowering start, maps) and general information (tips and tricks, information on aeroallergens). The aha! Allergiezentrum Schweiz and Bundesamt für Meteorologie und Klimatologie MeteoSchweiz are indicated as publisher in the imprint. The aha! Allergiezentrum Schweiz sees itself as patient organization, whereas the Bundesamt für Meteorologie und Klimatologie MeteoSchweiz is the national weather and climate service in Switzerland.

“Hayfever” provides pollen forecasts and forecast maps. Advertisement is present and an imprint does not exist. However, the company A.Vogel (natural and herbal remedies) is present in the form of a logo.

Results of the Pollen Forecast Quality as Assessed by Hit Rates

The quality of the grass pollen forecast, measured by hit rates (Table 2) varies per app. Considering the exact hit rates, 5 apps attained a score of 40-50% (“DWD,” “Allergiehelfer,” “Pollenflug,” “Allergohelp,” and “Pollen News”), whereas 3 apps attained a lower score, below 40% (“Biowetter,” “Pollenwarner,” and “Hayfever”) and only one app scored above 60% (“Pollen”). The hit rates improved when a tolerance range was calculated and most apps benefited from an increasing tolerance. Only “Hayfever” showed a low improvement followed by stagnation from a tolerance of ±2 to ±4 pollen. A significant increase in exact hit rates to a tolerance of ±2 was observed in most apps, especially in “Pollen” which showed an increase of about 15%. “Pollen” is also the app with the highest hit rates in total (up to 80% with a tolerance of ±4) and the greatest improvement and thus the smallest error. The next best performances ranged from 50% to 59% (“Pollenflug,” “Allergiehelfer,” “DWD,” “Allergohelp,” and “Pollen News”). Even with the highest tolerance, there were apps with a score below 50% (“Biowetter,” “Pollenwarner,” and “Hayfever”).

Boxplots of the forecasted pollen level for all apps analyzed revealed further insights (Figure 1). Apps with gaps or errors during the grass pollen season were “Biowetter,” “Allergiehelfer,” and “Pollen News.” It is remarkable that “Biowetter” only not showed the highest frequency of missing forecasts, but also forecasted no or a low grass pollen load in contrast to all other apps. Low quality also became evident in a similar distribution of the mean of the forecasted load and the 25-75% quantiles (eg, “Biowetter,” “Allergohelp,” and “Hayfever”).

Grasses were ready to flower based on the forecast countdown of “Pollen” in Vienna on May 9, 2016; and the first moderate grass pollen load was also occurred on the very same day. Grasses were ready to flower based on the forecast countdown of “Pollen News” in Basel on May 10, 2016; and the first moderate grass pollen load occurred 3 days earlier (ie, on May 7, 2016).

Discussion

Principal Findings

Forecasting pollen concentrations or loads is not a trivial concern since many factors play a role in the development of the burden for pollen allergy sufferers. Several data sources and information are required including the biogeography of the region, continuous pollen monitoring and reliable pollen data, high quality weather forecasts, phenology, models (numerical simulations of pollen dispersal), medical-allergological expertise respective symptom data, and experience in the task of pollen forecasting [22]. The majority of apps in this study achieved only hit rates of 40-60% (8 apps) for pollen forecasts for the actual day when applying a tolerance range of ±4 pollen. The results of this study indicate that a certain forecast quality is already existent with room for improvement.

Although only two apps provided a forecast on the readiness to flower (“Pollen” and “Pollen News”), those forecasts had an excellent performance. The forecasted dates used here were the ones used when the information “ready to flower” occurred. Earlier forecast dates from mid-April (eg, April 15, 2016) announced for both apps May 6, 2016 as date for grasses ready to flower, which is still accurate enough considering it was a forecast from nearly a month before the start of the respective grass pollen season. The forecasted date coincided with the first moderate grass pollen load (“Pollen”) or within a few days (“Pollen News”) and may thus be recommended as a useful service for pollen allergy sufferers to prepare them for the grass pollen season.
**Figure 1.** Boxplots of the apps under study and their performance concerning forecasting grass pollen loads (none, low, moderate, high) and missing forecasts (NA).

**Limitations**

Certain facts and dependencies complicating the generation of an accurate pollen forecast have to be mentioned. Pollen forecasting activities depend on weather forecasts that are as accurate as possible. Although weather forecasting accuracy hit rates range from 85% to 95% for minimum and maximum temperatures on the same day, the forecasts of precipitation and sun hours are more complex and achieve lower rates [26]. Also, forecasts for environmental pollutants such as ozone are dependent on the accurateness of meteorological parameters. For example, the accuracy of ozone forecasts deviated from 6% to 25% in a 3-year evaluation due to meteorological forecast errors [27]. In addition, a consideration should be if pollen forecasts should be treated similarly to probabilistic weather forecasts. Hereby, we want to formulate the question if the scientific community and pollen information services should treat a forecast of a “low pollen load” as “high probability of a low pollen load” with all consequences ranging from defining probabilities and promoting and communicating it in an understandable way to the public which is already difficult for probabilistic weather forecasts [28]. Also, pollination varies with plant abundance and microclimate resulting in different pollen concentrations in the same locality or city [29-31].
fact was considered in this study regarding the analyses of hit rates with tolerances. We propose that analyses with tolerances, such as used herein, are advantageous because they compensate for minor discrepancies that might not be attributed to as errors. Missing pollen forecasts are a problem for some apps (4 apps) and a problem of apps published by companies. There is a need for improvement in reliability of the service since no information at all is as useless as inaccurate pollen forecasts for allergy sufferers concerned. It is obvious that a quality control of forecasts would be a benefit for pollen allergy sufferers to inform them about the reliability of the pollen forecasts of specific suppliers and to improve the quality of pollen forecasts.

**Recommendations and Possible Gateways for the Future**

Mobile apps dealing with allergen avoidance with the aim of supporting pollen allergy sufferers should fulfill certain criteria and functionalities, among them easily understandable pollen forecasts, a minimum of forecasted aeroallergens, botanical information, symptom diaries, allergy risk questionnaires, and an imprint with the publisher of the app stating the responsible institution, at best without conflict of interests [20]. Herein, it should be noted that advertisement is common in pollen information apps, especially if the publisher is a company and not directly involved in pollen forecasting. Apps with direct advertisement are “Biowetter,” “Pollenflug,” and “Hayfever.” Who the publisher of an app actually is represents crucial information. An institution involved in forecasting is in the background of the apps “Pollen,” “DWD,” and “Pollen News” in terms of occurrence in the imprint, but not in the six other apps. The need for an improvement and quality control of pollen forecasts is underlined by the outcome of this study.

A combination of data sources and methods will lead to an improvement of pollen forecasts and is already used in the mobile app with the best performance found in this study. Phenological routines assess the local progression of the pollen season. Pollen dispersal models and readiness to flower models support the person preparing the pollen forecast. Symptom data reveal the impact of the daily pollen concentrations on pollen allergy sufferers and allows for tailoring the forecast to the needs of persons concerned. These are possible gateways in the need for a tighter connection to a future pollen forecast. Specific recommendations concerning the improvement of pollen forecasts comprise (1) ongoing evaluation of pollen forecast quality at best also during the pollen season to raise quality as fast as possible, (2) comprehension of the probabilistic nature of pollen forecasts and implementation of this aspect in services visible for users (such as percentual information on the forecast accuracy), and (3) implementation of all information sources necessary such as symptom data and phenological routines besides pollen data to improve a pollen forecast [22].

**Conclusions**

Pollen forecasts are essential for pollen allergy sufferers in terms of allergen avoidance and thus the accuracy of such forecasts is a key factor for improving the quality of life. Most apps deliver forecasts with a hit rate of about 50%, which is a score that is too low for this purpose. Quality control of pollen forecasts should be introduced since wrong forecasts can be seen as potential physical injury and may harm persons concerned significantly. Pollen information and pollen forecasts should never be given out by pharmaceutical companies or be accompanied by advertisement [22] to ensure unbiased pollen forecasting. Finally, we have determined that proof of knowledge and necessary datasets for institutions developing or promoting apps with pollen forecasts is necessary and vitally important to ensure the safety of users and the quality of this eHealth service.
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Abstract
Background: There are an increasing number of mobile apps available for adolescents with mental health problems and an increasing interest in assimilating mobile health (mHealth) into mental health services. Despite the growing number of apps available, the evidence base for their efficacy is unclear.

Objective: This review aimed to systematically appraise the available research evidence on the efficacy and acceptability of mobile apps for mental health in children and adolescents younger than 18 years.

Methods: The following were systematically searched for relevant publications between January 2008 and July 2016: APA PsychNet, ACM Digital Library, Cochrane Library, Community Care Inform-Children, EMBASE, Google Scholar, PubMed, Scopus, Social Policy and Practice, Web of Science, Journal of Medical Internet Research, Cyberpsychology, Behavior and Social Networking, and OpenGrey. Abstracts were included if they described mental health apps (targeting depression, bipolar disorder, anxiety disorders, self-harm, suicide prevention, conduct disorder, eating disorders and body image issues, schizophrenia, psychosis, and insomnia) for mobile devices and for use by adolescents younger than 18 years.

Results: A total of 24 publications met the inclusion criteria. These described 15 apps, two of which were available to download. Two small randomized trials and one case study failed to demonstrate a significant effect of three apps on intended mental health outcomes. Articles that analyzed the content of six apps for children and adolescents that were available to download established that none had undergone any research evaluation. Feasibility outcomes suggest acceptability of apps was good and app usage was moderate.

Conclusions: Overall, there is currently insufficient research evidence to support the effectiveness of apps for children, preadolescents, and adolescents with mental health problems. Given the number and pace at which mHealth apps are being released on app stores, methodologically robust research studies evaluating their safety, efficacy, and effectiveness is promptly needed.

(J Med Internet Res 2017;19(5):e176) doi:10.2196/jmir.7332
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Introduction

Mental health problems are common in children and young people. Prevalence data suggests that up to 20% of children and young people up to 18 years of age have a diagnosable mental health problem [1,2]. Mental health problems in children persist with 50% of mental illness in adulthood beginning before the age 15 years and 75% before the age of 18 years [3]. Mental health problems cause significant distress and negatively impact on social relationships, school and occupational attainment, and physical health [4]. They also increase the risk of developing other mental health problems in adulthood [5]. Although evidence-based interventions are available for many child mental health problems, treatment services are limited and many children and adolescents either cannot or do not access appropriate help [2,4].

Digital technology provides a way of increasing access to evidence-based interventions [6]. Computerized cognitive behavioral therapy (CBT), for example, offers a promising and acceptable way of delivering interventions for anxiety and depression for children and young people [6,7]. However, technology is constantly evolving and mobile technologies in particular are being adopted at an increasing rate: by 2020, it is estimated there will be 6.1 billion mobile phone users globally [8]. The majority of children and adolescents in 2017 have use of a mobile phone (72% of children aged 0-11 years and 96% of those aged 12-17 years) [9]. Mobile tablet use is also increasing with seven in 10 (71%) children aged 5 to 15 years having access to a tablet at home [10]. Therefore, mobile health (mHealth) offers a particularly powerful and ubiquitous platform for delivering mental health interventions to adolescents.

mHealth uses the functions of a mobile device, but most commonly relies on the download of mobile apps to help support health care delivery [11]. More than 15,000 mobile apps for health care were identified in a recent survey with at least 29% designed for mental health [12]. These apps vary in function and may focus on symptom assessment, psychoeducation, promoting engagement with therapy homework (eg, a thought diary or activity schedule), practicing skills learned in therapy, or monitoring symptoms or mood [11].

Advantages of mHealth include constant availability, greater access, equity of mental health resources, immediate support, anonymity, tailored content, lower cost, and increasing service capacity and efficiency [13]. Apps may overcome geographical barriers to treatment and engage traditionally hard-to-reach groups. It has been suggested that technology-based approaches may be particularly suited for children and young people who may be more accepting of technology [14]. Apps may reduce barriers to face-to-face help-seeking, such as the stigma or discomfort about discussing one’s own mental health [15]. Therefore, mental health apps may engage young people who typically would not seek help through traditional routes. Global and national organizations, such as the World Health Organization (WHO), the US Department of Health and Human Services, and the National Health Service (NHS), are generating initiatives for the integration of mHealth in services, including child and adolescent mental health [16,17].

Despite the large number of apps available, the evidence base is scarce, particularly for adolescents. A 2013 review of mobile mental health apps for all ages identified eight papers describing only five apps [18]. Four of the five apps demonstrated significant reductions in depression, stress, and substance use, although a number of issues with the quality of these studies suggest these conclusions needed to be interpreted cautiously. The review also highlighted how research has lagged behind app development. A review of mHealth apps for the most prevalent conditions identified by the WHO identified more than 1536 apps for depression, but only 32 associated published articles [19]. Content analysis of commercially available apps for depression [20] and bipolar disorder [21] demonstrate a concerning trend that downloadable apps may not necessarily reflect evidence-based treatment guidelines. The majority rarely cite source information and often lack privacy policies. This was also evidenced in the now offline NHS App Library, in which only four of the 27 apps included any evidence of patient-reported outcomes to corroborate their effectiveness [22]. As such, the majority of mental health apps available for download are not supported by evidence-based research and may not follow evidence-based treatment guidelines.

Few apps have been specifically developed for children and adolescents, and the benefit of mental health mobile apps for this population is unclear. Two systematic reviews exploring the evidence for digital health interventions (including computerized CBT, mobile phone apps, and wearable technologies) for children and young people with mental health problems in 2014 and 2016 [6,23,24] identified randomized controlled trials (RCTs) for only two apps (Mobilitytype and FindMe). Results showed no significant benefits of these apps on depression or autism spectrum disorder symptoms. A scoping review of mHealth interventions for children and young people yielded similar results [25]. Only one app (Mayo Clinic Anxiety Coach) included outcomes using a standardized rating scale, whereas the other two apps identified (SmartCAT and Mobile Mood Diary) had feasibility outcomes, but no efficacy outcomes reported [25].

Although important additions to the literature, the systematic reviews only included RCTs and so did not include feasibility studies providing information on acceptability [6,23,24]. The scoping review was limited to three databases and focused exclusively on studies in which participants had a diagnosed mental health problem [25], therefore excluding any preventive or general mental well-being apps that may exist. This review aims to provide a contemporary appraisal of the available research evidence for the efficacy and acceptability of mobile apps to support the management of mental health in adolescents. A secondary aim was to collate the feedback from mental health professionals and adolescents involved in these studies. This review will focus on mobile phone apps only (as opposed to broad mHealth and eHealth interventions) and will include a wide remit of publication types. Given the increasing number of commercially available apps and the policy drivers toward integrating mHealth into mental health services [16,17], such a review is timely.
Methods

Study Identification and Selection

Fifteen electronic databases were searched for relevant publications between January 2008 and July 2016, including APA PsychNet, ACM Digital Library, Cochrane Library, Community Care Inform-Children, EMBASE, Google Scholar, PubMed, Scopus, Social Policy and Practice, and Web of Science. Publication databases of key journals were also searched. These included Journal of Medical Internet Research, Cyberpsychology, Behavior and Social Networking, and Internet Interventions. A grey literature search of OpenGrey, Index to Thesis, and ACM Digital Library was also conducted. Words pertaining to mobile apps and devices, mental health problems, and the age of the study population were used in a main search string (see Multimedia Appendix 1 for full search strings by database). Database-specific filters such as human population, English language, and age groups were applied where available. Authors of identified trial protocols were also contacted to determine the current status of these trials and whether any further data were available.

We included abstracts describing mental health apps for mobile devices (mobile phone or tablet) for use by children and adolescents younger than 18 years. Studies with participants older than 18 years were included if the sample included children younger than 18 years. Mental health problems included depression, bipolar disorder, anxiety disorders, self-harm, suicide prevention, conduct disorder, eating disorders and body image issues, schizophrenia, psychosis, and insomnia. To ensure we were capturing current and emerging evidence, we included conference proceedings, theses, case studies, RCTs, uncontrolled feasibility studies, qualitative studies, articles analyzing apps for adolescents available in app stores, and articles detailing app design and development.

We excluded abstracts if (1) the target population was exclusively adult (ie, older than 18 years); (2) the primary purpose of the app was ecological momentary assessment for research purposes as opposed to an intervention; (3) the app was designed for neurodevelopmental disorders (autism spectrum disorders, Asperger syndrome, and attention-deficit/hyperactivity disorder), for substance use, for ADHD, for substance use, for ADHD, or medical problems; (4) the study described an Internet-based intervention accessed via a mobile device or an intervention delivered via mobile device functions (text messaging, multimedia messaging, calls, videoconferencing, sending content to Internet interventions); and (5) the paper was a trial protocol, trial registration, systematic or scoping review, or did not provide any extractable outcome or feasibility data.

Results

Study Inclusion

Of the 5562 abstracts initially identified, 5438 were excluded on the basis of title, abstract screening, and duplicate removal. The remaining 124 full-text articles were assessed for eligibility with a further 100 being excluded. A total of 24 full-text articles met the inclusion criteria. Figure 1 is a flow diagram detailing the review process and results at each stage.

Study Characteristics

The 24 publications included in this review consisted of 12 feasibility studies [26-37], five design and development papers [38-42], and two analyses articles of existing apps in app stores [21,43]. The remaining five reported mental health outcome data [44-48]; of these papers, three reported outcomes from the same RCT [44-46]. Only two studies randomized individuals to trial conditions (Mobiletype RCT [44-46]; Pretty [47]). Publication dates ranged from 2008 to 2016 with a notable increase in publications since 2014. Table 1 reports selected study characteristics.

Mobile App Characteristics

Table 2 summarizes the 15 apps included in this review: CopeSmart [26-39], Crisis Care [30], Daybuilder [27], Mayo Clinic Anxiety Coach [42,48], Mobiletype [34,35,44-46], Mobile Mood Diary [28,29], Pretty [47], REACH app [32], Recovery Record [40], Safety Plan app [38], SmartCAT [33], The ACT app [41], and TickiT [37] (two apps had no name [31,36]).

Operating platforms included Android and iOS (n=3 [26,39,40,47]), Android only (n=4 [27,32,33,41]), iOS only (n=2 [37,42,48]), and multiple platforms (n=2 [28,29,34,35,44-46]), with four being under development or not reporting the operating platform [30,31,36,38]. Note that CopeSmart, Mayo Clinic Anxiety Coach, Mobiletype, and Mobile Mood Diary were associated with multiple studies (Table 2). The primary focus of the apps were prevention and early intervention (n=4 [26,31,32,39,47]), assessment and screening (n=2 [34,35,37,44-46]), adjuncts to face-to-face mental health care (n=5 [28,29,33,36,38,41]), and standalone self-help interventions (n=4 [27,30,40,42,48]). The majority included some form of self-monitoring of symptoms, mood, emotions, behavior, or meals. The Mayo Clinic Anxiety Coach was the only app describing an active “treatment” component (ie, exposure and response prevention) although a further eight provided “coping strategies” and skills practice (eg, meditation, dialectical behavioral therapy [DBT] skills, and CBT techniques).

Two apps were available from Google Play or iTunes at the time of writing: Mayo Clinic Anxiety Coach (iTunes [42,48]) and Recovery Record (Google Play and iTunes [40]). Currently, Recovery Record has not published an evaluation of mental health outcomes but have RCTs registered to take place. As far as can be determined, none of these apps were specifically designed for use with children and young people.
Analysis Articles
A further six apps, targeted specifically at children or adolescents, were identified in two analysis articles of apps available from Google Play and iTunes [21,43]. The apps were Destructive Issues [43], Teen Depression Connect [43], Teen Hotline [43], Primary School Assessments [21], Preschooler Assessments [21], and Your Child’s Social Health [21]. These analyses concluded that none of these apps have been subject to research evaluation and that the content of some did not reflect best practice guidelines. Further concerns included a lack of privacy policies and lack of resources for immediate help for those who are distressed.

Study Participants
Ages of those involved in studies ranged from 9 to 30 years with 13 articles including only children and adolescents 18 years or younger [26,28-30,33,34,36-39,42,47,48]. Demographic data including gender were sparsely reported. In total, 473 participants had used a mental health app as part of a feasibility or outcome study [26-28,31-37,44-48]. Of those younger than 18 years (n=316), only a small minority (22/316, 7.0%) had a recognized mental health problem identified by diagnostic interviews or screening questionnaires. In total, 95 adolescents had taken part in studies that evaluated their opinions on mHealth apps or prototypes without using the app itself [28,30,34,38,39]. Only 30 of 95 participants who took part in these studies (32%) had recognized mental health problems.
Table 1. Characteristics of publications of mental health mobile apps for preadolescents and adolescents included in review (N=24).

<table>
<thead>
<tr>
<th>Study</th>
<th>Design</th>
<th>Sample</th>
<th>App</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kennard et al (2015) [38]</td>
<td>App design: semistructured interviews gaining perspectives on a mobile safety plan for suicide prevention</td>
<td>N=10 teens aged 14-17 hospitalized for suicidality; n=10 parents</td>
<td>Safety Plan App</td>
</tr>
<tr>
<td>Kenny et al (2014) [39]</td>
<td>App design: focus groups gaining perspectives on mental health mobile apps and CopeSmart prototype</td>
<td>N=34, aged 15-16, school-based sample</td>
<td>CopeSmart</td>
</tr>
<tr>
<td>Kenny et al (2015) [26]</td>
<td>Feasibility: CopeSmart used to rate mood for 1 week</td>
<td>N=43, aged 15-17, school-based sample</td>
<td>CopeSmart</td>
</tr>
<tr>
<td>Løventoft et al (2012) [27]</td>
<td>Feasibility: describes design workshops and 4-week pilot trial</td>
<td>N=6 (aged 17-24); used psychotropic medication within last 2 years; community recruited</td>
<td>Daybuilder</td>
</tr>
<tr>
<td>Matthews &amp; Doherty (2011) [28]</td>
<td>Feasibility: comprises 3 studies (1) initial design consultations, (2) nonclinical feasibility, (3) feasibility with clinical population</td>
<td>(1) n=6, (2) n=73 (21 app, 51 paper diary), (3) n=9 children seeing a therapist for a range of mental health problems</td>
<td>Mobile Mood Diary</td>
</tr>
<tr>
<td>Matthews et al (2008) [29]</td>
<td>Feasibility: app or paper-based mood charting; instructed to complete one mood entry every day for 2 weeks</td>
<td>N=73 (21 app, 51 paper diary), aged 13-17 years; school-recruited sample</td>
<td>Mobile Mood Diary</td>
</tr>
<tr>
<td>Niendam et al (2015) [31]</td>
<td>Feasibility: 4-month trial collecting medication adherence and clinical data using mobile phone app</td>
<td>N=36, aged 14-30; Early Psychosis participants recruited from early intervention programs</td>
<td>No name</td>
</tr>
<tr>
<td>Patwardhan et al (2015) [32]</td>
<td>Feasibility: pilot of REACH app: 30 minutes of app usage with researcher</td>
<td>N=22 (mean age=9.67 years); school-based recruitment</td>
<td>The REACH app</td>
</tr>
<tr>
<td>Pramana et al (2014) [33]</td>
<td>Feasibility: used for 8-16 alongside face-to-face CBT for anxiety</td>
<td>N=9 (aged 9-14), receiving face-to-face CBT for diagnosed anxiety disorder</td>
<td>SmartCat</td>
</tr>
<tr>
<td>Reid et al (2009) [34]</td>
<td>Feasibility: focus group and 1-week trial of Mobiletype; text prompt to complete diary 4 times a day</td>
<td>N=29 (n=11 in focus group, n=18 in study), aged 14-17; school-based recruitment</td>
<td>Mobiletype</td>
</tr>
<tr>
<td>Reid et al (2011) [45]</td>
<td>Outcome study: RCT of Mobiletype app vs abbreviated Mobiletype app</td>
<td>N=114 (68 intervention; 46 control) aged 14-24; GP-based recruitment</td>
<td>Mobiletype</td>
</tr>
<tr>
<td>Reid et al (2012) [35]</td>
<td>Feasibility: youth asked to self-monitor with app at least once a day for 2-4 weeks until next medical review</td>
<td>N=47 (aged 14-19), recruited from health clinic by pediatrician</td>
<td>Mobiletype</td>
</tr>
<tr>
<td>Reid et al (2013) [46]</td>
<td>Outcome study: RCT of Mobiletype app vs abbreviated Mobiletype app</td>
<td>N=114 (68 intervention; 46 control) aged 14-24; GP-based recruitment</td>
<td>Mobiletype</td>
</tr>
<tr>
<td>Scotti (2014) [36]</td>
<td>Feasibility: school-based DBT skills group + mobile or online tracking of skills usage</td>
<td>N=7 (aged 13-18), 2 of which used the app; had eating disorder or body image concerns; school-based recruitment</td>
<td>No name</td>
</tr>
<tr>
<td>Tregarthen et al (2015) [40]</td>
<td>App design: app made available to download and user information recorded</td>
<td>Ages ranged from 13-77 years</td>
<td>Recovery Record</td>
</tr>
</tbody>
</table>
Mental Health Outcomes: Efficacy

As evident in Table 2, the included apps targeted a range of mental health areas. However, only five articles reported any mental health outcome data. These articles evaluated three apps targeting depression, stress, anxiety (Mobiletype [44-46]), body image and self-esteem (Pretty [47]), and obsessive-compulsive disorder (OCD; Mayo Clinic Anxiety Coach [48]). None of the other targeted areas had any outcome data associated with them.

Depression, Stress, and Anxiety

To date, Mobiletype is the only mobile app to have undergone a RCT [44-46]. Participants (N=118, aged 14-24 years) with emotional or mental health issues were recruited from general practitioner practices and randomly assigned to a full or an abbreviated version of Mobiletype (ie, no mental health self-monitoring). There were no significant differences between groups at posttest or follow-up (6 weeks) on depression (d=0.09, P=.69), anxiety (d=0.07, P=.76), or stress (d=0.22, P=.32) as measured by the Depression, Anxiety and Stress Scale (DASS). Significant total group mean decreases on the DASS over time indicated significant reductions in depression, anxiety, and stress scores at follow-up regardless of group [44-46].

Body Image and Self-Esteem

Veldhuis [47] reported a laboratory-based, randomized trial of a mobile phone app (Pretty) to improve body image in a community sample of 206 adolescent girls (age 12-18 years, mean 13.88, SD 1.34 years). Participants were randomized to use Pretty or a comparison app for 30 minutes. Both apps presented pictures of models. Pretty asked users to rate the weight status of each model, whereas the comparison app asked neutral questions about a famous Dutch singing duo. There were no significant differences between apps on measures of self-esteem or body satisfaction postapp exposure (t1=0.02, P=.90 and t1=0.54, P=.46, respectively). Neither app improved body satisfaction; however, significant improvements in self-esteem postapp use were revealed, regardless of which app was used (t20=–4.26, P<.001).

Obsessive-Compulsive Disorder

Whiteside [48] presented two case studies (ages 10 and 16 years) illustrating the treatment of pediatric OCD augmented with the Mayo Clinic Anxiety Coach App. Posttreatment assessments were at 4 and 3 months, respectively. Although symptoms on the Children’s Yale-Brown Obsessive-Compulsive Scale were reduced, one child still met diagnostic criteria for OCD [48].

Feasibility and Acceptability

Feasibility outcomes of app usage and acceptability were extracted from studies assessing the following apps: CopeSmart [26,39], Crisis Care [30], Daybuilder [27], Mobiletype [34,35,44], Mobile Mood Diary [28,29], SmartCAT [33], REACH app [32], and TickiT [37]. Qualitative feedback from adolescents and therapists [26,28,29,39] was also reported.

App Usage

In the Mobiletype RCT [44,45], app users (N=68) were instructed to use the app at least twice a day for a minimum of 2 weeks. App use was good with participants completing a mean 3.3 (SD 1.4, range 1-8) Mobiletype entries each day and average app usage of mean 14.6 (SD 6.3, range 1-34) days. In a feasibility trial of CopeSmart [26], a nonclinical sample of adolescents (N=43) used the app for a mean 4.0 of 7.0 (SD 1.8) days. The “Rate My Mood” section was most frequently used (mean 3.5, SD 1.0 days), whereas use of the “Coping Tips” and “Resources” sections were low (mean 1.5, SD 1.0 days and mean 0.9, SD 1.0 days, respectively).
Table 2. Characteristics of mental health mobile apps for preadolescents and adolescents included in review (N=15).

<table>
<thead>
<tr>
<th>App name</th>
<th>Descriptiona</th>
<th>Main featuresa</th>
<th>OSb</th>
<th>Available to downloadc</th>
<th>Area targetedd</th>
</tr>
</thead>
<tbody>
<tr>
<td>CopeSmart [26,39]</td>
<td>App to foster positive mental health in children and young people</td>
<td>Self-monitoring of mood, mood diary, coping tips, and contact details of mental health support services</td>
<td>Android &amp; iOS</td>
<td>NA</td>
<td>Mental well-being</td>
</tr>
<tr>
<td>Crisis Care [30]</td>
<td>App for suicide prevention in children and young people to be downloaded on discharge from acute care</td>
<td>Coping skills (relaxation, behavioral activation, positive affect) and contact details of suicide hotline and adults they trust</td>
<td>Prototype /NR</td>
<td>NA</td>
<td>Suicide prevention</td>
</tr>
<tr>
<td>Daybuilder [27]</td>
<td>A “life management app” for people with depression</td>
<td>Symptom assessment, mood, appetite, and sleep self-monitoring, functions to let the user create events and reminders for what to do to prepare for that event, medication management</td>
<td>Android</td>
<td>NA</td>
<td>Depression</td>
</tr>
<tr>
<td>Mayo Clinic Anxiety Coach [42,48]</td>
<td>A self-help tool delivering CBT for a range of anxiety disorders</td>
<td>Self-monitoring, symptom assessment, psychoeducation, and treatment based on exposure therapy</td>
<td>iOS</td>
<td>Yes</td>
<td>OCD</td>
</tr>
<tr>
<td>Mobiletype [34,35,44-46]</td>
<td>A “mental health assessment and management app” for children and young people</td>
<td>Self-monitoring tool; prompts users 4 times a day to record mood, stressful events, alcohol use, cannabis use, quality and quantity of sleep, quantity and type of exercise, and diet</td>
<td>Cross-platform</td>
<td>NA</td>
<td>Mental health</td>
</tr>
<tr>
<td>Mobile Mood Diary [28,29]</td>
<td>App for children and young people in therapy to chart their mood</td>
<td>Self-monitoring of mood, sleep, and energy and a free text diary entry; no password protection or reminders</td>
<td>Cross-platform</td>
<td>NA</td>
<td>Mental health</td>
</tr>
<tr>
<td>Pretty [47]</td>
<td>Gamified app to prevent body image issues in children and young people</td>
<td>App is a series of pictures of models of various sizes and questions asking the user to rate each model’s weight status to be either “extremely thin,” “thin,” “normal,” “big,” or “extremely big;” user gets feedback on whether their response was correct</td>
<td>Android &amp; iOS</td>
<td>NA</td>
<td>Body image</td>
</tr>
<tr>
<td>Recovery Record [40]</td>
<td>A CBT-based app for eating disorders self-monitoring</td>
<td>Self-monitoring of meals and symptoms, goal setting, coping tactics, meal plans, rewards and affirmations, social support, summative feedback</td>
<td>Android &amp; iOS</td>
<td>Yes</td>
<td>Eating disorders</td>
</tr>
<tr>
<td>Safety Plan app [38]</td>
<td>Proposed app to support children and young people transitioning from inpatient to outpatient care</td>
<td>Intended to provide mobile access to pre-agreed safety plan for use in times of crisis and suicidal ideation</td>
<td>Prototype /NR</td>
<td>NA</td>
<td>Suicide prevention</td>
</tr>
<tr>
<td>SmartCAT [33]</td>
<td>App for children and young people with anxiety alongside brief CBT sessions</td>
<td>Skills coach, reward bank, media library, notifications, and secure messaging portal for use with therapist</td>
<td>Android</td>
<td>NA</td>
<td>Anxiety</td>
</tr>
<tr>
<td>The ACT app [41]</td>
<td>App for children and young people with depression attending therapy</td>
<td>Self-monitoring and symptom assessment, skills training, goal setting; based on acceptance and commitment therapy.</td>
<td>Android</td>
<td>NA</td>
<td>Depression</td>
</tr>
<tr>
<td>TickiT [37]</td>
<td>App-based psychosocial screening tool developed for children and young people attending hospital</td>
<td>Patients enter data in waiting room and the tool records response data, generating a report and alerts for clinicians, shifting clinical focus of the meeting</td>
<td>iOS</td>
<td>NA</td>
<td>Depression (screening)</td>
</tr>
<tr>
<td>No name [31]</td>
<td>App for recording medication adherence and symptoms in early psychosis care</td>
<td>Self-monitoring and symptom assessment; designed with daily and weekly surveys assessing symptoms, mood, medication adherence, and social contact</td>
<td>NR</td>
<td>NA</td>
<td>Early psychosis (medication adherence)</td>
</tr>
</tbody>
</table>
In a feasibility trial of Mobile Mood Diary [28,29], a nonclinical sample of school children (N=73, aged 13-17 years) were asked to record at least one mood each day for 2 weeks. App users demonstrated significantly higher levels of compliance (mean: 8.12) compared to a control group who mood-charted with a pen and paper (mean 5.44). In a small pilot study [28] with a clinical population of children (N=9; mean 13.78, SD 2.63 years) attending therapy, mood diary adherence was 65% on average. All participants used Mobile Mood Diary for a minimum of two sessions and 9 of 9 (89%) used it for longer.

In a SmartCAT feasibility trial [33], clinically anxious youth (N=9, aged 9-14 years) demonstrated good compliance, completing a mean 5.36 (SD 1.95) entries of 6.48 requests (5.36/6.48, 83% adherence rate) between each session. There was limited data about the longer-term use of apps. SmartCAT was highly utilized during week 1, but leveled off over time and almost halving by week 7 [33]. Similarly, in a feasibility trial of Mobiletype [35], participants (N = 47, age 14-24 years) completed 91% (47/51) of the Mobiletype entries every day in week 1, dropping to 58% (17/29) in week 4.

### App Acceptability

Sample sizes were small, but overall app acceptability was good. The majority of CopeSmart users in the feasibility trial [26] found the app easy to use (40/43, 93%), 30 of 43 (70%) would use it in the future, 32 of 43 (74%) felt other young people would use it, and 30 of 43 (70%) would recommend it to a friend. Similarly, SmartCAT feasibility study participants [33] rated the app as highly usable (mean 1.7 on a scale of 0-7 with 1 indicating easy to use). All users reported being satisfied with SmartCAT and would recommend to others. The REACH app [32] (N = 22, age mean 9.67 years) was rated highly on ease of use, quality of support information, ease of learning, and system satisfaction with an overall mean usability score of 35.69 (SD 19.84) out of a possible score of 40. Participants who had no knowledge of the Android operating system rated the app worse. Users (N=21) of Mobile Mood Diary [29] also found it easy to use (mean 1.63, SD 0.76, where 1=very easy and 5=very difficult). Furthermore, 20 of 21 (95%) felt they had sufficient privacy and felt more privacy recording moods via the app compared to paper-based charting [29]. A feasibility study of TickiT (N=78, age range 12-18 years) demonstrated the app was easy to understand (72/78, 92%), easy to use (72/78, 92%), and efficient (63/79, 80%), with a completion rate of less than 10 minutes [37]. For participants in the Mobiletype feasibility study, 21 of 22 (95%) reported the feedback information reflected their actual experiences, was accurate (95%, 20/21), was helpful to them (71%, 17/24), and aided their doctor to understand them better (82%, 18/22) [35]. Usability of Crisis Care in a pilot study [30] was judged to be good (N=20). Mean scores on usability, utility in crisis, and content satisfaction ranged from 2 to 5 (5 being maximum score on subscales of System Usability Scale).

### Adolescent Perspectives

Feedback from a focus group of nonclinical adolescents (N=34, age 15-16 years) highlighted the importance of apps being discrete and easy to conceal in order to avoid the stigma associated with mental health problems [39]. Privacy concerns were also highlighted by three participants from a clinical sample who declined to use Mobile Mood Diary in a pilot study because the title would be visible on their phone (eg, “one 16-year-old would not install the diary because her friends sometimes use her phone and she is afraid they will see an application named ‘mood diary’” p 2954 [28]). Others report mobile apps offer increased privacy and discretion for activities, such as mood charting. A participant in the Mobile Mood Diary feasibility trial commented, “You can conceal more easily so there is more privacy” (p 123 [29]). On a practical level, adolescents would like apps to have password protection and to allow control over privacy settings [28,29,39]. Other feedback highlighted that apps should also be engaging, interactive, provide concise information, be esthetically attractive, allow for personalization, and provide reminders to use [26,28,29].

### Therapist Perspectives

A survey [28] of therapist attitudes to mobile technology (N=28) revealed concerns about privacy and security. The “danger of someone else accessing confidential information” was a substantial therapist concern. Other concerns included increased responsibility, increased workloads, costs of implementation, need for training, setting clear boundaries between sessions, and a worry that clients would expect the therapist to continuously monitor their mood data [28]. Therapists (n=3) who used Mobile Mood Diary in a pilot study reported the app and printouts helped engage patients in therapeutic tasks, facilitated a less threatening disclosure of information, and broke down barriers in sessions. Mobile mood charting was perceived to be better than paper-based charting and printouts were useful for discussing clinical cases and saved therapist time inputting into a computer [28]. Lack of technical confidence was reported to be the greatest barrier to uptake of Mobile Mood Diary. Some therapists were incentivized to use the app when they saw others successfully using it.

---

<table>
<thead>
<tr>
<th>App name</th>
<th>Description</th>
<th>Main features</th>
<th>OS</th>
<th>Available to download</th>
<th>Area targeted</th>
</tr>
</thead>
<tbody>
<tr>
<td>No name [36]</td>
<td>App for recording behaviors and skills practice, adjunct to group DBT</td>
<td>Self-monitoring and tracking of DBT skills and ED behaviors via mobile app or online</td>
<td>NR</td>
<td>NA</td>
<td>Eating disorders</td>
</tr>
</tbody>
</table>

---

a CBT: cognitive behavioral therapy; DBT: dialectical behavioral therapy; ED: eating disorders.
b Cross-platform: article reports as JavaME app (Mobile Mood Diary) or “multiple models and firmware” (Mobiletype); NR: not reported; OS=operating system.
c NA: not available to download from Google Play, iTunes App Store, or Microsoft app store.
d Mental health: range of unspecified mental health problems.
Discussion

Principal Results and Comparisons With Previous Work

The aim of this review was to systematically examine the literature on mobile apps for mental health in children and young people. Our review identified 24 papers describing 15 apps or prototypes, two of which were available to download from Google Play or iTunes [40,42,48]. We identified only two small RCTs [44-47], one of which was a laboratory-based experimental study [47], and both failed to demonstrate a significant effect on their intended outcomes (depression or body image). Therefore, we conclude that currently there is no evidence to support the effectiveness of apps designed for adolescents with mental health problems. Because we did not identify any study participants younger than 9 years, there is no evidence to support the effectiveness of apps designed for children with mental health problems either.

Our conclusion is consistent with previous reviews and highlights that the evidence base has barely increased over the past 4 years [18,23-25]. The lack of empirical studies contrasts starkly with the commercial development of mobile apps. From October 2013 to June 2016, the number of apps available to download from the app store doubled to 2 million [49], of which 1.98% (39,600) were classed as medical. Given the significant increase in the availability of mobile apps, the lack of evidence to support their safety or effectiveness with vulnerable populations is concerning.

Although the evidence base is currently lacking, this does not rule out the fact that well-designed, adequately tested, evidenced-based mobile apps could be effective. The evidence base for the clinical effectiveness of mobile apps in adult mental health is slowly emerging [18,50-52]. Our review suggests that the comparative literature for children and adolescents is significantly lagging, a trend also noted within the literature on other forms of eHealth, such as computerized CBT [6,7].

In terms of acceptability, it has been suggested that apps and eHealth in general are particularly suited for adolescents who are familiar with and regular users of technology [23]. We identified 12 small pilot feasibility trials [26-37] that suggested, in the short term, adolescents may be favorably disposed to this form of delivery. Acceptability was generally positive with ratings of ease of use, satisfaction, and usability rated average to high [26,29,32,33,35,37]. The privacy and discretion afforded by well-designed apps were of importance to young people [28,29,39]. However, many participants were healthy, nonreferred adolescents and less is known about whether those with mental health problems would have similar views. It is important to also note that although adolescents may have positive attitudes toward mHealth, it does not necessarily mean they would prefer it over a face-to-face intervention [24]. It is also important to consider whether the affinity that people have for their mobile phones and the trust and expectations placed in them positively influence clinical outcomes and user satisfaction [53]. This “digital placebo effect” may account for why some people continue to download and use mobile apps for mental health even though the evidence base is largely absent [53]. Nonetheless, our findings support previous conclusions and suggest that apps may provide an acceptable way of supporting mental health interventions for some adolescents [18,54].

Therapist perspectives on mobile apps were mixed, with concerns relating to patient security, increased responsibility and workloads, and the need to set clear boundaries between sessions [28]. These are different concerns to those surrounding the use of other forms of eHealth, such as computerized CBT, in which clinicians were concerned about the effectiveness of computerized CBT with more severe mental health problems and the lack of a therapeutic relationship [55]. This may reflect differences in the purpose of these interventions (ie, computerized CBT being a therapeutic intervention compared to apps that are an adjunct to therapy). Interestingly, therapists who used the app Mobile Mood Diary in clinical practice reported benefits such as facilitation of client engagement [28]. Lack of technical confidence was the most common barrier to implementation. This lack of technical confidence may be addressed by improving the user-friendliness of the app, either by codesigning apps with therapists or providing training for therapists.

App usage, where reported, was moderate and adherence ranged from 65% to 83%, which is comparable to those seen in Internet interventions for depression and anxiety [56]. There was a suggestion that self-monitoring of mood via apps promoted higher adherence compared to paper self-monitoring [33,35]. Information on longer-term usage is scare, but the included studies suggest app usage begins high and declines over time [33,35]. This “law of attrition” [57] is also a common challenge for computerized CBT and eHealth interventions [57]. As with other technology-based interventions, using mHealth apps with support from a therapist offers one strategy for increasing longer-term engagement [24,58]. Indeed, the SmartCAT app used in conjunction with face-to-face support demonstrated an 83% completion rate [33], similar to completion rates demonstrated in face-to-face CBT (84%) and guided Internet CBT (81%) [59]. Making mHealth apps inherently more engaging by design is another strategy for increasing longer-term engagement. One promising proposition is the use of serious gaming, gamification principles, telepresence, and persuasive technology in eHealth (and by extension mHealth) design [58,60]. The evidence base for the benefits of these principles as applied to mHealth and eHealth is currently in its infancy, however, and is a burgeoning area of research [60].

This review highlights several methodological concerns about the quality of the research evidence for mental health mobile apps, especially those for adolescents. Sample sizes tend to be small and reporting of demographic data such as gender and age inadequate, particularly in pilot feasibility studies. Few participants have an identified mental health problem and, as such, little is known about the acceptability and use of apps with clinical groups. As far as can be determined, the youngest participant in these studies was 9-years-old, meaning there is no research evidence for the use of mobile apps in children younger than this age. Where reported, symptoms tended to be mild to moderate in severity and, as such, the appropriateness of mobile apps for complex or more severe problems is...
unknown. Studies tend to be short in duration and there is sparse information on whether positive gains from using mobile apps are maintained. Finally, none of the apps in this review have been evaluated using a suitable RCT comparing a mobile app to an adequate control group. Future research should address these methodological concerns. Given the beneficial role that parent participation and engagement can have in adolescent mental health treatment [61], future research may also want to consider the role of parents/guardians in supporting adolescents using apps for mental health.

Our review has focused on the academic literature and of the apps identified, two of which were available to download. This contrasts starkly with the large number available from commercial sites and raises questions about the safety, quality, and efficacy of those that are available [11,22,62]. Content analyses [21,43] of six apps for children and adolescents available to download highlighted that none have been subject to any research evaluation. The authors also noted that the apps did not reflect best practice guidelines and lacked privacy policies [21,43]. Some of these apps claim to address a worrying number and type of complex problems, including “child abuse,” “daughter’s abusive relationship,” and “teen suicide, depression, and stress.” Ineffective or detrimental apps are a significant concern and incur costs to patient safety and care [11]. Therefore, our review adds to calls for better regulatory oversight to ensure app quality and safety [11,18,22,62].

Limitations

There are several limitations of this review. Firstly, the number of studies was small with generally limited sample sizes. Conclusions that mobile apps are acceptable for youth are therefore tentative. Secondly, the qualitative feedback is based on a small number of young people and therapists and generalizing their views to a wider population should be exercised with caution. This feedback is nevertheless informative and highlights the importance of involving young people in app design. Thirdly, we aimed to reduce publication bias, and although our inclusion criteria were broad, our search was limited to English-language papers. Fourthly, despite aiming for a precise overview of the literature on mobile apps for children and adolescents, a number of publications included adults. The majority of publications utilized teenage and young adult populations with only one study including a participant aged 9 years. As such, our results are limited to preadolescents and adolescents, rather than children. All the articles included in this review originated from work in North America, Northern Europe, and Australia; therefore, these results are limited to the experiences of adolescents in high-income countries. mHealth holds great promise for widening access to mental health treatment in low to upper-middle income countries where the challenges of meeting mental health needs are considerable [63]. This potential will not be realized unless future research is conducted in these contexts.

Conclusion

There is an urgent need for methodologically robust, adequately powered research evaluating the safety, efficacy, and effectiveness of mental health apps for children and young people with mental health problems. Well-designed RCTs with adequate power and control groups are needed to demonstrate whether mobile apps for mental health have any clinical benefit for children and young people. Because the development of apps is vastly outpacing the development of the evidence base, future research should also utilize quicker, good-quality designs [64]. This may require the inclusion of adolescents and therapists in the app design and development process to ensure apps are fit for purpose and user-centered [38], as well as continuous evaluation of evolving interventions [64]. At present, there is insufficient evidence to suggest that any mobile app for mental health can be used effectively with children and young people. Clinicians should be cautious about recommending mobile apps until there is sufficient evidence to support their safety and efficacy.
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Abstract

Background: Smartphones contain sensors that measure movement-related data, making them promising tools for monitoring physical activity after a stroke. Activity recognition (AR) systems are typically trained on movement data from healthy individuals collected in a laboratory setting. However, movement patterns change after a stroke (eg, gait impairment), and activities may be performed differently at home than in a lab. Thus, it is important to validate AR for gait-impaired stroke patients in a home setting for accurate clinical predictions.

Objective: In this study, we sought to evaluate AR performance in a home setting for individuals who had suffered a stroke, by using different sets of training activities. Specifically, we compared AR performance for persons with stroke while varying the origin of training data, based on either population (healthy persons or persons with stroke) or environment (laboratory or home setting).

Methods: Thirty individuals with stroke and fifteen healthy subjects performed a series of mobility-related activities, either in a laboratory or at home, while wearing a smartphone. A custom-built app collected signals from the phone’s accelerometer, gyroscope, and barometer sensors, and subjects self-labeled the mobility activities. We trained a random forest AR model using either healthy or stroke activity data. Primary measures of AR performance were (1) the mean recall of activities and (2) the misclassification of stationary and ambulatory activities.

Results: A classifier trained on stroke activity data performed better than one trained on healthy activity data, improving average recall from 53% to 75%. The healthy-trained classifier performance declined with gait impairment severity, more often misclassifying ambulatory activities as stationary ones. The classifier trained on in-lab activities had a lower average recall for at-home activities (56%) than for in-lab activities collected on a different day (77%).

Conclusions: Stroke-based training data is needed for high quality AR among gait-impaired individuals with stroke. Additionally, AR systems for home and community monitoring would likely benefit from including at-home activities in the training data.
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smartphone; activities of daily living; ambulatory monitoring; machine learning; stroke rehabilitation
Introduction

Recovering independent mobility after a stroke, both at home and in the community, is a priority for most stroke survivors [1]. The development of therapeutic interventions to restore walking and functional recovery remains a major focus of rehabilitation for individuals after stroke [2]. However, it is difficult to know which rehabilitation strategies most improve functional mobility. As stroke units strive to optimize inpatient and outpatient care and shorten hospital stays, it becomes increasingly important to measure the impact of rehabilitation beyond the traditional clinical setting.

Monitoring daily physical activity is essential to understanding patient recovery. After all, community-dwelling stroke patients exhibit high levels of sedentary behavior [3,4], which has been identified as a risk factor for secondary cardiovascular disease and mortality [5]. Decreasing sedentary time by increasing ambulation or even standing time may reduce these risks [6,7] and prevent further health complications for persons with stroke. Wearable sensors, coupled with activity recognition (AR) models and machine learning techniques, can identify various mobility-related activities, such as sitting, lying, standing, walking, and stair use, in the clinic and in the home and community. This enables therapists to develop personalized, data-driven programs to advise patients and improve activity levels [8]. Thus, efficiently measuring mobility activities through a wearable AR system is a major quantitative outcome measure for studying new therapeutic interventions for stroke survivors.

Smartphones in particular have proven promising for unobtrusive health monitoring among patients [9], as they are now inexpensive, widely used, have an integrated system of movement-related sensors, and are able to transmit data continuously. Additionally, with access to the Global Positioning System (GPS), smartphones can allow clinicians and researchers to quantify outdoor community mobility [10-12] for tracking recovery and societal reintegration. Smartphones offer a favorable alternative to current monitoring devices such as pedometers, step activity monitors (SAMs), or other accelerometry-driven products [13], which focus exclusively on step counts and walking bouts.

A significant obstacle to the deployment of AR systems in rehabilitation is their reliability when applied to patients. Recent work has demonstrated that AR classifiers trained using in-lab data from young, able-bodied adults do not generalize to older adults [14], persons with Parkinson’s disease [15], or patients with lower limb impairments [16]. Rather, using training data from the neurological population of interest notably improved AR accuracy, likely because such groups exhibit different movement patterns than a young, healthy cohort [17]. Despite some ongoing research for stroke-based AR [18], we know little about the generalization of AR classifiers from healthy subjects to stroke patients. In particular, the heterogeneous movement-related outcomes that accompany stroke, such as level of gait impairment, may affect AR performance. It remains to be seen whether activities from a healthy cohort provide sufficient training data to classify stroke activities.

Another obstacle for the deployment of AR systems in rehabilitation is their reliability when applied to at-home activities. That is, AR classifier training usually relies on activities performed in a laboratory, but the end goal for these classifiers is to detect activities performed elsewhere in the community. Considering that a laboratory is an unfamiliar environment under close researcher supervision, it stands to reason that activities performed in a lab may look different from those performed at home. It is thus critical to know whether in-lab activities provide sufficient training data to classify at-home activities or whether models should be tuned to the environment of interest.

Here, we set out to investigate AR for individuals with stroke—specifically, the dependence of AR performance on the type of training data (from stroke or healthy subjects) and the environment (laboratory or home setting). Young, healthy individuals and community ambulators with stroke wore a smartphone while performing and self-labeling various mobility-related activities. We compared the ability of AR models trained on either a healthy or stroke cohort to classify activities in stroke cohorts with different levels of gait impairment. We also compared the ability of AR models trained on activities collected in either a laboratory or a home setting to classify activities at home for a stroke cohort. This approach is an important first step in highlighting potential issues with home monitoring using traditional laboratory-based AR methods.

Methods

Participants

A total of 30 individuals with stroke (mean 60.7, SD 13.3 years; 18 males and 12 females) participated in this study. Of these subjects, 21 had ischemic strokes, and 9 had hemorrhagic strokes; 16 sustained right-side damage, and 14 sustained left-side damage. Median stroke latency was 4.6 years (range 1986-2015) at the time of the study. Exclusion criteria included severe cognitive impairment (scoring ≤17 points on the Mini–Mental State Examination [19] and physical impairment that would inhibit ability to use a smartphone. We determined gait impairment using preferred walking speed during a 10-meter walk test (10MWT). This method categorized 8 subjects with mild impairment (>0.8 m/s), 13 subjects with moderate impairment (≥0.4 and <0.8 m/s), and 9 subjects with severe impairment (<0.4 m/s). Fifteen healthy subjects (mean 31.1, SD 9.2 years; 4 males and 11 females) were also recruited for this study, using a sample of convenience.

All subjects provided written informed consent before participation. The study was approved by the Institutional Review Board of Northwestern University (Chicago, IL) in accordance with federal regulations, university policies, and ethical standards regarding research on human subjects.

Smartphone Sensing System

Subjects wore a Samsung Galaxy S4 running Android OS 4.4.4 on their waist in a belted pouch. The pouch was not restricted to any particular location on their waists (eg, right or left side) to make the home deployment as realistic as possible. A custom
app named CIMON [20,21] collected tri-axial accelerometer data at an average of 60 samples per second, gyroscope data at 60 samples per second, and barometer data at 6 samples per second. Subjects self-labeled various mobility-related activities through CIMON’s user interface. Sensor data and labels were sent in real time via WiFi and LTE to a HIPAA-compliant (Health Insurance Portability and Accountability Act of 1996), secure server at the University of Notre Dame (Notre Dame, IN).

Activity Labeling

Subjects with stroke performed and labeled a sequence of six activities (Sitting, Lying, Standing, Stairs Up, Stairs Down, and Walking) during two in-lab sessions, and they performed another session independently at home. During their first visit to the lab, they completed the activity sequence three times between rest periods. They were then asked to perform each of the six activities at least twice at home on the following day. They returned to the lab on the third day to complete three additional sequences. The healthy subjects performed and labeled the same activities at their leisure over a two-week period, and we asked that they complete each activity at least twice per day. Before taking the phones home, all subjects were taught to use the app and labeling system, and they performed several activities under the supervision of the researchers to ensure understanding.

Labeling an activity involved removing the phone from its pouch, selecting an activity label from a dropdown menu on the user interface, replacing the phone in the pouch, and commencing with the activity. This approach generated noisy, high-frequency sensor signals unrelated to the movement of interest when removing and replacing the phone. We removed these extraneous signals using an activity-dependent threshold on sample entropy, supplemented by manual trimming, at the beginning and end of each label. We also removed any trials that the subjects had obviously mislabeled, which occasionally occurred in the Home sessions (e.g., a brief “Walking” trial with nearly flat signals from the accelerometer and gyroscope sensors, suggesting that the subject selected the incorrect label and neglected to cancel the trial).

Activity Recognition

Data processing, activity recognition, and model analysis were implemented in MATLAB 2016b (MathWorks; Natick, MA). Accelerometer and gyroscope data were resampled to 50 Hz, and barometer data were resampled to 6 Hz to correct for any variability in the sensors’ sampling frequencies. Each activity recording was then divided into 10-second data clips (instances) with 90% overlap.

Initially, 270 features were identified from the activity data clips. Of these features, 131 arose from the accelerometer, 131 arose from the gyroscope, and 8 arose from the barometer. Features included statistical measures of the sensor signal, its derivatives, and the frequency domain (Tables 1 and 2).

To reduce the complexity of the model, a reduced feature set was chosen using MATLAB’s Out-of-Bag Predictor Importance method for a random undersampling (RUS) random forest (RF) model trained on the healthy subject data. RF models are often used in AR for their efficiency and flexibility [22,23], maintaining high accuracy for multiclass problems and large feature sets. The final feature set included 151 features, with 80 from the accelerometer, 63 from the gyroscope, and 8 from the barometer.

Table 1. Activity recognition model features from accelerometer and gyroscope signals.

<table>
<thead>
<tr>
<th>Description</th>
<th>Number of features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean, range, and interquartile range</td>
<td>3 (per axis)</td>
</tr>
<tr>
<td>Moments: standard deviation, skew, and kurtosis</td>
<td>3 (per axis)</td>
</tr>
<tr>
<td>Histogram: bin counts of z-scores from -2 to 2</td>
<td>4 (per axis)</td>
</tr>
<tr>
<td>Moments of derivative: mean, standard deviation (SD), skew, and kurtosis</td>
<td>4 (per axis)</td>
</tr>
<tr>
<td>Mean of the squared norm</td>
<td>1</td>
</tr>
<tr>
<td>Sum of axial standard deviations</td>
<td>1</td>
</tr>
<tr>
<td>Pearson correlation coefficient, $r(xy)$, $r(xz)$, $r(yz)$</td>
<td>1 (per axis)</td>
</tr>
<tr>
<td>Mean cross products (raw and normalized), $xy$, $xz$, $yz$</td>
<td>2 (per axis)</td>
</tr>
<tr>
<td>Absolute mean of cross products (raw and normalized)</td>
<td>2 (per axis)</td>
</tr>
<tr>
<td>Power spectra: mean, standard deviation, skew, and kurtosis</td>
<td>4 (per axis)</td>
</tr>
<tr>
<td>Mean power in 0.5 Hz bins from 0-10 Hz</td>
<td>20 (per axis)</td>
</tr>
</tbody>
</table>

Table 2. Activity recognition model features from barometer signals.

<table>
<thead>
<tr>
<th>Description</th>
<th>Number of features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moments of derivative: mean, SD, skew, and kurtosis</td>
<td>4</td>
</tr>
<tr>
<td>SD, range, and interquartile range</td>
<td>3</td>
</tr>
<tr>
<td>Slope of linear regression</td>
<td>1</td>
</tr>
</tbody>
</table>
The same analysis was also performed using the stroke subject data, resulting in a set of 112 features, of which 102 were shared with the set of 151 features from the healthy subject data. Because of this similarity, we opted to use the set of 151 features throughout our models for simplicity. The chance of overfitting to the Healthy training set was negligible since less than half of the available features were discarded and the set overlapped substantially with features derived from the Stroke training set. Further potential for overfitting could have been removed if features were selected based on an external set not used for model training or testing, or by using an additional layer of cross-validation to the same effect.

RF tends to misclassify activities that are underrepresented in the data and can underperform on the Stairs Up and Stairs Down activities because of their rarity within the training data (respectively accounting for 1.68% (4138/246,283) and 1.51% (3723/246,823) of feature vectors). We implemented the RUSBoost algorithm [24] using decision trees (minimum leaf size=5, learn rate=1, number of trees=200) to improve model performance for an imbalanced class distribution (eg, underrepresented stair activity, overrepresented sitting activity). This number of trees was found to be sufficient for nearly full learning without overfitting. Using RUSBoost increased mean recall of Stairs Up by 6.5% and Stairs Down by 3.3% over an RF model, while showing little average change in recall over the remaining activities. Based on this finding, we used RUSBoost in the remainder of our analysis.

Model Analysis

We evaluated various AR classifiers for their performance in stroke activity recognition. We designated these classifiers as follows: (1) population models comparing the performance of a model trained using activity data from young, healthy subjects (Healthy) versus older stroke subjects (Stroke): (2) gait impairment models comparing the performance of a young, healthy training set on stroke subjects with mild versus moderate versus severe gait impairment; and (3) environmental models for stroke subjects, comparing the ability of the first in-lab training set (Lab 1) to recognize at-home activities (Home) versus the in-lab activities performed on a separate day (Lab 2). We also designed an environmental model trained and tested on only at-home activities. These model comparisons and their respective training and testing sets are depicted in Figure 1.

Population models were trained and tested on either the Healthy or Stroke subject data using leave-one-subject-out cross validation (Healthy-to-Healthy, Stroke-to-Stroke). The performance of the Healthy population model, trained on all 15 healthy subjects, was also evaluated for each Stroke subject (Healthy-to-Stroke). The Healthy-to-Healthy model yielded a baseline AR performance, against which the other models were compared.

To further probe the efficacy of Healthy data in detecting activities for persons with stroke, the Healthy-to-Stroke model results were separated for different subgroups of the stroke population based on gait impairment (Mild, Moderate, and Severe). We hypothesized that AR models trained on Healthy activities would perform better for subjects with less gait impairment (ie, a Healthy-to-Mild model would perform better than a Healthy-to-Severe model) and that this improved performance would be more pronounced for ambulatory activities (Stairs Up, Stairs Down, and Walking). We performed a similar analysis using the Stroke population training data to determine whether the performance of the Stroke population model is affected by level of gait impairment. We hypothesized that the mixed-impairment Stroke population model would perform similarly across impairment subgroups.

Environmental models assessed the capacity of training data collected in a laboratory setting to classify activities performed at home. We used personal models trained on Lab 1 data and tested on Lab 2 data for a baseline comparison (Lab-1-to-Lab 2), as well as Home data (Lab 1-to-Home). For the same set of subjects, we designed personal models trained on Home data and tested on other Home data via a four-fold cross validation (Home-to-Home). In this model, the Home data were divided into four folds chronologically rather than randomly, selected to ensure no overlap between adjacent folds. We used only subjects who had at least 60 seconds of each activity in each environmental setting (Lab 1, Home, and Lab 2), which limited the pool to six subjects. With this smaller dataset, we reduced the number of classes to four (combining Sitting and Lying as well as Stairs Up and Stairs Down) to focus on the broader misclassification of stationary and ambulatory activities. We hypothesized that the Lab 1-to-Lab 2 model and the Home-to-Home model would perform better than the Lab 1-to-Home model, expecting differences to arise in subject behavior and in the relative distribution of activities when performing activities at home versus in the lab.

We focused on personal models for the most direct comparison of AR efficacy in the Lab and Home environments. In a practical implementation of AR, a global model—with a training set based on multiple subjects—would be used to classify activities from a new subject, as in the population models described above. In order to represent this use-case scenario, we also examined global models for the three environmental analyses: Lab 1-to-Lab 2, Lab 1-to-Home, and Home-to-Home. The environmental global models were implemented using leave-one-subject-out cross validation on the same group of six subjects evaluated in the personal models.
**Barometer Sensor Validation**

The barometer is a relatively new feature in smartphone technology, and it is important to determine whether this sensor’s signals provide useful information to AR algorithms. Much of AR to date has relied predominantly on movement signals from accelerometers and, more recently, gyroscopes to distinguish between daily mobility-related activities. We thus examined the Healthy-to-Healthy model with and without the 8 barometer features to assess whether this sensor contributes to overall AR performance.

We found that the barometer improved recognition of stairs activity, similar to the findings of Del Rosario et al [14]. Specifically, including the 8 barometer features reduced misclassification of Stairs Up as Walking (from a misclassification of 31.32% [1296/4138] to 13.12% [543/4238]) and reduced misclassification of Stairs Down as Walking (from a misclassification of 33.04% [1230/3723] to 14.07% [524/3723]). Including these features also decreased misclassification of Stairs Down as Stairs Up (from 17.67% [731/4138] to 9.59% [397/4138]). Any changes to Sitting, Lying, and Standing classification with and without the barometer were negligible. As the barometer proved beneficial for stair classification, we included barometer data in our main analyses.

**Subject Sample Size for Training Data**

We evaluated the effect of subject sample size on AR performance to determine the dependence of classifier accuracy on the number of subjects in the training set. For each population model and the Healthy-trained gait impairment model, we varied the number of subjects used in training from two to fourteen, selecting 1200 instances at random from the available training subjects. We chose 1200 instances because this was the maximum number available between the two subjects with the least amount of data. The number of instances was kept constant, though more subjects were added to the training set to determine the effect of intra-subject variability rather than simply the addition of more data. Each instance is a 10 second clip with 90% overlap between clips, so this corresponds to about 1200 seconds (20 minutes) of data. The models were evaluated on
the remaining test subjects to determine the mean recall. This process was repeated 1000 times for each subject sample size to provide the mean and 95% CIs.

Statistical Analysis

The primary measure of model performance was mean recall. Recall refers to the percentage of correct classifications for a single activity out of all instances of that activity. Recall is the multiclass version of sensitivity, which is only defined for problems with two classes. For the population and environmental models, mean recall was computed for each model as recall averaged across activity classes. Performance of the gait impairment models was additionally evaluated based on the misclassification between stationary (Sitting, Lying, and Standing) and ambulatory (Stairs Up, Stairs Down, and Walking) activities.

Paired t tests were used to compare mean recall between the Healthy-to-Stroke and the Stroke-to-Stroke population models, as well as to compare mean recall between the Lab 1-to-Home and the Lab 1-to-Lab 2 environmental models. A two-sample t test was used to compare mean recall between the Healthy-to-Healthy and the Stroke-to-Stroke population models. For the gait impairment models, analysis of variance (ANOVA) was used to examine variations in stationary and ambulatory recall among the three impairment groups, using the Tukey honest significant difference test for multiple comparisons. Pearson correlation coefficients were also computed to determine the association between model performance and gait impairment, including mean recall of ambulatory activities and misclassification between stationary and ambulatory activities. Statistical significance levels were set to alpha=0.05, and values are presented as mean (SD).

Results

Distribution of Activity Classes

The amount of data available for training and testing was affected by incidences of transmission-based data drop (poor 4G/LTE signal, leading to transmission backlog and data loss), noncompliance (subject did not label an expected activity), and mislabeling (incorrect activity selected). The percentages of activity labels affected are provided in Table 3. In conjunction with differences in the amount of time spent labeling, this produced class distributions that varied notably between subject groups (Figure 2). The Healthy population generated more than three times the number of instances than the Stroke population (246,283 vs 71,861). Stationary activities accounted for 82.88% (204,123/246,283) of the Healthy data and 53.99% (38,801/71,861) of the Stroke data. Walking was the most prevalent activity for Stroke subjects, accounting for 35.12% (25,234/71,861) of the instances for that population.

Of the six subjects included in the environmental models, three had mild gait impairment, one had moderate gait impairment, and two had severe gait impairment. The distribution of classes for each of these subjects is given in Figure 2.

Table 3. Data loss: average and 95% CIs for percentage of activity labels lost to transmission drop, noncompliance, and mislabeling for each population and environment.

<table>
<thead>
<tr>
<th>Loss type</th>
<th>Healthy</th>
<th>Stroke</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmission drop</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Home</td>
<td>50.6 (40.8-60.4)</td>
<td>44.9 (28.9-61.4)</td>
</tr>
<tr>
<td>Lab1</td>
<td>N/A</td>
<td>11.9 (0.8-23.0)</td>
</tr>
<tr>
<td>Lab 2</td>
<td>N/A</td>
<td>31.0 (14.2-47.9)</td>
</tr>
<tr>
<td>Noncompliance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Home</td>
<td>15.2 (4.9-25.4)</td>
<td>23.6 (13.3-33.9)</td>
</tr>
<tr>
<td>Lab1</td>
<td>N/A</td>
<td>3.7 (0.4-7.1)</td>
</tr>
<tr>
<td>Lab 2</td>
<td>N/A</td>
<td>1.4 (0-3.0)</td>
</tr>
<tr>
<td>Mislabeling</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Home</td>
<td>2.5 (1.0-3.9)</td>
<td>12.4 (1.2-23.0)</td>
</tr>
<tr>
<td>Lab1</td>
<td>N/A</td>
<td>12.1 (0.8-23.3)</td>
</tr>
<tr>
<td>Lab 2</td>
<td>N/A</td>
<td>23.3 (8.9-37.7)</td>
</tr>
</tbody>
</table>

aN/A: not available.
Figure 2. (A) Prevalence of activity classes within the healthy population (gray) and within the stroke population (orange). (B) Prevalence of classes for each of the six Stroke subjects included in the personal environmental models. The total number of instances for each population or subject is shown in italics.
Figure 3. (A) Confusion matrices for each population model, showing average activity recall across test subjects. (B) Boxplots of activity recall for each population model.

Population Models
As expected, the Stroke-to-Stroke model had higher recall across activities than the Healthy-to-Stroke model (Figure 3), showing particular improvement when classifying the Stairs activities.

The mean recalls of the Healthy-to-Healthy, Healthy-to-Stroke, and Stroke-to-Stroke models were 73% (SD 11), 53% (SD 13), and 75% (SD 10), respectively (Figure 3). The Healthy-to-Stroke model performed significantly worse than the Healthy-to-Healthy model (two-sample t test, $P<.001$) and the Stroke-to-Stroke model (paired t test, $P<.001$). There was no significant difference between the Healthy-to-Healthy and the Stroke-to-Stroke models (two-sample t test, $P=.52$).

Average misclassification of ambulatory activities as stationary, and vice versa, was low for the Healthy-to-Healthy (<1.1%) and the Stroke-to-Stroke models (<4.4%). For the Healthy-to-Stroke model, average misclassification of stationary activities as ambulatory was also low (0.77%, 297/38,801), but much more pronounced for ambulatory activities mistaken as stationary ones (30.88%, 10,210/33,060). That is, using a Healthy training set to test on post-stroke activities underestimated ambulation and overestimated less mobile activities such as sitting and standing.

Gait Impairment Models
Confusion matrices for the three gait impairment models using a Healthy training set are shown in Figure 4. For stationary
activities, the mean recalls of the Healthy-to-Mild, Healthy-to-Moderate, and Healthy-to-Severe models were 59% (SD 7), 74% (SD 16), and 74% (SD 13), respectively. An ANOVA on the mean stationary recall for each stroke subject yielded no significant variation between the three models ($F_{2,26}=1.83$, $P=.18$). For ambulatory activities, the respective mean recalls of the three models were 56% (SD 13), 35% (SD 19), and 23% (SD 20). An ANOVA on the mean ambulatory recall for each subject revealed significant variation between the three models ($F_{2,26}=6.96$, $P=.004$).

A post-hoc Tukey test confirmed that the Healthy-to-Mild and Healthy-to-Severe mean recall was significantly different ($P=.003$); the Healthy-to-Moderate model did not have significantly different mean recall from Healthy-to-Mild ($P=.11$) or Healthy-to-Severe ($P=.12$).

In fact, across all stroke participants in this study, there was a significant, moderate correlation between mean recall in the ambulatory activities and walking speed in the 10MWT (Figure 4; $r=.641$, $P<.001$). That is, the performance of the Healthy training set to classify stairs and walking activity declined as gait impairment increased. On the other hand, there was no association between mean recall in stationary activities and walking speed ($r=.262$, $P=.17$).

The effect of gait impairment appeared most pronounced in the classification of ambulatory activities. Average misclassification of stationary activities decreased slightly with gait impairment, from 1.07% (9779075) in Mild to 0.12% (1916,077) in Severe. Average misclassification of ambulatory activities as stationary activities increased substantially with gait impairment, from 10.21% (818/8014) in Mild to 30.02% (3354/11,172) in Moderate, and to 51.01% (7077/13,874) in the Severe subjects. The Healthy-to-Mild model more accurately distinguished between stationary and ambulatory activities, with mean recalls of 99% (SD 1) and 90% (SD 5), respectively.

There was a moderate negative correlation between misclassification of ambulatory activities and walking speed in the 10MWT (Figure 4; $r=-.634$, $P<.001$). There was no association between misclassification of stationary activities and walking speed ($r=-.307$, $P=.11$). Thus, gait impairment hindered the classification of ambulatory activities, without impacting stationary activities.

The mixed-impairment training data from the Stroke-to-Stroke model recognized activities more accurately than the Healthy-to-Stroke model, across impairment levels. The mean recalls of the Stroke-to-Mild, Stroke-to-Moderate, and Stroke-to-Severe models were 72% (SD 16), 78% (SD 11), and 74% (SD 16), respectively (Figure 4). An ANOVA on the mean recall for each subject yielded no significant variation between the three models ($F_{2,26}=1.33$, $P=.28$).

Average misclassification of stationary activities was similar across gait impairment groups for the Stroke-to-Stroke model, with 2.7% of instances misclassified in Mild, 3.7% in Moderate, and 1.8% in Severe (Figure 4). Average misclassification of ambulatory activities as stationary activities occurred more frequently for persons with severe gait impairment, with 6.9% of instances misclassified in Severe versus 2.4% in Mild and 1.3% in Moderate. Most of these errors in the Severe subjects resulted from confusing stairs activity with standing, presumably due to the slower speeds and longer pauses on the stairs.

Environmental Models

The mean recall values of the Lab 1-to-Lab 2, Lab 1-to-Home, and Home-to-Home models were 72% (SD 18), 52% (SD 12), and 67% (SD 7), respectively (Figure 5). The Lab 1-to-Home model performed significantly worse than then Lab 1-to-Lab 2 model ($P=.024$) and the Home-to-Home model ($P<.001$). There was no significant difference between the Lab 1-to-Lab 2 and the Home-to-Home models ($P=.43$). In the Lab 1-to-Home model, average misclassification of stationary activities as ambulatory occurred in 17.86% (2,075/11,618) of instances, compared with 0.54% (7/1,296) in the Lab 1-to-Lab 2 model and 1.58% (179/11,316) in the Home-to-Home model. More drastically, the Lab 1-to-Home model misclassified ambulatory activities as stationary on an average of 40.34% (2,273/5,635), compared with 6.57% (68/1,035) for the Lab 1-to-1 Lab 2 model and 4.10% (218/5,320) for the Home-to-Home model.

To compare the effects of environment in a practical AR implementation, we also examined global models for Lab 1-to-Lab 2, Lab 1-to-Home, and Home-to-Home. The mean recall values of these models were 80% (SD 11), 65% (SD 14), and 61% (SD 9), respectively. There was no significant difference between the Lab 1-to-Lab 2 and the Lab 1-to-Home global models ($P=.07$), nor between the Lab 1-to-Home and the Home-to-Home global models ($P=.53$). The Home-to-Home global model performed significantly worse than the Lab 1-to-Lab 2 global model ($P=.004$). In the Lab 1-to-1 Home global model, average misclassification of stationary activities as ambulatory occurred in 0.84% (98/11,618) of instances, compared with 0.54% (7/1,296) in the Lab 1-to-Lab 2 global model and 1.34% (156/11,618) in the Home-to-Home global model. More drastically, the Lab 1-to-1 Home model misclassified ambulatory activities as stationary on an average of 12.49% (704/5,635) of the time, compared with 3.57% (371/1,035) for the Lab 1-to-Lab 2 model and 3.07% (173/5,635) for the Home-to-Home model.
In summary, personal models exhibited a marked improvement in mean recall when using a Home training set rather than a Lab training set to classify Home activities. Global models that were run on six subjects did not show such improvement. Both types of AR models showed similar trends in reduced misclassification of Home ambulatory activities when using a Home rather than Lab training set.

**Sample Size of Training Subjects Achieves Near-Optimal Performance**

Mean recall increased with training set sample size in our population models (Figure 6). The Healthy-to-Healthy model performance plateaued after about 10 training subjects. The Healthy-to-Stroke performance plateaued at about 12 subjects, regardless of the impairment severity group used for testing (Figure 6). The Stroke-to-Stroke model began to plateau at 14 subjects. Therefore, we recommend using a training pool of at least 14 subjects for optimal AR performance for persons with stroke. More subjects may be necessary for AR involving more activity classes than the six used in this study.

This suggests that our models, using 14 healthy and 29 stroke subjects in training, achieved near-optimal performance. Note that the analyses presented in the main text included all available...
instances for each subject. Including more training instances would produce higher mean recall than those given for our population models. For a larger number of instances, fewer subjects may be necessary to achieve the point of marginal performance gains.

Healthy training data yielded only marginal improvements using more than 10-12 subjects. Stroke training data yielded continued improvements using up to 14 subjects.

Figure 5. (A) Confusion matrices and (B) boxplots of activity recall for the personal environmental models.
Discussion

Principal Findings

We have shown that training AR models on a mixed-impairment stroke population improves activity recognition for persons with stroke compared with training on a healthy population, increasing mean recall from 53% to 75%. Models trained on either the healthy population or patients with mild gait impairment performed poorly when classifying ambulatory activities in patients with severe gait impairment, lowering mean recall to 23% by increasingly misclassifying ambulatory activities as stationary ones.

Finally, personal models trained on in-lab activities performed poorly when tested on at-home activities, with 56% recall. Global models, which account for inter-subject variability, may be less susceptible to variability in activities between environmental contexts. However, the effect of environment on global models remains to be demonstrated with a sufficient number of subjects in the training set; using only six subjects in the environmental global model analysis is likely insufficient to achieve optimal model performance. Taken together, our results suggest that future community monitoring systems for persons with stroke should incorporate activity training data collected outside the laboratory using cohorts with similar gait impairment or a wide range of gait impairments.

Comparison With Prior Work

Our results for the stroke population align with previous work validating AR reliability for persons with neurological injury when using training data from a young, healthy cohort [14-16,18]. We have extended this analysis to stroke by comparing AR across levels of gait impairment, finding that the healthy-trained model increasingly underestimated ambulation with impairment severity. This is especially problematic as it affects a population that already exhibits reduced ambulation. Conversely, misclassification was reduced across impairment groups using a model trained on a mixed-impairment stroke cohort (Figure 4). Our results indicate that training sets incorporating a broad range of gait impairments may be generally sufficient to classify the activities of a stroke subject.

Our study also offers several contributions to community monitoring research for persons with stroke. We have presented an activity recognition system using smartphone technology that allows users to independently label activity data outside the laboratory. Using this system, we have evaluated the validity of various activity recognition models when classifying activities in persons with stroke. Our findings agree with a recent study by Albert et al [25], in which support vector machine models trained on home activity data outperformed models trained on lab data when classifying mobility-related activities for patients with incomplete spinal cord injury. Our results further demonstrate the need to train AR models using data representative of home activities as best as possible for the population of interest. We expect this would also hold for activity data collected from other movement sensors, such as inertial measurement units (IMUs).

Limitations

While this work is an important first step in highlighting potential issues in AR for community-based monitoring, our findings should be considered in the context of several limitations. For one, the healthy cohort was not age-matched to the stroke cohort, which may underestimate the performance of the Healthy-to-Stroke population model. Nevertheless, patients with stroke have reduced walking speeds relative to age-matched controls [26], and we do not expect that age-matching would negate our overall findings in the population models. Indeed, age and neurological injury both appear to negatively impact AR performance when training with activities from a young, healthy population.
The positioning of the mobile phone may present another limitation. Other studies using mobile phone data have placed the phone in the pocket and achieved better resolution of stationary activities than the models presented here. For example, Kwapisz et al [27] achieved high sensitivities for both sitting and standing (>93%) with a mobile phone placed in the pocket. Sensor data collected from the waist may not be adequate to distinguish between sitting and standing postures. We decided to keep the phone in a belted pouch at the waist to minimize discomfort, avoid the need for large-pocketed clothing, and maintain consistent phone access for all subjects during labeling.

A third limitation of our study was the reduced amount of home data available for AR validation in the stroke population, resulting from data loss and protocol design. Most of the data loss resulted from transmission-based data drops, which happened in cases of poor 4G/LTE signal. Specifically, continuously poor signal would lead to a data backlog and prevent new data from being captured. This was a problem with the CIMON app that has since been improved for future studies. Furthermore, because stroke subjects only completed one session of at-home labeling, we expect the Home-to-Home personal models to have slightly overestimated performance, though this is likely negligible relative to the poor performance of the Lab-to-Home models. Follow-up studies should collect activity data on different days and in more varied community environments to better capture variance in behavior.

Future work should consider the amount of training data needed for satisfactory AR performance in a stroke cohort. Model accuracy changes with the sample size of healthy and stroke subjects included in the training set. We found that about 10 healthy subjects and 14 stroke subjects achieved satisfactory AR accuracy, using 20 minutes of total activity data for model training (Figure 6). However, the amount of training data is not the sole determinant of model quality. As we have demonstrated in this study, consideration of target population and environment are crucial to maximize AR performance.

Conclusions
Improving the reliability of AR algorithms for persons with stroke has significant benefits for home and community monitoring. Wearable technology paired with AR will allow clinicians to construct and supervise remote/home rehabilitation programs, utilizing data-driven feedback about patient activities. Our recommendation for future stroke-based AR models is to use training data from a balanced distribution of gait impairment levels, thereby including as much variety as possible to improve performance across all levels. Future studies should further examine real-world activity labeling to improve the ability of AR models to generalize across multiple environmental contexts, not just in the laboratory and at home. These findings may help guide the construction of future AR models for persons with stroke and other clinical populations.
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Abstract

Background: Social media technologies offer a novel opportunity for scalable health interventions that can facilitate user engagement and social support, which in turn may reinforce positive processes for behavior change.

Objective: By using principles from health communication and social support literature, we implemented a Facebook group–based intervention that targeted smoking reduction and cessation. This study hypothesized that participants’ engagement with and perceived social support from our Facebook group intervention would predict smoking reduction.

Methods: We recruited 16 regular smokers who live in the United States and who were motivated in quitting smoking at screening. We promoted message exposure as well as engagement and social support systems throughout the intervention. For message exposure, we posted prevalidated, antismoking messages (such as national antismoking campaigns) on our smoking reduction and cessation Facebook group. For engagement and social support systems, we delivered a high degree of engagement and social support systems during the second and third week of the intervention and a low degree of engagement and social support systems during the first and fourth week. A total of six surveys were conducted via Amazon Mechanical Turk (MTurk) at baseline on a weekly basis and at a 2-week follow-up.

Results: Of the total 16 participants, most were female (n=13, 81%), white (n=15, 94%), and between 25 and 50 years of age (mean 34.75, SD 8.15). There was no study attrition throughout the 6-time-point baseline, weekly, and follow-up surveys. We generated Facebook engagement and social support composite scores (mean 19.19, SD 24.35) by combining the number of likes each participant received and the number of comments or wall posts each participant posted on our smoking reduction and cessation Facebook group during the intervention period. The primary outcome was smoking reduction in the past 7 days measured at baseline and at the two-week follow-up. Compared with the baseline, participants reported smoking an average of 60.56 fewer cigarettes per week (SD 38.83) at the follow-up, and 4 participants out of 16 (25%) reported 7-day point prevalence smoking abstinence at the follow-up. Adjusted linear regression models revealed that a one-unit increase in the Facebook engagement and social support composite scores predicted a 0.56-unit decrease in cigarettes smoked per week (standard error = .24, P=.04, 95% CI 0.024-1.09) when baseline readiness to quit, gender, and baseline smoking status were controlled (F4, 11=8.85, P=.002).

Conclusions: This study is the first Facebook group–based intervention that systemically implemented health communication strategies and engagement and social support systems to promote smoking reduction and cessation. Our findings imply that...
receiving one like or posting on the Facebook-based intervention platform predicted smoking approximately one less cigarette in the past 7 days, and that interventions should facilitate user interactions to foster user engagement and social support.
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Introduction

Background

Tobacco use is the primary cause of premature mortality and is responsible for almost half a million deaths every year in the United States and nearly 5 million deaths globally [1]. Although mass media–based (eg, TV, radio) health campaigns have been moderately effective for health promotion— Influencing 4% to 8% of the population to change health behaviors [2]—several considerable drawbacks remain. First, mass media–based approaches for public health promotion, such as tobacco control and prevention campaigns, fall short in enabling a frequent and durable delivery system that can disseminate individually tailored messages. Second, a message exposure tracking system is often nonexistent or costly in traditional mass media settings. Thus, it is difficult to directly gauge the effects of mass media exposure to health messages on health behavior. Third, traditional media platforms offer a limited to nonexistent interactive engagement system that could enhance social support and user-centered engagement.

Significant advances in social media technologies and their ubiquity offer novel opportunities to provide geographically distant users with easily accessible, cost-effective, personalized health content, and social network-based support. For example, Facebook, one of the most widely adopted social media platforms, hosts approximately 1.22 billion daily active users [3] and has an enormous quantity of user-initiated virtual communities that are highly relevant to people seeking social support for health problems [4]. The magnitude of this social network platform and its popularity can considerably extend the reach of evidence-based health messages to the public and scale-up user-centered social support to the population level to address public health problems. In fact, a growing volume of research is leveraging social media to facilitate health behavior changes such as increasing physical activities [5], enabling addiction recovery support [6], providing support for cancer survivors [7,8], and reducing sexual risk behaviors among youth [9]. More evidence has shown that participants perceive social media approaches for health promotion as appealing, acceptable, and convenient [10].

In this regard, social media such as Facebook provide a range of communication features for putative processes of behavior change that are important to individuals with health problems. Those social media features and related processes include “posting” features for self-disclosure [11], search functions via hashtags for information-seeking [12], “share” features for social sharing [13], and using “comment” and “reaction” features for engagement and social support [14-16]. Strategic use of social media features that facilitates these processes may foster desirable health outcomes [17].

Facebook groups, in particular, can be used as a designated online social support community for members with similar health concerns [18]. They provide various social interaction features such as “likes” and “comments” for group members. Feedback “comments” from group members and clinicians as well as reciprocated interactivities can create a supportive environment for achieving health promotion [4]. Researchers can also track whether the target audiences view the intervention content and observe social dynamics among group members in adopting health attitudes and behaviors.

In this study, we utilized Facebook group features to effectively disseminate validated antismoking messages with high frequency and longitudinal exposure. Message exposure frequency and exposure duration are pivotal factors for successful health campaigns [19] that are often limited in traditional mass media environments. In addition, we harnessed multidirectional communication processes among intervention target participants (smokers) to foster user-centered engagement and social support.

Despite the potential benefits of harnessing social media for health interventions, a critical gap in knowledge persists in terms of how to best utilize social media features to achieve positive health intervention outcomes. The intent of this study is to strategically leverage communication features that are available on Facebook groups to implement a smoking reduction and cessation intervention among regular smokers who are interested in quitting. For our intervention, we promoted smoking cessation as the optimal outcome to achieve, but we also accepted smoking reduction as a positive change for those who could not immediately quit smoking, as smoking reduction is a common step toward eventual cessation [20]. In doing so, we designed a smoking reduction and cessation intervention through a Facebook group with two primarily theory-guided intervention components: (1) message exposure to antismoking media content in a systematic manner while strategically changing messaging frequency (high vs low), and (2) social support and engagement systems with different levels (high vs low).

Exposure to Antismoking Messages

Prior studies on health promotions and health behavior models have demonstrated that exposure to health communications can enhance one’s health behavior by changing core beliefs and attitudes about expected health outcomes [21], by providing education on the skills needed to change health behavior [22], and by disseminating knowledge about the target health behavior [23]. In realizing these intermediate factors for behavior change, acquiring exposure to intervention messages is the most
important requisite condition for successful health promotion [24]. This study targeted systematic, frequent exposure to antismoking messages as a key factor. We posited that strategic exposure to antismoking messages could influence the target audience to form positive beliefs and behaviors about smoking reduction and cessation [25]. Different from traditional media environments, leveraging social media as a communication platform for a health intervention enables investigators to predesign and administer the frequency and delivery schedule of message exposure in a systematic manner (eg, one-time message exposure at the same time of the day). Social media also enable interventionists to disseminate campaign messages to geographically distant audiences. For our Facebook group–based intervention messages, we aimed to use preexisting, well-received antismoking campaign messages (eg, the Tips From Former Smokers campaign) rather than generating a new set of antismoking messages. In order to reduce the cost, time, and risks associated with developing new campaign content, the CDC’s (Centers for Disease Control and Prevention) best practice guidelines for tobacco control and prevention campaigns recommend reuse of existing campaign messages that have shown positive campaign outcomes [1].

Social Support and User Engagement

Social support and engagement systems were additional theoretical components that were applied in our Facebook group–based smoking reduction and cessation intervention. Social support is defined as informational, emotional, reassuring, or tangible resources [26] provided by professional or nonprofessional social capital. Social support has been shown to be one of the most considerable coping resources for achieving desirable health outcomes [27], including behavioral health [28], physical health [5], and mental health [29]. Social media can be an excellent outlet for active user engagement and peer-to-peer health support [30,31]. Social media technologies offer various communication and social networking features that individuals can use to share their health concerns and engage their social networks for support [30]. In the intervention, we implemented health communication strategies to deliver social support and user engagement systems, which in turn may foster smoking reduction and cessation [32].

Based on the four dimensions of the social support conceptual framework [33], we operationalized three types of social support constructs—emotional support, informational support, and reassuring support—through comments and wall postings on our smoking reduction and cessation Facebook group. For emotional support, we showed an empathic understanding of the issues of participants (eg, We know how hard it is to quit smoking, and understand what you are going through). To operationalize informational support, we appraised the participants’ circumstances and posted advising comments on topics ranging from nicotine craving symptoms to possible solutions (eg, Here are some tips for managing cravings), and we also provided reassuring support by assuring self-confidence to the participants through affirmative comments (eg, You can do it!).

One’s perceived social support can help them enhance their self-efficacy beliefs in order to overcome barriers to adopting the health behavior being promoted. To deliver social support and engagement in relation to promoting smoking reduction and cessation during the 4-week intervention period, we manipulated the level of engagement and social support systems (high vs low) and juxtaposed it with high versus low message exposure.

Specific Objectives

We examined the feasibility of a Facebook group–based smoking reduction and cessation intervention. Additionally, the preliminary efficacy on smoking reduction (the reduced number of cigarettes consumed per week) and on 7-day point smoking abstinence at the follow-up was tested. We also tested whether the intervention components (social support and engagement systems) predict smoking reduction.

Methods

Recruitment

Recruitment messages and preliminary screening questions were disseminated through Amazon Mechanical Turk (MTurk) and social media platforms. MTurk is an anonymous Web-based labor market with over 500,000 registered workers worldwide. MTurk workers complete tasks distributed by requesters for small financial rewards. MTurk has been used as a recruitment pool in various fields of research for an array of tasks, including decision-making [34-36], health literacy [37], and natural language processing tasks [38].

Inclusion Criteria

Over 200 applicants who were interested in our four-week smoking reduction and cessation interventions were screened based on their self-reported characteristics. The inclusion criteria were regular smokers (smoking 5 days per week) who were between the ages of 18 and 65 years and living in the United States. To be eligible, participants had to have no chronic disease interfering with their daily lives, no use of illicit drugs, and be motivated to quit smoking (> 80, on a 100-point motivation to quit smoking scale [39]). To ensure that access to and use of Facebook were not barriers to participate in the intervention, participants had to have Internet access and had to use Facebook through their mobile or computer devices on a regular basis. Qualified applicants (N=132) were invited to participate in our study. The eligible participants who responded to our invitation (N=46) were randomly assigned to one of the following conditions: email condition, MTurk-only condition, or the Facebook condition. Participants were introduced to their intervention and coached on how to participate in it. This report focuses on the subjects who were randomized to the Facebook condition (n=16) in order to give special attention to the findings that are unique due to the social media features exclusively available on Facebook (eg, comments, share, likes, and wall postings). Primary outcomes from all three conditions will be published in a separate report.

Intervention Guidelines

Participants were first provided with an electronic informed consent form. Before the start date of the intervention, researchers contacted consenting individuals through an
individual phone call meeting and provided guidelines in greater detail on how to participate in the Facebook intervention. For example, participants were encouraged to share their thoughts, progress, and peer support. We also provided practical methods on engaging with the intervention materials on a daily basis by leaving comments, liking posts, and interacting with other peers in the group throughout the four-week intervention period. The participants were informed that there is no incentive for intervention engagement in our smoking reduction and cessation Facebook group. We informed participants that our research members would post different antismoking messages throughout the intervention period and provide social support to keep participants motivated to engage in action for smoking reduction and cessation. In addition, on the start date, the research team greeted all participants on the Facebook group wall by posting encouraging statements such as “…If you are having a hard time quitting, let us hear. We are here to support you and encourage you to achieve your goal.” This greeting statement was used to set a positive tone and an atmosphere inclusive of all participants. All procedures, materials, and study protocols were reviewed and approved by the university’s Institutional Review Board.

**Research Design of the Smoking Reduction and Cessation Facebook Group**

We implemented and targeted different levels of message exposure and engagement and social support systems over four weeks. During week 1 (high message exposure combined with low engagement and social support), we posted antismoking messages three times per day without directly encouraging people to respond to the materials or share their thoughts. During week 2 (low message exposure combined with high engagement and social support), we posted antismoking materials once per day and delivered supportive comments and fostered user engagement by directly asking participants to share their motivating factors, their thoughts on posted antismoking messages, and their progress on quitting smoking with the group. During week 3 (high message exposure combined with high engagement and social support), we posted antismoking messages three times per day. In addition, a professional clinical expert joined the Facebook group and provided guidance on smoking reduction and cessation as well as methods to cope with nicotine withdrawal. We also continued our targeted engagement and social support communications by asking people to share their thoughts toward the guidance. During the last week (low message exposure and low engagement and social support), we posted antismoking materials once per day that focused on mindfulness, self-regulatory tips, and resources for smoking reduction and cessation. Participants were blinded from the intention of the intervention designs regarding message exposure frequency and levels of engagement and social support systems.

**Stimulus Materials for Antismoking Message Exposure**

In order to prepare intervention materials to be disseminated on our smoking reduction and cessation Facebook group for four weeks, a total of 80 different antismoking advertisements, campaign messages, and news articles were collected from publicly available online sources, such as smokefree.gov, cancer.gov, and the CDC’s Media Campaign Resource Center (MCRC), a rich database with more than 10,000 antismoking ads produced by different states and federal agencies. The collected antismoking materials were either video-based or text-and-image-based materials that have shown population-level success or promising evidence on promoting tobacco control and prevention (eg, the “Tips From Former Smokers” campaign). To select the final set of intervention materials, in a separate MTurk-based randomized experiment, we evaluated the relative effectiveness of 80 antismoking materials among 1288 smokers prior to the interventions. Based on composite scores of message effectiveness and post-antismoking attitudes toward randomly assigned antismoking material, a total of 56 antismoking messages out of the 80 units were selected as intervention materials (3 messages × 7 days for the first week, 1 message × 7 days for the second week, 3 messages × 7 days for the third week, and 1 message × 7 days for the last week).

The 56 units of antismoking messages were posted in a random order on our smoking reduction and cessation Facebook group. Based on the ongoing feedback from our participants and weekly surveys, 5 message units of these 56 (approximately 9%) were replaced with other antismoking materials to correspond to the needs of participants (eg, asking for more information on smoking cessation tips).

**Systematic Delivery of Evidence-Based Antismoking Materials**

Our smoking reduction and cessation Facebook group intervention started in late November 2015 and ended in early January 2016. We delivered antismoking materials with different frequencies across four intervention weeks (as described above) but with fixed time schedules: 8:00 AM, 12:00 PM, and 5:00 PM (Pacific Time) for the first and third week; and 11:00 AM (Pacific Time) for the second and fourth week.

**Engagement and Social Support Systems via Social Media Features**

In addition to using social media as an intervention modality where participants were exposed to antismoking messages frequently, the research team utilized communication features on the Facebook group, such as pressing the “like” button to express support and affective responses toward users’ wall postings and comments and leaving “comments” to provide constructive feedback. These activities were implemented to synchronously reciprocate them with information and foster social support and user engagement.

**Research Assessments**

A baseline survey, all weekly surveys administered during the four-week intervention period, and a two-week follow-up survey were conducted to participants via MTurk by using the “qualification type” function on MTurk. This function made the survey available only to our intervention participants. Participants were compensated with US $8 for each baseline and weekly survey and US $15 for the two-week follow-up survey for a total of US $55 over the study period. The median values of the time spent by participants on survey assessments throughout the entire intervention period ranged between 4.21 minutes and 13.96 minutes.
Demographic and Smoking Characteristics at Baseline

Demographic information such as age, gender, marital status, ethnicity, and race, self-reported smoking status (the average number of cigarettes participants smoked in the past 7 days), motivation to quit [39], and behavioral intention to quit smoking [40] were assessed at baseline. The readiness to quit smoking was also measured on a 10-point Likert scale [41], where scores between 1 and 3 reflect low readiness to quit (eg, “I don’t want to quit. Tobacco is not a problem for me.”); the range between 4 and 7 indicates moderate readiness to quit (eg, “I know quitting would be good for my health. I am interested in advice about quitting.”); and the scores between 7 and 10 indicate high readiness to quit (eg, “I am ready to quit using tobacco. I would like help to quit using tobacco.”).

Data Analysis: Facebook ESSC Scores, Smoking Reduction and Cessation

Primary Outcomes

The primary outcome was self-reported smoking reduction reported at baseline and the last follow-up (adopted from [42,43] and modified for the study). The number of cigarettes participants smoked per week measured at follow-up was subtracted from that measured at baseline to compute the reduced number of weekly cigarettes consumed per participant. Another primary outcome was smoking cessation (7-day point smoking abstinence at the follow-up).

Predictor Variable (Facebook ESSC / exit/ Scores)

For the key independent variable, we constructed individual-level Facebook engagement and social support composite scores (referred to as “Facebook ESSC Scores” hereafter) to capture user engagement and the social support received from our Facebook group. The Facebook ESSC score was aggregated for each participant by combining the number of postings each participant generated (both wall postings and comments) and the number of “likes” each participant received during the intervention period. Two trained coders verified the number of likes each participant received and the number of comments or wall posts each participant made. The two coders reached a consensus on these results.

Secondary Outcomes

Secondary constructs measured at baseline, weekly, and follow-up surveys include the antismoking attitudes scale on a 7-point semantic differential scale [44], readiness to quit on a 10-point Likert scale [41,45], motivation to quit [39], self-efficacy beliefs on a 7-point Likert scale (adopted from Wei et al study [46] and modified for the study), and perceived social support on a 5-point Likert scale [47]. In all of these scales, higher values indicate positive attitudes toward smoking, greater readiness to quit smoking, greater belief in self-efficacy, and greater perceived social support, respectively.

Facebook Intervention Feasibility Inventory

We generated the Facebook Intervention Feasibility Inventory by adopting and modifying questionnaires from usability and acceptability scales that were validated in the mHealth intervention context [48-50]. The Facebook Intervention Feasibility Inventory was designed to measure the perceived feasibility of using a Facebook group for smoking reduction and cessation interventions with 24 randomly ordered items on a 7-point Likert scale at follow-up. Examples of responses include statements such as “I thought the anti-smoking Facebook Group was easy to use.” and “I felt very confident using the Anti-smoking Facebook Group.”

User Engagement Patterns and Message Exposure Tracking

We monitored participants’ engagement with the intervention content and other members by looking at the frequency of postings and “likes” that participants generated on the Facebook group. Due to limited access to extract user data specific to “seen by” activities, our trained research members counted the number of “seen by” activities per post. We also unobtrusively observed participants’ exposure to intervention messages by checking the “seen by” feature on a daily basis, which enabled the research team to track whether each user had seen the materials posted on the wall of our Facebook group.

Statistical Analysis

R package version 3.2.5 [51] and IBM SPSS statistics version 22 [52] were used for statistical analyses. Descriptive analyses were first performed on the demographic variables, predictors, and primary and secondary outcomes to summarize distributions and patterns of each construct. For the primary outcome, we ran adjusted regression analyses to examine the relationship between the predictor and the primary outcome variable while controlling for baseline covariates (gender, readiness to quit, and smoking status, ie, the number of cigarettes participants smoked in the past 7 days at baseline). For secondary outcome variables, we performed General Linear Model (GLM) analysis with repeated measures to explore the main effects of Facebook ESSC scores on repeated secondary outcomes while controlling for the same baseline covariates. We performed a confirmatory factor analysis with an oblimin rotation on the Facebook intervention feasibility questionnaires. A bivariate correlation matrix was computed to examine reliability coefficients between predictors, smoking reduction, and Facebook feasibility subfactors. We also used various R packages and publicly available online software for data visualization to demonstrate participants’ engagement trends based on the total number of postings aggregated throughout the intervention period.

Results

Demographic and Smoking Characteristics at Baseline

The majority of participants were white (n=15, 94%), female (n=13, 81%), and between 25 and 50 years old (mean 34.75, SD 8.15). On average, participants smoked 11.31 cigarettes per day (SD 6.81) and 6.93 days per week (SD 0.25) at baseline. The degree of readiness scores for smoking cessation was 7.50 (SD 1.59), which indicates high readiness to quit smoking. During the past 12 months prior to baseline, participants stopped smoking 1.81 times (SD 1.47 times) for at least one day or longer. The 7-item antismoking attitude scale at baseline had a high inter-reliability (Cronbach alpha=.91) and loaded on a single confirmatory factor (with an eigenvalue=4.965 with 70% variances being explained by this one factor). Thus, we created...
a composite score (mean 2.37, SD 1.22): lower values indicate strong antismoking attitudes, such as smoking cigarettes is “bad, useless, and harmful for my health”; and higher values indicate positive attitudes toward smoking, such as smoking cigarettes is “good, beneficial, and useful.”

**Facebook ESSC Scores, Smoking Reduction and Cessation**

All participants (N=16) completed all 6-time-point surveys. Descriptive statistics of predictors (Facebook ESSC scores), primary and secondary outcomes, and Facebook intervention feasibility questionnaires are presented in Table 1. Compared with the baseline, participants reported smoking an average of 60.56 fewer cigarettes per week (SD 38.83) at the follow-up, and 25% of the participants reported 7-day point smoking abstinence at the follow-up. Facebook engagement and social support composite scores (Facebook ESSC scores) were generated (mean 19.19, SD 24.35). The final adjusted linear regression model revealed that a one-unit increase in Facebook ESSC scores predicted a 0.56 unit decrease in cigarettes consumed in the past 7 days (standard error, SE=.24, P=.04, 95% CI 0.024-1.09) when baseline covariate characteristics were controlled, $F_{4, 11} = 8.85$, $P=.002$, adjusted $R^2=.68$.

**Composite Scores of Secondary Outcomes and Exploratory Analyses**

Seven-item antismoking attitudes showed a high reliability for each time-point survey, ranging from Cronbach alpha=.91 to .99. Thus, we created a composite score for each time-point. Similarly, 5-item self-efficacy questionnaires had a high reliability for each time-point survey, ranging from Cronbach alpha=.88 to .98. We generated a composite score for self-efficacy beliefs measured at each time-point of the surveys. For perceived social support questionnaires, five items were averaged to a single factor for each time-point survey after verifying a good reliability score for each survey (Cronbach alpha scores ranged from .84 to .92). The descriptive statistics of secondary outcomes are reported in Table 1. Exploratory GLM analysis with repeated measures revealed that Facebook ESSC scores were not significant predictors of secondary outcomes when the baseline covariates were adjusted ($F$s<1).

**Table 1.** Predictors, primary and secondary outcomes, and Facebook feasibility.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Predictors</strong></td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>Number of Facebook “likes” received</td>
<td>13.25 (17.67)</td>
</tr>
<tr>
<td>Number of Facebook “comments/wall posts” generated</td>
<td>5.94 (6.96)</td>
</tr>
<tr>
<td>Number of Facebook engagement scores</td>
<td>19.19 (24.35)</td>
</tr>
<tr>
<td><strong>Primary outcomes</strong></td>
<td></td>
</tr>
<tr>
<td>Mean number of cigarettes smoked per week among smokers mean (SD)</td>
<td>79.19 (47.66)</td>
</tr>
<tr>
<td>Number of people who quit smoking in the past 7 days, n (%)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Secondary outcomes, mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Mean Antismoking attitude scale score</td>
<td>2.37 (1.22)</td>
</tr>
<tr>
<td>Mean self-efficacy for smoking cessation scale score</td>
<td>–</td>
</tr>
<tr>
<td>Mean score on readiness to quit item</td>
<td>7.50 (1.59)</td>
</tr>
<tr>
<td>Mean perceived social support scale score</td>
<td>–</td>
</tr>
<tr>
<td><strong>Facebook intervention feasibility questionnaires, mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Response efficacy (alpha =.96)</td>
<td>–</td>
</tr>
<tr>
<td>Perceived technology barriers (alpha=.97)</td>
<td>–</td>
</tr>
<tr>
<td>Easiness to use (alpha=.96)</td>
<td>–</td>
</tr>
</tbody>
</table>
Table 2. Correlations across predictors, smoking reduction, and Facebook feasibility subfactors. Facebook engagement and social support composite scores (Facebook ESSC scores) are combined values of the number of Facebook “likes” one received (1 in the table) and the number of Facebook “comments” and “wall postings” each person generated (2 in the table).

<table>
<thead>
<tr>
<th>Variables</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Number of Facebook “likes” received</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2 Number of Facebook “comments/wall posts” generated</td>
<td>.95&lt;sup&gt;a&lt;/sup&gt;</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>3 Facebook ESSC scores</td>
<td>.996&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.97&lt;sup&gt;b&lt;/sup&gt;</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>4 Reduced number of cigarettes smoked</td>
<td>.49&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.48</td>
<td>.49&lt;sup&gt;c&lt;/sup&gt;</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>5 Facebook response efficacy</td>
<td>– .19</td>
<td>.01</td>
<td>– .01</td>
<td>.14</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>6 Perceived technology barriers</td>
<td>– .34</td>
<td>– .35</td>
<td>– .34</td>
<td>– .56&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.12</td>
<td>–</td>
</tr>
<tr>
<td>7 Easiness to use</td>
<td>.24</td>
<td>.20</td>
<td>.23</td>
<td>.35</td>
<td>.62&lt;sup&gt;b&lt;/sup&gt;</td>
<td>– .15</td>
</tr>
</tbody>
</table>

<sup>a</sup><sub>P<.01</sub>,  
<sup>b</sup><sub>P<.05</sub>,  
<sup>c</sup><sub>P=.05</sub>.

Factor Analysis on Facebook Intervention Feasibility Questionnaires

A confirmatory factor analysis with a direct oblimin rotation was performed on the 24-item Facebook intervention feasibility questionnaires. Items within each subfactor with loading scores greater than 0.6 were averaged to compose three subconcepts under the umbrella concept of perceived Facebook feasibility for health interventions. Those subfactors represent Facebook response efficacy (alpha=.96), perceived barriers of using Facebook (alpha=.97), and easiness of using Facebook for smoking reduction and cessation interventions (alpha=.96), respectively (Table 1 for descriptive analyses). Bivariate correlation coefficients between these feasibility subfactors and predictors and primary outcomes are presented in Table 2. Participants with low perceived barriers of using the Facebook Group tend to have greater reduction in weekly cigarette smoking compared to those with high perceived barriers of using the Facebook group intervention (Pearson r=−.56, P=.02).

User Engagement Patterns and Message Exposure Tracking

Figure 1 presents the aggregated number of postings from participants across the four-week intervention period. The second and third weeks, in which a high level of engagement and social support systems were targeted, demonstrate an increased generation of comments and wall posts by the participants during these two weeks. We proposed that the number of comments and wall posts indicated active user engagement. Note that week 1 and week 4 (low engagement and social support systems) revealed a decreased number of comments and wall posts in the graphic pattern, indicating relatively passive user engagement. After the intervention was over, we received a few posts from participants reporting their success in maintaining smoking cessation, as well as thanking the researchers for their help and requesting further assistance about tips for completely quitting smoking.
Discussion

Principal Findings and Comparison With Prior Work
Using a closed Facebook group, we developed and delivered a smoking reduction and cessation intervention in a cost-effective manner while overcoming geolocational barriers and time constraints. We found that Facebook was highly feasible and we demonstrated 100% study retention and survey completion rates. In this study, 25% of participants reported 7-day smoking abstinence at the follow-up, and those who continued had dramatically reduced the number of cigarettes they smoked weekly. These outcomes are consistent with and comparable with previous studies of Facebook-delivered interventions for smoking [53].

Although we promoted smoking cessation as an optimal outcome for our intervention, we also accepted smoking reduction as a positive form of behavior change. Helping smokers to cut down on cigarette use has been attempted in many controlled trials [54]. However, we acknowledge that smoking reduction should be considered as an intermediate precursor to quitting rather than a goal of the intervention because reduced- and light-smoking still carry a considerable level of health risk for cardiovascular disease and cancer, as observed among heavy daily smokers [55]. That said, smoking reduction can have a substantial health impact in the long run [56,57]. For example, in a 30-year longitudinal follow-up cohort study, Godtfredsen and colleagues [58] found that a 50% smoking reduction significantly decreased lung cancer risk among heavy regular smokers.

Results also suggest that engagement and receipt of social support within this Facebook health communications intervention predicted smoking reduction among motivated smokers. Specifically, a one-unit increase in Facebook ESSC scores predicted a 0.56 unit decrease in cigarettes consumed in the past 7 days. That is, participants who received more “likes” and those who posted more content on our Facebook group, indicative of social support and user engagement, were more likely to reduce their weekly smoking ($F_{4,11}=8.85$, $P=.002$, $\Delta R^2=.68$), suggesting a potential mechanism of action for the intervention.

We generated the term “Facebook engagement and social support composite scores” (ESSC [ / esit/ ] scores) in this study and tested the predictive validity of the ESSC scores on smoking reduction. The composite score was based on our conceptualization that “writing comments and wall posts” is an indicator of user engagement, as also defined by Facebook [59].

We used the “like” feature on Facebook to express our positive reaction toward participants and form perceived social support. The number of likes participants received from the interventionists and other participants within the intervention Facebook group was conceptualized as an index for receiving social support. However, we acknowledge that receiving comments (reciprocity) is not only an indicator of user engagement, but also an indicator of social support (as perceived social support increases when self-disclosed information is reciprocated [60]). That is, these two constructs (user engagement and social support) are covarying and correlated constructs as we found in our study (Pearson $r=.95$).

Given this conceptualization, we were interested in how the user engagement and social support systems worked synergistically to enhance intervention outcomes. Determining whether user engagement is exclusively more important than perceived social support or vice versa for predicting smoking reduction was beyond the scope of our research. Thus, we proposed a composite score by combining them to serve our conceptual approach. In addition, our approach was aligned with the principle from test theory that composite scores are more reliable than individual items [61]. Note that the number of likes participants received from peers and interventionists (beta coefficient=-.72, SE=.33, $P=.05$) as well as the number of comments and wall posts each participant generated (beta coefficient=2.05, SE=.78, $P=.02$) were independently significant predictors of the reduced number of cigarettes consumed in the past 7 days. We suggest that future work disentangle the unique value of these two constructs and build a prediction model focusing on each construct as a single predictor. We also encourage future research to validate and examine the replicability of this composite score.

Throughout the intervention period, on average, participants generated six comments during the four-week intervention period (SD 6.96, median 3.50). Thrul and colleague [62] found that 79 participants made a total of 718 individual comments during the three-month intervention period, which are about nine comments per participant for three months. When averaged by month, their engagement level is three comments per participant per month. We consider our user engagement level (six comments or wall posts per participant for four-week) is comparable with other social media–based interventions for smoking. In fact, we found that the average number of comments and wall posts were negatively skewed due to observers who did not generate any comments or wall posts (n=6, 37.5%). This proportion of observers is relatively low compared with that reported in Thrul et al’s study [62]. On social media health forums, lurking or observing is a common practice [63,64]. In future studies, we hope to develop and examine engagement strategies specific to targeting these intervention observers.

To understand how and for whom social media–based interventions work, future work may examine potential moderating factors that impact the relationship between user engagement and intervention outcomes. An array of baseline characteristics have predicted technology-based intervention outcomes [65]. These characteristics may include demographic characteristics, personalities and traits (eg, self-regulation [66]), and even the stage of change for smoking cessation [62]. By investigating moderating factors in future research, researchers may identify subgroups of smokers that may benefit the most from social media–based interventions for smoking reduction and cessation.

We operationalized two key intervention components to maximize the persuasive effects of social media platforms in promoting smoking reduction and cessation: (1) exposure to antismoking messages and (2) participant engagement and social support systems. Prior studies have demonstrated that exposure
to health campaign messages can enhance health behavior by changing one’s beliefs about expected health outcomes [67] and by providing educational messages to increase necessary knowledge and skills [22]. Message exposure was successful as most of the posted materials were “seen by” almost everyone throughout the intervention weeks, although there was a slight decrease in message exposure during the last week. The diminished message exposure was not surprising but rather consistent with previous social media–based health interventions [62,68].

CDC’s Best Practices Report, released in 2014, recommends the reuse of existing advertisements and campaign messages rather than producing new content in order to reduce the cost, time, and untested risks associated with developing new ones [1]. In this regard, we focused on systematically delivering evidence-based antismoking messages from existing campaigns and advertisements, which not only helped us save on time and cost but also enabled us to readily examine how message exposure and engagement with the intervention content led to smoking reduction.

At the time we developed this study, there was no standardized, evidence-based model or framework applicable to designing Facebook group–based interventions for smoking reduction and cessation. Thus, based on prior health communication and technology literature, we developed an intervention model using two main components: “persuasive message exposure” and “supportive engagement systems.” We used a varied frequency of message exposure (three times per day or one time per day), as there was no empirical evidence on the optimal dose of message exposure for a social media–based intervention. We randomly juxtaposed these two components (high vs low message exposure frequency × high vs low engagement and social support) to develop our intervention model. This randomly juxtaposed combination led to four weekly designs, including high message exposure and low engagement and social support systems for week 1; low message exposure and high engagement and social support systems for week 2; high message exposure and high engagement and social support systems for week 3; and low message exposure and low engagement and social support systems for week 4. Our findings should be understood with caution. We did not examine which weeks resulted in the most successful intervention outcome (smoking reduction), but we tested the overall impact of the intervention as a whole (before and after the intervention) on smoking reduction. Thus, the risk of any possible confounding effect due to the varied frequency of message exposure is minimized because we did not test smoking reduction by individual week.

An interesting finding about user engagement is that although we manipulated the frequency of message exposure, there was no resulting effect on increasing user engagement, as shown in Figure 1. The targeted engagement and social support systems directly influenced user engagement, not the message exposure frequency. The distinctive weekly patterns shown in Figure 1 highlight the notion that in order to foster active user engagement, a significant predictor of smoking reduction, interventionists should directly target user interactions. For example, the second week delivered a high level of user engagement by directly asking personally relevant questions and encouraging participants to share their progress with others in the Facebook group [69] (eg, “What motivates you to quit smoking?” and “Have you reduced the number of cigarettes today?”). Note that week 2 and week 4 had the same messaging frequency; antismoking message was posted once a day during these two weeks. When controlling for the messaging frequency as once per day, the number of user comments and wall posts (indicative of user engagement) in week 2 was higher than that of user comments and wall posts during week 4. This pattern indicates that interventionists should specifically target user engagement in addition to posting antismoking messages. We encourage researchers to adopt and apply effective persuasion tactics and principles to strategically target user engagement within social media–based health interventions.

Another strength of the study was 100% study retention throughout the MTurk–linked surveys at six different time points. Various technology features on MTurk, such as qualification assignment and the online payment system allowed us to conduct longitudinal surveys. We demonstrated that MTurk can be a platform for a wide range of research activities, ranging from recruitment of smokers living in the United States to multiple times of follow-up assessments with participants.

**Limitations and Future Directions**

Our findings successfully demonstrated the feasibility of social media technologies to offer smoking reduction and cessation interventions with the strategic delivery of engagement and social support systems. Our findings, however, should be understood within the limitations imposed by research budgets and the scope of the study. We did not objectively verify self-reported abstinence; thus, it is possible that the impact of the intervention may be inflated. The reported outcome on the reduced number of cigarettes per week does not correspond to the same level of reduction in toxicant exposure. In future technology-based interventions for smoking reduction and cessation, researchers should embrace practically feasible methods for measuring objective markers of nicotine toxicity [70].

Our sample size in this study was relatively small. Thus, rather than using a complex modeling approach such as latent growth curve modeling, we simplified our statistical model and directly examined the predictive value of Facebook-mediated engagement and social support in explaining smoking reduction outcomes. The dataset of 16 participants with no missing data still provided enough statistical power to detect the effect of the primary regression model outcomes.

Another limitation is that the gender and race of our sample were relatively homogeneous, mostly white women. In future research, we hope to replicate the interventions with bigger sample sizes and involve participants with characteristics that are more heterogeneous than the current sample to establish the generalizability and reproducibility of the findings. With an increased sample size, future studies should examine pathways of intervention processes with intermediate factors, such as enhanced self-efficacy and perceived social support, to reflect the dynamics of behavior change [71,72]. Also, Figure 1 shows different descriptive patterns by week. We did not examine a statistical difference using repeated measures by week on the
number of wall posts and comments (user engagement). In future research, we encourage to examine statistical difference on this engagement matrix, and perhaps to design multiple Facebook groups to prevent any potential confounding or spillover effects across weeks.

We examined the feasibility of the communication features in our Facebook group that were utilized to deliver theory-guided intervention components such as message exposure and engagement and social support systems among the optimal set of participants (self-motivated participants who wanted to quit smoking at baseline). In future work, another important question might be whether social media–based interventions can have a significant impact on enhancing these intermediate factors (eg, enhancing motivation to quit, and pro-quitting attitudes), even among those with low motivation to quit smoking at baseline. If social media–based interventions can successfully enhance those factors and smoking reduction and cessation among participants with low motivation, the expected significance of the interventions can be much greater than this study.

After our four-week intervention, followed by a two-week follow-up survey, we learned that participants continued to use our Facebook group and some participants expressed that they wanted the interventions for a longer period of time. Social media platforms provide novel opportunities to operationalize persuasive technologies for scalable interventions and to maintain active engagement and long-lasting intervention outcomes [18]. Future efforts in this line of research may examine and identify which communication and intervention strategies are most effective in sustaining active user engagement and maintaining long-lasting social ties for supportive networks. Additionally, there are several challenges and questions to consider for the future implementation of this work, including finding an optimal dose and information balance between support providers and support recipients and protecting the privacy of online intervention participants, especially for a large-scale intervention.

As reviewed, theory-driven and evidence-based interventions using Facebook for health promotions are promising. A growing line of research has shown positive effects of Facebook use on various health outcomes, from smoking cessation [62,73] and physical activities [74] to sexual health promotion [9,75]. The benefits of social media, however, go beyond its technological affordability, scalability, and accessibility. In fact, social media use provides psychological benefits that are essential to fundamental human needs. Researchers from various fields have examined psychological benefits and gratification from using Facebook [60,76-81], such as enhanced self-esteem and psychological well-being [78], increased social capital [79], and refinement of self-affirming values [77]. Furthermore, technology features of Facebook facilitate self-disclosure and reciprocal interactions with others, and these activities have been found to be intrinsically therapeutic and rewarding for humans [82]. Although targeting these psychological benefits were not within the scope of our study, and thus were not measured nor manipulated, we hope future work will consider how to actively facilitate these psychological benefits when using Facebook as an intervention tool for health promotions.

Conclusions
This study is the first Facebook-mediated intervention research that systemically promoted antismoking communication strategies and social support and engagement systems as mechanisms of behavior change within a Facebook group. We conceptualized Facebook “likes” and “wall postings and comments” as the manifestation of social support and user engagement. Our findings imply that receiving one Facebook “like” or posting on the Facebook group at least once predicts almost one less cigarette in the past 7 days. The study supports positive effects of Facebook-mediated communication, engagement and social support systems for smoking reduction and cessation, and highlights the public health potential of social media interventions for scaling-up tobacco control and prevention efforts. It also provides practical guidelines for designing communication strategies and persuasive, social media–based smoking reduction and cessation interventions that might be useful for future research.
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Abstract

Background: Social media is changing the way in which citizens and health professionals communicate. Previous studies have assessed the use of Health 2.0 by hospitals, showing clear evidence of growth in recent years. In order to understand if this happens in Spain, it is necessary to assess the performance of health care institutions on the Internet social media using quantitative indicators.

Objectives: The study aimed to analyze how hospitals in Spain perform on the Internet and social media networks by determining quantitative indicators in 3 different dimensions: presence, use, and impact and assess these indicators on the 3 most commonly used social media - Facebook, Twitter, YouTube. Further, we aimed to find out if there was a difference between private and public hospitals in their use of the aforementioned social networks.

Methods: The evolution of presence, use, and impact metrics is studied over the period 2011- 2015. The population studied accounts for all the hospitals listed in the National Hospitals Catalog (NHC). The percentage of hospitals having Facebook, Twitter, and YouTube profiles has been used to show the presence and evolution of hospitals on social media during this time. Usage was assessed by analyzing the content published on each social network. Impact evaluation was measured by analyzing the trend of subscribers for each social network. Statistical analysis was performed using a lognormal transformation and also using a nonparametric distribution, with the aim of comparing \( t \) student and Wilcoxon independence tests for the observed variables.

Results: From the 787 hospitals identified, 69.9% (550/787) had an institutional webpage and 34.2% (269/787) had at least one profile in one of the social networks (Facebook, Twitter, and YouTube) in December 2015. Hospitals’ Internet presence has increased by more than 450.0% (787/172) and social media presence has increased ten times since 2011. Twitter is the preferred social network for public hospitals, whereas private hospitals showed better performance on Facebook and YouTube. The two-sided Wilcoxon test and \( t \) student test at a CI of 95% show that the use of Twitter distribution is higher (\( P<.001 \)) for private and public hospitals in Spain, whereas other variables show a nonsignificant different distribution.

Conclusions: The Internet presence of Spanish hospitals is high; however, their presence on the 3 main social networks is still not as high compared to that of hospitals in the United States and Western Europe. Public hospitals are found to be more active on Twitter, whereas private hospitals show better performance on Facebook and YouTube. This study suggests that hospitals, both public and private, should devote more effort to and be more aware of social media, with a clear strategy as to how they can foment new relationships with patients and citizens.

http://www.jmir.org/2017/5/e181/
public health; delivery of health care; Internet; social media; hospitals

**Introduction**

The Spanish health care system is one of the best ranked in the world as far as patient safety [1], efficiency [2], and satisfaction [3] is concerned. The health sector in Spain represents 9.5% (118.9/1.252 USD trillion) of the gross domestic product (2.5% for private purposes and 7% for public services). The Public health care copes the majority of delivery of health services, but in a recent study it was shown that private hospitals performed 32% (1.12/3.50 million) of surgeries, responded to 21% (9.91/47.2 million) of emergencies, and took up 15% of outpatients’ referrals (1.83/78.9 million) [4]. Moreover, in a recent survey made on Spanish citizens looking for medical assistance, 60% said they preferred being assisted in a public hospital, whereas 28% preferred private hospitals [5]. This was because they considered public hospitals to have better technological installations, more capable physicians and nurses, and because public hospitals provided more and better information than private hospitals [5]. Therefore, information plays a big role in the way citizens make their choices about health management, and the need for information is increasing exponentially [6]. The need for accurate information is particularly critical when the information involves health, well-being, and disease, especially when Internet sources are winning the battle over traditional sources of information [7].

Internet health-related queries rose from 2010 [7-9], and they were mainly used to support a decision, such as looking for a second opinion or even purchasing drugs [10]. Even junior physicians consult information provided on the Internet to reinforce the diagnosis and treatment decisions they make on a daily basis [11]. One example of how people use Internet sources to assess their illness is Wikipedia [12,13], which hosts a large quantity of information about medical data [14], even comparable with commercial encyclopedias [15]. The easy access and the easy-to-understand development of health topics are turning Wikipedia into the first-choice Internet source to find brief and clear definition of a specific term, including health terminologies [14].

This scenario is defining a new paradigm in which health services’ consumers and procurers (patients and health professionals) share a new framework for information exchange [16]. The unstoppable advance of social media in medicine is now a reality, and it is pushing health professionals and hospitals to learn, start, and increase their use of social media as a communication channel. Business concepts are currently being studied to improve marketing strategies for hospitals [17] and to amplify health values and principles [18]. These developments reflect the manner in which health professionals are applying their knowledge and experience in terms of interacting with patients [19].

Hospitals cannot control the information in social media [20]; on the other hand, patient communities have taken the lead in allowing the sharing of medical experiences on social media [21], and some social media sites have empowered patients to provide personal ratings on their health care experiences [22]. The relationship between hospital social media activity and quality key performance indicators are still quite unexplored; however, it has become increasingly critical to find effective ways of communicating with the community outside clinical environments as traditional communication channels such as Web 1.0, electronic mail, and media campaigns are being replaced by new communication channels [16]. Three of the key indicators used previously are (1) the presence, defined as the rate of health care entities with a profile or page on a social network; (2) the use (or usage), defined as the number of posts with content published in a time window; and (3) the impact, defined as the capability of an entity to gain subscribers [23,24].

In this paper we present a 5-year longitudinal study on the use of webpages and social media among public and private hospitals in Spain to evaluate the aforementioned indicators. Our hypothesis is that public and private hospitals perform differently, as regards to the final target of each type of entity. Presence, use, and impact of social media profiles have been analyzed to determine how metrics have evolved over time and which direction they will take in the future, by comparing the performance of public and private hospitals over 5 years on the 3 main social networks: Facebook, Twitter, and YouTube. Finally, results are compared with previous publications in the United States and Western Europe. The statistical analysis of the data allows us to confirm that there is a statistically significant difference in the use of Twitter between private and public hospitals. Spain is progressing well in the adoption and use of social media, but our findings reinforce the need to promote new forms of communication by public hospitals in the era of social communication, by using innovative channels to reach a bigger audience.

**Methods**

**Study Design**

A longitudinal review of hospitals that have presence on 3 of the most popular social networks—Facebook, Twitter, and YouTube—was conducted. For each hospital, data about the use and user acceptance of the generated content was collected, as well as general information about the hospital (eg, public or private ownership).

**Data Collection**

The studied cohort included all the hospitals listed in the “National Catalog of Public and Private Hospital Centers (NHC)” maintained by the Spanish Ministry of Health and Social Affairs [25]. The overall study cohort included 787 hospitals. Webpages (Web 1.0) and social media profiles were discovered using contact data, such as the name of the institution, address, and municipality on the Google search engine. The sites were validated by accessing the search.
resulting pages manually and verifying that the content corresponded to the appropriate hospital. Only institutional profiles were included in the study population. Personal, department, service, or unofficial profiles were not included. Hospital ownership (public or private) was obtained from the NHC. Retrieved social media profiles for each hospital were classified as belonging to 1 of 3 social media networks—Facebook, Twitter, or YouTube. In order to avoid the effect of stationary events (eg, winter or summer campaigns), the temporal window to retrieve data was fixed from January 2011 to December 2015. As in previous studies, these 3 social networks were selected because of their popularity and the possibility of accessing performance metrics. Data included whether hospitals had accounts on social networks (presence), their activity on those accounts (use), and how those activities were received by the intended audience (impact).

**Statistical Analysis**

The study assessed 3 factors: presence, usage, and impact, similar to previous studies [23,26]. The percentage of hospitals having Facebook, Twitter, and YouTube profiles was used to indicate the presence of hospitals on social media. Usage was assessed by analyzing the content generated on each social network (eg, number of tweets and videos) over the period studied. Impact was measured by the number of subscribers for each social media account. These 3 factors are considered sufficient to evaluate the extent to which hospitals are present in social media, to assess their performance on social media in terms of communication (using number of posts), and whether users were consuming the disseminated content by subscribing to a particular account or channel. All these indicators were analyzed with respect to hospital ownership: public or private. For all the observed variables, we present the median, interquartile range, and kurtosis value. Goodness of fit to a normal distribution was evaluated by two techniques. First, according to [26], a lognormal transformation was used to approximate the skewed distribution of the variables to a normal distribution; a nonparametric distribution was used to obtain the raw probability density function. Both approximations were compared with raw data to assess reliability. Independence of public and private hospital results was assessed with the two-sided, t student test, and Wilcoxon test (CI of 95%) for each distribution. Statistical significance was considered for P values under .05. MATLAB statistics toolbox (version 2016R) was used to perform correlation, transformation, and independence tests [24].

**Results**

**Presence Dimension**

From a total of 787 hospitals identified in the NHC of the Ministry of Health and Social Affairs, 550 had an institutional webpage, and 269 of them had at least one profile in one of the social networks considered in December 2015. Figure 1 shows the evolution of Internet presence among public and private hospitals from 2011 to 2015. Even though Internet presence increased by more than 450.0% (787/172) and social media presence increased ten times since 2011, there are still many hospitals without Web 1.0 and social media profiles. However, the correlation is strong between the evolution of hospitals with an institutional webpage (Web 1.0) and presence in social media, with a value coefficient of 0.949. In December 2015, from the total number of hospitals (787) only 69.9% (550) had an official Web 1.0 and only 34.2% (269) were present in any of the social networks considered. Taking into account only those hospitals with an Internet presence, up to 48% (264) of them had a profile page in at least one of the studied social networks.

Beyond new hospital openings and new profiles on social networks, variations in the number of hospitals (continuous line in Figure 1) are due to modifications and updates done in the NHC. Variations in the number of Web 1.0 pages and social media profiles are due to the corporative acquisitions of the owners of private hospitals and profile relabeling, resulting in a merger of social media profiles.

The aggregated and comparative distribution of the presence of public versus private hospitals shows that public hospitals have less Internet presence than private hospitals, not only regarding Web 1.0 pages where we find 24% (186) versus 29% (283) but also in the use of social media to disseminate information on their activities, which accounts for 33% (262) versus 60% (419). Focusing on the presence (profiles in social media), Figure 2 shows the trend from 2011 to 2015. It shows that the creation of profiles is very similar (correlation coefficient=.971), but that private hospitals present a viral growth in two specific periods (first semesters of 2013 and 2015—plain transition means no variation and a step transition means a high transition).

Despite the fact that social media has a lower presence overall in public hospitals, there are more public than private hospitals using Twitter (44% vs 36%), whereas with Facebook and YouTube, it is the opposite (31% vs 36% and 24% vs 27%). With respect to YouTube, the presence percentage is similar for private and public hospitals.

Data of the historical evolution of social media profiles disaggregated by social media type and public or private hospitals (Figure 2) confirms the previous result, and even though there exists a strong correlation between the creations of social media profiles, a slightly different volume is observed depending on the social network and entity; public hospitals have fewer profiles considering absolute numbers.
Figure 1. Evolution of Internet presence of Spanish hospitals in the period 2011-2015.
Figure 2. Evolution of social media profiles of public and private hospitals from 2011 to 2015. Facebook (FB), Twitter (TW), and YouTube (YT) and the type of hospital are represented using a private or public token (eg, FB Private stands for private hospital Facebook profiles).
Use Dimension

Where analysis of content generation by hospitals in social media (Figure 3) is concerned, different behavior depending on social media and the type of entity is evident. Both public and private hospitals seem to have the same activity in Twitter, whereas private hospitals double the use of YouTube with respect to the public sector.

Impact Dimension

The evolution in the number of subscribers for the studied social networks for both private (dotted line) and public (continuous line) hospitals is exponentially increasing (Figure 4). All the profiles show continuous incremental growth, similar to an exponential function. The coupled analysis of the subscribers shows that Facebook is the most popular network, followed by Twitter. YouTube is, by far, the social network with the lowest subscriptions. Analysis of ownership shows that subscriptions to Facebook private hospitals profiles are significantly higher than those for public hospitals. With respect to Twitter subscribers, public hospitals have almost the same number as private and show a very similar trend of growth over the years. This growth is proportional to the number of tweets published by the hospitals (Figure 3). Although the number of Twitter accounts of private hospitals is greater than public ones, the number of people subscribed to private hospitals has been historically lower than those subscribed to public ones, until January 2015, when the trend reversed. Subscriptions to
YouTube are dramatically different between private to public hospitals. As opposed to our findings regarding Twitter, analysis of the evolution of Facebook profiles (Figure 2) compared with the subscriptions (Figure 4, deep blue lines) demonstrates that the acceptance of private hospitals profiles is greater than public ones. From mid-2011, with a similar number of Facebook accounts, the number of subscriptions for private hospitals is dramatically higher than for public hospitals. However, since the end of 2011, the number of videos posted by private hospitals has increased more rapidly.

The position and magnitude attributes of observed variables in Table 1 for each social network separated show a skewed distribution. Kurtosis values (>3) confirm the leptokurtic distribution of all the variables. A similar study in the United States also reported skewed distribution of social media metrics [26]. In this case, statistical analysis was conducted by approximating the skewed distribution to a normal distribution with a lognormal transformation. Our approach is to be as realistic as possible without transforming raw data and using other kinds of statistical tests that can work with nonparametric distributions, such as the Wilcoxon signed-rank test [27]. In Figure 5, we show an example of the raw Twitter follower distribution for private hospitals (histogram) and superimposed the approximation to a normal distribution by applying a lognormal transformation (red line) and a nonparametric distribution (blue line). The goodness of fit or the nonparametric approach is more realistic than the lognormal transformation, and thus, closer to the actual real values of the distribution.

Table 1. Magnitude of the observed variables by means of median values, interquartile range, and kurtosis values for public and private hospitals with regard to December 2015.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Private hospitals</th>
<th>Public hospitals</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Median</td>
<td>IQR</td>
</tr>
<tr>
<td>Facebook friends (n=266,311)</td>
<td>1253</td>
<td>784.25-2306.75</td>
</tr>
<tr>
<td>Tweets (n=250,040)</td>
<td>1244</td>
<td>641-2780</td>
</tr>
<tr>
<td>Twitter followers (n=172,691)</td>
<td>895</td>
<td>502-1576</td>
</tr>
<tr>
<td>YouTube videos (n=4269)</td>
<td>19</td>
<td>5.25-72.25</td>
</tr>
<tr>
<td>YouTube subscribers (n=59,506)</td>
<td>25</td>
<td>4.25-113.5</td>
</tr>
<tr>
<td>YouTube video replays (n=20,488,992)</td>
<td>7386</td>
<td>1530-63,030</td>
</tr>
</tbody>
</table>

*aIQR: interquartile range.

Table 2 shows the results of the independent associations test between public and private hospitals for the observed raw magnitudes, by comparing the nonparametric distribution analysis (two-tailed Wilcoxon test, alpha=.05) and the lognormal approximation to a normal distribution (two-tailed t student test, alpha=.05).
Table 2. Comparative table of the two-sided *t* student test and Wilcoxon test at a 95% CI for private and public hospital comparison on each of the observed variables.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Lognormal transformation</th>
<th>Nonparametric distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><em>P</em></td>
<td>CI</td>
</tr>
<tr>
<td>Facebook friends <em>(n=266,311)</em></td>
<td><em>.001</em></td>
<td>25.277-32.399</td>
</tr>
<tr>
<td>Tweets <em>(n=250,040)</em></td>
<td><em>.001</em></td>
<td>5.728-9.295</td>
</tr>
<tr>
<td>Twitter followers <em>(n=172,691)</em></td>
<td><em>.001</em></td>
<td>4.090-5.220</td>
</tr>
<tr>
<td>YouTube videos <em>(n=4269)</em></td>
<td>.20</td>
<td>.47</td>
</tr>
<tr>
<td>YouTube subscribers <em>(n=59,506)</em></td>
<td>.03</td>
<td>0.048-1.170</td>
</tr>
<tr>
<td>YouTube video replays <em>(n=20,488,992)</em></td>
<td><em>.001</em></td>
<td>4.8474-6.5396</td>
</tr>
</tbody>
</table>

*aStatistically significant values are given in italics.

Figure 4. Impact evolution of private and public hospitals in social media. Facebook (FB), Twitter (TW), and YouTube (YT) and the type of hospital are represented using a private or public token (eg, FB Private stands for private hospital Facebook profiles).
Discussion

Principal Findings

The Internet presence of Spanish hospitals is high (550/787, 69.9%); nonetheless, the presence on the 3 main social networks is not as high (269/787, 34.2%) when compared with results of previous studies in the United States and Western Europe—which did not include Spain (Table 3).

Table 3. Comparative table of presence among social media of the outcomes of the study and literature.

<table>
<thead>
<tr>
<th>Social media presence</th>
<th>United States [26]</th>
<th>Western Europe [23]</th>
<th>Spain</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2010</td>
<td>2014</td>
<td></td>
</tr>
<tr>
<td></td>
<td>%</td>
<td>%</td>
<td>%</td>
</tr>
<tr>
<td>Facebook</td>
<td>18</td>
<td>90</td>
<td>67</td>
</tr>
<tr>
<td>Twitter</td>
<td>16</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>YouTube</td>
<td>-</td>
<td>-</td>
<td>19</td>
</tr>
</tbody>
</table>

The evolution of the presence, use, and impact of Spanish hospitals on social media is of increasing importance lately. Although the presence of Spanish hospitals on social media is low when compared with other countries, results of the analysis on presence, use, and impact of hospitals profiles on social media show that usage is constantly increasing. Since 2011, the presence of private hospitals on the Internet has grown exponentially. Private hospitals have deeper penetration on Facebook and YouTube than public hospitals, especially in the case of YouTube, where the number of subscribers is three times that of public hospitals. These results contrast with the fact that Spanish citizens prefer public hospitals rather than private [5]. Spanish citizens prefer public hospitals, but, could social media campaigns affect this perception depending of the type of social media? The answer to this question may rely on the nature of each social media and their main type of users. Twitter users look for an easy and quick way to gather information. It may be the case that Spanish social media users prefer tweets from public hospitals due to the high confidence of citizens in public health systems (they are more likely to post health content than advertisements) whereas Facebook and YouTube users look for interesting multimedia content. The results of this study show that despite Spanish citizens having an inferior impression of private hospitals, they achieve better metrics on social media.
than public hospitals. This might mean that marketing campaigns of private hospitals and the higher investment devoted to generating more attractive multimedia material than public hospitals have a positive impact on users. In fact, Son Espases [28] and Sant Joan de Deu are two hospitals that have proved that marketing campaigns can be very effective in increasing the presence of hospitals on social media. The case of Son Espases hospital is very interesting. This hospital was inaugurated in 2011 with a massive marketing campaign carried out during its construction by a social media company. As a result, when this hospital was inaugurated and included on the NHC, the number of followers was significantly high, accounting for almost 32% (3581) of Twitter subscribers of public hospitals at that time. However, after the inauguration, Son Espases’ activity on social media dropped, most probably because the social media company was no longer contracted. This abrupt change correlated with the large decrease in tweets produced at that time. From Figure 2, it can be seen that after the inauguration, Twitter activity of the public hospital maintained moderate growth, while private hospitals saw an increased slope. This suggests how a good media campaign may affect the visibility of a hospital, but also reveals that these activities need to be sustained for the long term.

Similarly, Facebook and YouTube are social platforms that allow hospitals and users to hold conversations (post and comments) in a very different way from Twitter. A previous study suggests that dialogue between hospitals and users (even patients) on these social networks may be a good source of information regarding service quality [29].

If we look at 2015, only 30.5% (96/314) of public and 36.6% (173/473) of private hospitals are involved in at least one of the observed social networks. This shows that hospital management and marketing teams are not aware of the opportunity that social media provide as an effective communication channel. The ability to respond in real time to users and give information on special situations or health campaigns through social media provides a new method of collecting data and assessing the quality of service, which is faster than traditional phone and onsite surveys.

Statistical analysis of the variables of private and public hospitals observed in the study, including Facebook friends, Twitter followers, number of tweets and YouTube videos, subscribers, and replays was performed in two stages. In the first stage, due to the leptokurtic distribution of all the variables (Table 1), a lognormal transformation to approximate a normal distribution was made, following the approach used by other authors [26]. The two-sided t student test with a CI of 95% showed that Facebook friends, Twitter followers, and tweets and YouTube video replays reveal a statistically significant different behavior between private and public hospitals (P<.001), whereas YouTube videos and subscribers showed a different, nonsignificant behavior. These findings confirm the results of Griffiths and colleagues [26]. In the second stage, instead of transforming data, we used a nonparametric distribution to approximate the probability density function and a two-sided Wilcoxon test with a CI of 95%. This time, results show that only Twitter followers and tweets have a statistically significant different behavior (P<.001), whereas the other observed variables had a nonsignificant different behavior. The reason for this difference may be that for the second-stage analysis (nonparametric), raw data was used without performing any transformation, which may have led to bias in the data toward a certain direction. Nonetheless, the two-checked statistical significance of different behaviors in the use of Twitter for private and public hospitals confirms the hypothesis of our study.

This study focuses on analyzing the different trends and behaviors that public and private hospitals have in the use of social media, but the statistical tools used to pursue this analysis are a critical issue. This paper suggests using nonparametric techniques such as Wilcoxon test, used before in other scientific studies [27], which performs a better approximation to real data than the lognormal approximation, but the authors cannot confirm this extent.

The research question analyzed in this study is relevant in the era of social communication. Hospitals should have a strong presence on social media just as other entities and corporations do, as they provide an extraordinary and innovative instantaneous communication channel that reaches a wide audience. Unlike traditional communication campaigns, social media allow the release of information in new media formats (infographics, hashtags, audio, and video), adding formal and informal messages (e.g., use of smileys) in very short time periods. Another singular characteristic is that hospitals can instantly assess the impact that the message or communication campaign has regarding new subscribers, retweets, or likes. Our study confirms that the performance on Twitter is different between private and public hospitals (Table 2), whereas at the same time, we observe a close evolution in the number of subscribers for both public and private hospitals (Figure 4). The cause may depend on the type of subscribers (age, profession, or interests) and in the type of broadcasted content (promotion, advertisement, or awareness).

When analyzing the performance of hospitals on social media, the risks as well as the ethical aspects of the use of social media in health care should also be considered. It is an important issue that is beyond the scope of our study. Scientific literature has addressed these issues in recent years [30], and several health care and health professional organizations have defined rules and policies on the use of social media. A good example is the American Medical Association (United States) policy, and more specifically, the Use and Style Guidelines on Social Networks published by the Regional Healthcare Agency of Andalusia (Spain) [31]. In spite of the multiple benefits of social media, there are significant risks that should be taken into account, mainly concerning security and privacy of the users. Broadcasters (hospitals) and consumers (patients and citizens) are not usually aware of the size of the audience they reach when a comment or an opinion is posted on any of the social media. The convenience of communicating with digital friends may lead users to publish harmful or inappropriate material that may affect their reputation and which may be very difficult (not to say impossible) to erase. Therefore, the use of social media by hospitals should adhere to a high level of compliance to published guidelines and rules from relevant organizations.
Limitations
Our findings are based on the entire population of public and private hospitals in Spain; nonetheless, even though the data collection method was based on previous publications, the authors cannot guarantee the location of all the webpages and social media profiles of the hospitals in NHC. The fact that social media are constantly and rapidly changing affects the way data are collected and analyzed. Finally, some hospitals are outliers in the way that their performance shows a comparatively higher use and impact on social media than others, regardless of being public or private, and this could need further analysis, which is out of the scope of this study.

Future Work
Future work will tackle analysis of the subscribers’ public profile and each profile on each social media, and among them, which type of subscribers are more likely to interact with posted content (likes, comments, shares) and which type of information has greater or lesser impact.

Conclusions
The presence of Spanish hospitals on social media is constantly evolving, showing an incremental growth year by year; however, it is very low compared with hospitals in the United States and Western Europe. Public hospitals are more active on Twitter, whereas private hospitals have a better performance on Facebook and YouTube. The Spanish health care system needs to maintain a high-ranking position, and to do so, this study suggests that hospitals, both public and private, should devote more effort to and be more aware of social media. The study conclusion is that private hospitals and public hospitals show statistically significant different behaviors in their use of Twitter (number of tweets and number of followers).
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Abstract

Background: Mental health care is shifting from a primary focus on symptom reduction toward personal recovery-oriented care, especially for persons with long-term mental health care needs. Web-based portals may facilitate this shift, but little is known about how such tools are used or the role they may play in personal recovery.

Objective: The aim was to illustrate uses and experiences with the secure e-recovery portal “ReConnect” as an adjunct to ongoing community mental health care and explore its potential role in shifting practices toward recovery.

Methods: ReConnect was introduced into two Norwegian mental health care communities and used for 6 months. The aim was to support personal recovery and collaboration between service users and health care providers. Among inclusion criteria for participation were long-term care needs and at least one provider willing to interact with service users through ReConnect. The portal was designed to support ongoing collaboration as each service user-provider dyad/team found appropriate and consisted of (1) a toolbox of resources for articulating and working with recovery processes, such as status/goals/activities relative to life domains (eg, employment, social network, health), medications, network map, and exercises (eg, sleep hygiene, mindfulness); (2) messaging with providers who had partial access to toolbox content; and (3) a peer support forum. Quantitative data (ie, system log, questionnaires) were analyzed using descriptive statistics. Qualitative data (eg, focus groups, forum postings) are presented relative to four recovery-oriented practice domains: personally defined recovery, promoting citizenship, working relationships, and organizational commitment.

Results: Fifty-six participants (29 service users and 27 providers) made up 29 service user-provider dyads. Service users reported having 11 different mental health diagnoses, with a median 2 (range 1-7) diagnoses each. The 27 providers represented nine different professional backgrounds. The forum was the most frequently used module with 1870 visits and 542 postings. Service users’ control over toolbox resources (eg, defining and working toward personal goals), coupled with peer support, activated service users in their personal recovery processes and in community engagement. Some providers (30%, 8/27) did not interact with service users through ReConnect. Dyads that used the portal resources did so in highly diverse ways, and participants reported needing more than 6 months to discover and adapt optimal uses relative to their individual and collaborative needs.

Conclusions: Regardless of providers’ portal use, service users’ control over toolbox resources, coupled with peer support, offered an empowering common frame of reference that represented a shift toward recovery-oriented practices within communities. Although service users’ autonomous use of the portal can eventually influence providers in the direction of recovery practices,
a fundamental shift is unlikely without broader organizational commitments aligned with recovery principles (eg, quantified goals for service user involvement in care plans).
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Introduction
Mental health care policies for those with long-term care needs are shifting from a primary focus on symptom reduction toward partnership models and personal recovery-oriented care [1]. At the same time, public health policies are promoting broad-scale implementation of eHealth technologies to strengthen people-centered care and public health capacity [2]. Several developments in eHealth are relevant to recovery-oriented care in mental health, such as enabling people access to their own electronic health records [3], shared decision making [4], self-management [5,6], peer support [7,8], online patient-reported outcomes [9], and service user involvement in research [10,11].

A common denominator of these developments is a shift in “locus of control” from health care providers toward service users by increasing the transparency of care decisions, as well as facilitating the voice and resources of service users in their care. In contrast to biomedical approaches that focus mainly on reducing symptoms, recovery-oriented approaches support people in articulating and regaining control over progress toward personal well-being goals [1,12,13]. Conceptualizations of the holistic and multifaceted nature of recovery are evolving in interaction with related fields such as self-determination and strength-based approaches [14,15], and is sometimes referred to as paradigmatic in that it disrupted established practice norms, priorities, and professional skill sets [16,17]. Accompanying emerging frameworks and guidelines for recovery-oriented practices are efforts to identify meaningful outcome measures across cultures and contexts [18-20]. Considerable work still lies ahead in identifying active ingredients of recovery, for whom, and under what conditions [15,21].

It is within this evolving landscape that this study describes the use of a recovery-oriented eHealth (“e-recovery”) portal “ReConnect” in two Norwegian community mental health sites during a 6-month period (2015-2016). ReConnect was designed using participatory methods. The rationales for portal design, including our path toward recovery as the guiding framework, are described elsewhere [22] (note that ReConnect was called “PsyConnect” in this previous publication). In this study, we sought insights into the question: what uses evolve when an e-recovery portal is made available in community mental health practices and what role does it play in terms of shifting practices toward recovery-oriented care?

Methods
Design
This study had a participatory design [23] and used mixed methods [24] to explore uses of an Internet-based intervention designed to support recovery-oriented practices in mental health care for people in need of long-term mental health care. The intervention was studied for a period of 6 months in two separate communities. Heeding calls for service user involvement in research [25,26], this study was conducted in collaboration with a service user consultant.

Setting
Norway has universal health care that is funded by the public as part of the through general and earmarked grants [27]. The municipalities are responsible for providing primary health care and social services, whereas the Regional Health Authorities provide specialist services (eg, acute wards, district psychiatric centers). “Communities” in this paper refer to both levels of care provided to residents of two municipalities in Norway. These communities differed in characteristics, thus providing an intended variation in context: a small rural community with approximately 5500 inhabitants within an area of 1493 km² versus a large community on the outskirts of the capital with approximately 52,000 inhabitants within an area of 100 km². Management in the two communities expressed commitments to policies promoting eHealth, user involvement, and collaborative practices. The largest community explicitly expressed commitments to recovery principles in policy and strategy documents [28].

Inclusion Criteria and Recruitment
The two communities became involved in the project through prior contacts with the principal investigator (DG). Multiple service entities at primary and specialist levels of care, as well as local service user organizations within the two communities, received written information and verbal presentations about the study. This information included the project’s overall aim of gaining insights into user needs and how e-recovery might facilitate or undermine service user involvement in treatment and collaboration with providers. Service users interested in participating in the study needed to fulfill the following criteria: they had to be older than 18 years; had to have received mental health services for at least 6 months prior to inclusion; and needed expectations of requiring services at least 6 months forward, electronic ID (see subsequently), and at least one provider willing to interact with them through ReConnect. As an exploratory study, efforts were made to recruit a wide range
of participants in terms of gender, age, health issues, and types of ongoing support.

**Ethics**
The study was approved by the Regional Committees for Medical and Health Research Ethics in Norway and the Privacy Protection Committees at the participating sites. Participants signed an online consent form before inclusion in the study.

**Organizational Anchoring**
Local steering committees were established in both communities and consisted of primary and secondary health representatives (both clinicians and authorities), information technology (IT) management, and service user representatives. Their mandate was to ensure access to necessary resources (eg, clinician time, IT support, localities for training), and that the project harmonized with ongoing activities. Two hours of group training and/or individual training were held within both communities for service users and providers initially and when requested during the study period.

**The E-Recovery Intervention**
ReConnect was introduced to participants to support ongoing mental health care and treatment—whatever that treatment may be and as they saw fit. The stated objective of the portal was to support service user involvement in care, service user-provider collaboration, and personal recovery.

As depicted in Figure 1, the portal consists of a toolbox, anonymous peer support discussion forum, and messaging with providers. Users log on using their electronic ID (eg, BankID), which is approved by the Norwegian government to allow patients to share personal health information in electronic and mobile apps. This ID is the same whether users log on to public services or online banking and is thus familiar to most Norwegians.
Toolbox
The toolbox can be likened to an interactive “workbook” and offers a wide range of resources that support service users in articulating and working with their personal recovery processes, including life domain status (eg, employment, social network, health), goals and activities, medications, network map, crisis plan, diary, and exercises (eg, sleep hygiene, mindfulness). Information related to patient rights and organizations were accessible either in the portal itself or through links. Simple help texts were available in all modules, as well as “good-to-know” texts (eg, how to formulate meaningful goals). Service users “owned” ReConnect in the sense that they determined how to use it to articulate aspects of “my life” and decide which providers had access to the user-generated content.

Forum
The anonymous peer-to-peer forum with service users from the two communities was moderated by LSE to ensure a safe and supportive environment.

Cafés
There were local real-life “ReConnect cafés” where service users could meet socially to discuss their uses of the portal and their own recovery processes.
Collaboration

Services users’ interactions with providers through ReConnect took place by messaging, by providers remotely accessing and commenting on the content of service users’ modules, or by sitting together and working with modules during consultations. The providers’ user interface included an overview of all their clients who used ReConnect, and they could remotely access the service users’ modules with some exceptions (eg, diary and forum). Thus, providers could follow the progression of service users’ activities (eg, homework in between consultations) and provide feedback as they saw fit.

Service users consented to using ReConnect exclusively for nonemergency purposes, and that ordinary channels had to be used for acute needs. Other than that, collaborative uses of ReConnect were determined by each respective service user-provider dyad as described previously. These were encouraged to clarify mutual expectations and routines, such as response time for messages (eg, daily, or once a week), absences (eg, holidays), and types of content (eg, providers might acknowledge receipt of messages with brief responses, but reserve therapeutic responses for consultations).

Quantitative Data Collection and Analysis

After online registration and completion of the consent form, participants completed an online questionnaire containing questions about demographic characteristics, previous use of the Internet, and the following psychosocial measures:

1. Well-being was measured with the WHO-5 Well-being Index. The WHO-5 score can range between 0 to 100, in which 100 indicates the best possible well-being [29].
2. Anxiety and depression were measured with The Hopkins Symptom Checklist-25 (HSCL-25). The total HSCL-25 score can range between 1.0 and 4.0, and values greater than 1.75 indicate a need for help for the symptoms [30].
3. Patient activation was measured with the Patient Activation Measure (PAM). The score can range between 0 to 100, and 100 indicates the best possible patient activation [31,32].
4. Satisfaction was measured with the Satisfaction Life Domains Questionnaire. The range of scores are 1 to 7, in which 7 indicates the best possible score [33].
5. Recovery was measured with the Recovery Assessment Scale (RAS). The range of scores are 1 to 5, and 5 indicates the highest recovery possible [34].

Data on portal use were extracted from the ReConnect user log on the server. All log-ins and uses per module were recorded in the system log.

Descriptive statistics were used to analyze questionnaire and system log data using SPSS version 21 (SPSS Inc, Chicago, IL, USA). Data are presented as medians and range for continuous variables due to skewed distributions and as proportion and percentages for categorical data. Demographics from the two communities are aggregated together to protect anonymity.

Qualitative Data Collection and Analysis

Six focus group interviews were held, three with service users and three with providers, separately at each community after approximately 3 months of use. The focus group interviews were conducted by MS and LSE together. Questions were semistructured addressing current practices and expectations, experiences related to use, recovery processes, collaboration, and desired changes in the portal. A total of 12 cafés (six in each community) were moderated by LSE who facilitated discussions about use of ReConnect and about recovery processes. Both the focus group interviews and café sessions lasted approximately 1.5 hours and were audiorecorded. All focus group interviews were transcribed, whereas cafés were transcribed only when LSE’s notes indicated areas of interest to research analysis. Forum postings also served as data. Along with commenting on participant postings in the forum, LSE introduced topics for discussion relevant for recovery, such as hope, strengths, and citizenship. At times, authors DG, MS, and LSE discussed questions that LSE in turn posed to participants (eg, “Have any of you changed your way of collaborating with your provider through ReConnect and if so how?”).

Publicly available documents (eg, minutes of meetings) and personal communications regarding stakeholders’ actions following the study are referred to when reporting findings regarding the domain “organizational commitment” [35].

All transcripts from the focus groups, cafés, and forum were read through by authors MS, LSE, and DG, who added codes corresponding to the first two of Braun and Clarke’s six stages thematic analysis approach [36]. For this paper, DG searched for codes and quotes that illustrated Le Boutillier et al’s [35] four practice domains: (1) personally defined recovery, (2) promoting citizenship, (3) working relationships, and (4) organizational commitment. Because our aim was not to present themes based on an analysis of the total dataset (a focus of subsequent publications), but rather use the data to illustrate the practice domains, we present 3 to 5 illustrative quotes per practice domain. MS and LSE, who were most familiar with the informants and contexts from which quotes were extracted, reviewed the quotes in terms of credibility in illustrating the practice domains.

Results

Participants

Service User Characteristics

Of the 33 registered service users recruited, two withdrew right after recruitment. Twenty-nine answered the questionnaires and remained participants throughout the 6-month study period. As presented in Table 1, participants had a median age of 44 (range 21-62) years, were predominantly female (86%, 25/29), single (69%, 20/29), and had an educational level of high school or less (69%, 20/29). In all, 31% (9/29) were employed either full-time or part-time, 28% (8/29) were on work assessment allowance, and 35% (10/29) were on disability benefits or retired. The service users reported a median of 2 (range 1-7) diagnoses (see Table 2 for elaboration on diagnosis).
Table 1. Demographic and illness characteristics among service users (N=29).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), median (range)</td>
<td>44 (21-62)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>25 (86)</td>
</tr>
<tr>
<td>Male</td>
<td>4 (14)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Married/cohabitating</td>
<td>6 (21)</td>
</tr>
<tr>
<td>Divorced</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Single</td>
<td>20 (69)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Elementary/high school</td>
<td>20 (69)</td>
</tr>
<tr>
<td>University/college</td>
<td>9 (31)</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Full-time/part-time work</td>
<td>9 (31)</td>
</tr>
<tr>
<td>Work assessment allowance</td>
<td>8 (28)</td>
</tr>
<tr>
<td>Disability leave/retired</td>
<td>10 (35)</td>
</tr>
<tr>
<td>Sick leave</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Student</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Site, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Small community (5500 inhabitants)</td>
<td>14 (48)</td>
</tr>
<tr>
<td>Large community (52,000 inhabitants)</td>
<td>15 (52)</td>
</tr>
<tr>
<td>**Number of psychiatric diagnosis, median (range)**a</td>
<td>2 (1-7)</td>
</tr>
<tr>
<td><strong>Psychosocial factors, median (range)</strong></td>
<td></td>
</tr>
<tr>
<td>Well-being</td>
<td>44 (0-80)</td>
</tr>
<tr>
<td>Anxiety/depression</td>
<td>2.08 (1.24-3.68)</td>
</tr>
<tr>
<td>Patient activation</td>
<td>56.40 (32.20-100)</td>
</tr>
<tr>
<td>Satisfaction with life domains</td>
<td>4.11 (1.44-5.44)</td>
</tr>
<tr>
<td>Recovery, total score</td>
<td>3.67 (2.33-4.50)</td>
</tr>
</tbody>
</table>

a See Table 2 for list of diagnoses.
Table 2. Diagnoses reported by service users (N=29).

<table>
<thead>
<tr>
<th>Reported diagnosis</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depression</td>
<td>17 (59)</td>
</tr>
<tr>
<td>Panic anxiety</td>
<td>8 (28)</td>
</tr>
<tr>
<td>Generalized anxiety</td>
<td>8 (28)</td>
</tr>
<tr>
<td>Posttraumatic stress disorder</td>
<td>8 (28)</td>
</tr>
<tr>
<td>Phobic anxiety</td>
<td>5 (17)</td>
</tr>
<tr>
<td>Drug/alcohol addiction</td>
<td>4 (14)</td>
</tr>
<tr>
<td>Bipolar illness</td>
<td>4 (14)</td>
</tr>
<tr>
<td>Personality disorder</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Schizophrenia</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Obsessive-compulsive disorder</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Schizoaffective illness</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Mania</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (14)</td>
</tr>
</tbody>
</table>

The participants reported a median score of 44 (range 0-80) on the WHO-5 Well-being Index and a median score of 2.08 (range 1.24-3.68) on the HSCL-25 (anxiety and depression) indicating low well-being and an overall need for help with anxiety and depression symptoms (HSCL-25 cut off: 1.75). Their scores on patient activation, satisfaction, and recovery measures were in the middle of these scales, indicating room for improvements.

A total of 90% (26/29) used email daily or weekly, and 76% (22/29) used social media daily or weekly (see Multimedia Appendix 1 for more details of media use).

Health Care Provider Characteristics

Of the 27 participating health care providers, 14 worked in the municipalities and 13 worked in secondary level (DPC). They were predominantly women (89%, 24/27), 40 years or older (85%, 23/27), and most were nurses (11/27, 41%), social workers (5/27, 19%), and physicians (3/27, 11%). The remaining eight (28%) had different professions such as occupational therapist, psychologist, priest, interdisciplinary specialists, bachelor of psychology, or home care worker. There was a median of 19 (range 1-45) years since graduating from health professional education, and they had been working a median 10 (range 1-38) years within the field of mental health (Multimedia Appendix 2). All 27 providers used email and the majority used it daily (25/27, 93%) (see Multimedia Appendix 1 for more details on media use).

The dyads were highly diverse in terms of the diagnoses that service users reported and the professions reported by health care providers. Two service users had more than one participating provider.

Types and Frequencies of Use

The median number of log-ins was 17 (range 1-151) (Table 3). Median number of messages sent was 2 (range 0-43). Modules not used by most participants could be frequently used and valued by one or two participants. This was particularly the case for crisis plan, network map, the medication list, and the diary. Some reported that having the options was valued, even though they had not used them yet.
Table 3. Usage of different components and activities in ReConnect during 6 months of access among service users (N=29).

<table>
<thead>
<tr>
<th>Components and activities</th>
<th>Median (range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of log-ins</td>
<td>17 (1-151)</td>
</tr>
<tr>
<td>“Good-to-know” article visits</td>
<td>3 (0-12)</td>
</tr>
<tr>
<td>Read article</td>
<td>0 (0-9)</td>
</tr>
<tr>
<td>Number messages views</td>
<td>14 (0-93)</td>
</tr>
<tr>
<td>Messages sent</td>
<td>2 (0-43)</td>
</tr>
<tr>
<td>Messages received</td>
<td>3 (0-40)</td>
</tr>
<tr>
<td>Crisis plan created</td>
<td>0 (0-1)</td>
</tr>
<tr>
<td>Diary post entries</td>
<td>0 (0-51)</td>
</tr>
<tr>
<td>Exercise visits</td>
<td>0 (0-9)</td>
</tr>
<tr>
<td>Forum Visits</td>
<td>21 (0-364)</td>
</tr>
<tr>
<td>Forum posts</td>
<td>3 (0-149)</td>
</tr>
<tr>
<td>Forum treads views</td>
<td>33 (0-508)</td>
</tr>
<tr>
<td>Medicine visits</td>
<td>1 (0-5)</td>
</tr>
<tr>
<td>Network map visits</td>
<td>2 (0-10)</td>
</tr>
<tr>
<td>Plan visits</td>
<td>10 (0-45)</td>
</tr>
<tr>
<td>Activity plan creation</td>
<td>0 (0-18)</td>
</tr>
<tr>
<td>Goal plan creation</td>
<td>0 (0-15)</td>
</tr>
<tr>
<td>Sub goal plan creation</td>
<td>0 (0-14)</td>
</tr>
<tr>
<td>Registration visits</td>
<td>6 (0-109)</td>
</tr>
<tr>
<td>Registration create</td>
<td>2 (0-128)</td>
</tr>
<tr>
<td>Update life domains assessment</td>
<td>1 (0-22)</td>
</tr>
</tbody>
</table>

**Collaborative Use**

Of the 27 health care providers, 19 (70%) answered secure messages from the service users. They answered a median of 6 (range 1-27) messages. (The system log failed to register types and frequencies of provider’s access to their service user’s module; therefore, we are unable to report this.) Both service users and providers reported that 6 months was too short of time to learn and optimally adapt their use of the various toolbox resources to their individual and collaborative needs. Examples mentioned included discovering relevant exercises after learning from peers in the forum, and that optimal use of the portal could differ when health was in a good versus a bad phase.

**Forum**

The forum was visited a median 21 (range 0-364) times per service user during their respective 6-month participation periods. During these 6 months, the service users posted 542 postings and viewed forum posts 1870 times in total (data not shown). The peer-moderator (LSE) initiated 167 of 542 postings (30.8%). Ten service users were active posters (>10 posts). No postings had to be removed due to inappropriate content. One service user reported obsessive use of the forum and together with his/her provider found ways to control use.

**Cafés**

In the 12 face-to-face gatherings, a total of 17 service users participated (range 3-9 per meeting). Several reported that becoming secure in the forum had been a prerequisite for mustering the courage to participate in the face-to-face cafés.

**Recovery-Oriented Practices**

In the following, the experiences reported in focus groups, forum postings, and cafés by service users and providers are presented relative to Le Boutillier et al.’s [35] four practice domains that were derived from a qualitative analysis of 30 international recovery-oriented practice guidance documents. These domains are summarized inTextbox 1. Although “practices” typically refers to actions taken by providers, we included the actions taken autonomously by service users through their use of ReConnect.
Textbox 1. Practice domains.

**Supporting personally defined recovery**
- Practitioners focus on supporting personally defined recovery heart of practice and not as an additional task. Individuals are supported to define their own needs, goals, dreams, and plans for the future to shape the content of care. Individuality, informed choice, peer support, strengths focus, and holistic approach are contained in this practice domain.

**Promoting citizenship**
- The core aim of services is to support people who live with mental illness to reintegrate into society and to live as equal citizens. Citizenship is central to supporting recovery, in which the right to a meaningful life for people living with severe and enduring mental illness is advocated. Seeing beyond “service user,” service user rights, social inclusion, and meaningful occupation are grouped in this practice domain.

**Working relationships**
- Practitioner interactions demonstrate a genuine desire to support individuals and their families to fulfill their potential and to shape their own future. A therapeutic relationship, characterised as a partnership, is essential to supporting recovery in which hope is promoted.

**Organizational commitment**
- Organizations that support recovery orientation demonstrate a commitment to ensure that the work environment and service structure are conducive to promoting recovery-oriented practice. The organizational culture gives primacy to recovery and focuses on and adapts to the needs of people rather than those of services. Recovery vision, workplace support structures, quality improvement, care pathway, and workforce planning are included in this practice domain.

---

**Supporting Personally Defined Recovery**

Types of ReConnect uses that were particularly reflective of this practice domain were life domains, goal/activities, peer support, and the process of writing. Service users reported being helped in gaining an overview of their lives and becoming more conscientious of where they were headed and what kind of help they needed. For example, in a café discussion, one service user offered advice to another participant who was not getting the help he/she needed:

> What I experienced as unbelievably positive for me was to sit down and divide up my life into the different life areas. It really increased my awareness. It became clearer for me where I stood, and where I wanted to head. I can really recommend it. You create for yourself a direction in life. At least that was my experience...[a lot of talking erupted in the group]. Maybe it would be easier for your helper to follow you up if she had something more concrete to work on...Maybe if you write it down it is easier for her to get a grip on what you need?

Some providers shared this assessment of the same modules. As one provider stated in a focus group:

> The goal module has really helped. When he/she says “I wish I’d do more of this,” then I can put pressure on. When it’s written down in there as a concrete goal, then it kind of lights up a fire of sorts.

Another provider highlighted the value of service users’ creating descriptions of life domains and goals/activities in their own words:

> It’s become a good way of structuring our work together. In a way, it’s clearer. What is his/her assignment or expectation of me?...It ensures that it is in fact his/her goal and not something I’ve written. One might think it’s the same, but the nuances in language can make a decisive difference in the actions we take.

The peer-to-peer forum and café gatherings were used to share experiences with the exercises (eg, mindfulness, strengths, self-created exercises) in support of defining one’s own direction. Among the many illustrative quotes in the forum:

> I’ve just logged and made an exercise. I use all of them [exercises] except the ones for drug abuse. It’s a nice support for me when I’m working with myself. And it HAS helped me. From being isolated and very depressed to now getting out more. It’s helped to the point that I’m now working in a job 50%.

**Promoting Citizenship**

The peer support activities in the forum and cafés can be viewed as promoting community involvement (citizenship) in and of itself. Initially, peer support was established and maintained through the forum and subsequently expanded on and enriched through both the café gatherings and the focus group interviews. Friendships developed and plans were made for getting involved (eg, volunteering) in local activities. This included reflections on the role that community involvement can play in promoting health, and that providers need to support service users in this process. An example from a café discussion, that also illustrates the next domain (working relationships), is the following:

> My mental health gets better when I help others. Be useful, do something meaningful, contribute to community. Those are things that help you health and recovery. How can we get our helpers to support us in that kind of thing?

The issue that ignited the liveliest “community engagement” was at the end of the study when it was unclear whether ReConnect would be continued as a service within the two communities. This was evident in extensive forum discussions about how to influence community decision makers.
In any case, we’ve got to behave in the right way and talk to the people who are affected first, before we go to the newspaper, so we don’t step on the wrong people’s toes? But we can do this, right you guys? I hope you guys in [large community] are as enthusiastic as we [small community] are because we’re pretty fired up about keeping this service (six smiles).

A service user from the larger community responded:

If we’re going to the newspapers, we need to have a positive angle—not that we’re angry, or going to the barricades to fight, if we lose ReConnect. The smartest might be to go to the membership paper of the Norwegian Mental Health Association.

Eventually, two service users from the largest community contacted one of the project’s funding agencies who interviewed and photographed them for an article on their website.

**Working Relationship**

Dyad collaboration through ReConnect ranged from not at all to almost daily. This domain overlapped particularly with the first domain (supporting personally defined recovery) in that providers who supported service users in working with life domains, goals, and activities also reported having good working relationships. Collaborative uses included messaging, providers commenting the content of service users’ modules, and/or by sitting together and working with modules during consultations.

The life domains and goal/activity modules were frequently referred to by service users as helping collaboration with providers become more focused on their needs. The types of goals reported were typically short term (eg, per week) and very concrete. As one service user reported in a focus group:

> Earlier it’s always been that [provider] asked me if I’d taken my medications, and then what openings there were in our calendars for my next consultation. Those two issues were what [provider] seemed mainly preoccupied with. Now with ReConnect we work more on my resources and goals—it can be as simple as managing to get through Christmas. How do I do it? Subgoals and activities can be buy the steak, avoid stress, get everything in the house, that type of thing—it was actually very useful to get ideas from another perspective—how to break down the problem...It really helps to break down the problem into smaller pieces.

Some service users expressed frustration that providers repeatedly told them how busy they were as an excuse for why they had not worked with them through ReConnect. For example, in a café discussion:

> Why did [provider] agree to work with me through this tool if she never expected to do it? She should have just said no. You get so disappointed. That’s why it’s good to have each other [forum participants]—to call you my helpers. So we can share things.

This started a series of discussions about taking care not to overwhelm providers with messages or tasks, which caused one participant to react:

> It’s completely understandable that constantly hearing how busy your helper is—I mean you don’t want to make life miserable for them. You don’t. But it’s just not right that us service users have to go around protecting our helpers.

These types of discussions in forum, focus groups, and cafés were typically accompanied by constructive suggestions for how to positively engage providers. One such exchange took place in a café discussion:

> You’re right, it’s important for them [providers] to see that they’re useful to us—productive. The more specific we can be about what we need, the greater the chances that they’ll respond to us and our needs.

> I think it was some smart advice from [another participant]. She gave her helper a clear assignment as to how to follow her up. I think several of us should do that. That’s how we create communication.

Some service users appreciated the flexibility that ReConnect introduced relative to in-person consultations that were sometimes described as unnecessary or unproductive. One service user, who received regular home visits, argued that flexibility could also benefit providers. As said in a focus group:

> Maybe they don’t have to come so often if we can contact them [through the portal] when we’re working on something and need follow-up. Follow-up is what we need.

Providers, on the other hand, expressed concern about pressuring service users to use ReConnect in ways that could be an added burden on them. For example, one reported in a focus group interview:

> I’ve heard my service user say, “Unfortunately I’ve not answered, or done it”, ...sort of like they have to apologize for not doing it [used ReConnect]. That’s why I’m kind of afraid of...it can be an extra burden on them...just following up things...Many are really vulnerable for stress.

This coincided with several providers who reported not wanting to put pressure on service users to use ReConnect, but that they were available if service users took the initiative.

**Organizational Commitment**

Most providers told of being committed to user involvement in care (a key recovery principle), whereas several reported barriers to committing to use of ReConnect as an ordinary service. Technical infrastructure-related barriers included inconveniences of having to log in with their private electronic ID (due to lack of integration with secure log-in system used by health care), multiple overlapping systems, and lack of integration with electronic health records.

Leadership in the large municipality initiated processes to address infrastructure barriers with the intention to implement ReConnect as a permanent service (minutes of meetings). Both
the political and administrative leadership had committed to personal recovery—principles in all major policy and strategy documents [28]. This included a commitment to quantifying the extent of user involvement in individual care plans along with ambitious goals for an increase. ReConnect was viewed by leadership as enabling more effective progress toward policy goals (minutes of meetings). The smaller municipality also had user involvement as a goal, but without a specific approach or quantified goals. Here, the technical and financial commitments required to implement ReConnect were considered too great at the time.

Providers reported other barriers to committing to ReConnect. These included blurring lines between work and private life, lack of time allotted to answering messages, and concerns about the frequency and volume of written responses that might be expected by service users. Providers who appeared most positive toward ReConnect also reported being explicit about what service users could expect from them. One focus group participant, who described the portal as an asset to her work and benefit to service users, reported giving service users’ clear expectations:

I’ve told my clients that I answer messages Monday and Thursday mornings. That’s when they can expect answers from me. I need to have structure.

Another satisfied provider reported making agreements with service users that they would only respond to service users’ messages with brief responses to acknowledge receipt or clarify practical issues. More in-depth issues presented by service users would be acknowledged, then dealt with in their next consultation. Service users responded positively to these clarifications. Other providers valued saving time now that a service user had produced texts that could be taken directly into the statutory action plans. The fact that the service user also benefited from formulating and “owning” their own plans was referred to as “killing two birds with one stone.”

Discussion

Principal Findings

This descriptive and exploratory study sought to illuminate the question: how is an e-recovery tool used as an adjunct to ongoing community mental health practices and what role can it play in shifting practices toward recovery-oriented care?

The service users who used the portal became more involved in activities reflecting the first two of Le Boutillier et al’s [35] practice domains—personal recovery processes and citizenship—regardless of the practices of their provider. This was observable for the approximately 10 active forum posters and 17 café participants who also reported benefits similar to those reported in studies of online [37] and offline [38] peer support. Combining online and offline peer support with toolbox resources was an empowering common frame of reference for service users. Service users valued working more concretely on their personal life domains and goals, and in having a common vocabulary in discussing their experiences with peers. The opportunity to do so represented itself a shift toward recovery-oriented practices. Not only were service users offered a choice in terms of how they received mental health services, they could also choose to participate in defining their personal recovery processes and participate in community-promoting arenas. The service user who reported obsessive use of the forum, which was resolved together with his/her provider, was the only negative health-related experience reported among services users.

The positive role that the e-recovery portal played as a service separate from traditional services was highly dependent on the role played by the service user consultant (LSE) who moderated the forum and cafés. Although knowledge of optimal models for peer-run interventions is still evolving [12], communities who seek to promote recovery through similar portals will need to invest in similar types of expertise and role models for hope. Our experience suggests that the success of this role is closely linked with the acknowledgment of experiential knowledge as an asset within the community, in-depth familiarity of the principles of recovery, and the availability of discussion partners in health care when difficulties or dilemmas arise (LSE’s experiences will be elaborated on elsewhere). When sufficiently supported, such consultants with “lived experience” can contribute to mobilizing resources among service users and communities in ways that also can be valuable for improving the quality of health care services [12].

Use of the portal to augment treatment and its role relative to working relationships (the third practice domain) was less obvious. Dyad diversity, along with the nondirective way in which ReConnect was introduced to dyads (“use it as you see fit”), was reflected in highly diverse uses of the various portal resources. A total of 30% of providers never initiated or responded to messages, a source of frustration for service users. After 6 months, both service users and providers reported they were still discovering resources in the portal and adapting uses to their needs and preferences. This may partly be due to the shift in locus of control in that service users’ could now control the content of their own story and had a lowered threshold for linking documentation (eg, personal goals) to requests for follow-up. Both parties in working relationships can experience transitions of control as challenging [17,39], which likely adds to the time it takes to adjust.

Even if some dyads did not use the available resources in the portal to engage service users, the mere existence of the portal, and the dyads’ agreements to use it, inserted the topic of control into service users’ reports of their experiences in working with their provider. Some service users reported becoming empowered to make or request changes in the treatment they received, and that providers responded positively to these requests. However, such examples probably reflect good working relationships prior to use of ReConnect. Poor working relationships did not appear to improve through use of ReConnect, but rather were more clearly exposed as such. To explore how ReConnect can more systematically support working relationships in future studies, we have incorporated a short feedback-informed treatment measure to help dyads attend to the quality of their working relationship [40].

The largest community whose leadership had committed to recovery principles (ie, fourth practice domain) was also
prepared to address the infrastructure barriers to implementing ReConnect as a permanent service. This may reflect greater financial and political resources compared to the smaller community, who did not make implementation of ReConnect a priority. More importantly, however, the largest community viewed ReConnect as a means for more effectively reaching quantified policy goals for user involvement in individual action plans [28]. This type of match between organizational values and the characteristics of the eHealth tool is an important success criterion for eHealth implementations [41]. Once an organizational commitment is in place, portals such as ReConnect can facilitate more rapid shifts in practices toward recovery, in addition to more rapid dissemination of new knowledge within communities.

**Limitations**

We are not able to offer plausible explanations for the lack of men despite considerable efforts to recruit them, an issue which future service design studies need to address. Our opportunistic selection of quotes from superficially coded data to illustrate the four practice domains is not a balanced reflection of the experiences of participants. Thorough inductive analyses of participant experiences relative to collaboration and personal recovery are forthcoming. Nevertheless, we argue that the approach in this paper is justified in light of our aim of exploring the role such portals might play in shifting practices.

**Comparison to Prior Work**

This study complements reviews of technically supported self-management interventions in general [6,42-44], as well as more specific recovery-oriented self-management interventions [45,46]. Our own scoping review of e-recovery found 20 studies of six recovery-oriented portals in five countries [47]. These studies have promising, but as yet no definitive findings related to enhanced shared decision making [48], strengths and resilient self-care strategies [49], social connectedness and empowerment [7,50], and patient-centered care [51,52], to mention a few. This study is one of the few to use a participatory approach with an exploratory design using mixed methods and, to our knowledge, the first to discuss e-recovery findings more systematically in light of a recovery framework. Several of the components in our portal are similar to other solutions with promising findings (ie, access to health records [44], shared decision making [42], and peer support [45,46]). Combining multicomponents into a single portal, as we have done, increases the challenge of sorting out active ingredients. At the same time, our study of how such a multicomponent intervention is used and influences ongoing practices helps pave the way for implementation of subsequent, more evidence-supported interventions in communities.

Based on this exploratory study, the following hypotheses can be proposed for future studies:

- **Personal recovery**: people who have Internet-based tools that help them articulate what is important to them, coupled with providers who help operationalize “what is important” into concrete goals, are more likely to become actively engaged in their recovery processes than those without such tools and support.
- **Citizenship**: e-recovery portals that combine Internet-based peer support with local in-real-life peer support are more likely to lead to community engagement than those who have access exclusively to one or the other.
- **Working relationships**: working relationships via e-recovery are more likely to be effective if coupled with low-threshold feedback mechanisms that monitor the quality of such relationships than those without.
- **Organizational commitment**: organizations with commitments to recovery principles are more likely to invest in and benefit from e-recovery portals than those without such commitments.

Although policy-pushes toward recovery and eHealth are so far largely based on values and resource constraints, e-recovery is unlikely to survive without evidence of its efficacy in helping people live fulfilling lives. Progress toward efficacy trials will need to build on more in-depth understandings of how digital resources interplay with recovery processes and for which service users, dyads/teams, and community contexts. Future research would benefit from recovery researchers joining forces with computer scientists in sorting out key recovery-oriented factors that can be co-created, boosted, tested in larger controlled trials, and implemented through digital innovations.

**Conclusions**

The 24/7 availability of peer support and support for articulating personal goals in recovery processes represented itself a shift toward recovery-oriented practices within the participating communities. It is nevertheless the two practice domains, working relationships, and organizational commitment that are key to the more fundamental role that e-recovery portals can play in shifting practices toward recovery. Given organizational goals of monitoring service user involvement in care and the quality of working relationships, e-recovery portals can play a role in helping practices become more responsive to needs and aspirations as defined by service users.
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Abstract

Background: Schizophrenia is a rare but devastating condition, affecting about 1% of the world’s population and resulting in about 2% of the US health care expenditure. Major impediments to appropriate and timely care include misconceptions, high levels of stigma, and lack of public awareness. Facebook offers novel opportunities to understand public awareness and information access related to schizophrenia, and thus can complement survey-based approaches to assessing awareness that are limited in scale, robustness, and temporal and demographic granularity.

Objective: The aims of this study were to (1) construct an index that measured the awareness of different demographic groups around schizophrenia-related information on Facebook; (2) study how this index differed across demographic groups and how it correlated with complementary Web-based (Google Trends) and non–Web-based variables about population well-being (mental health indicators and infrastructure), and (3) examine the relationship of Facebook derived schizophrenia index with other types of online activity as well as offline health and mental health outcomes and indicators.

Methods: Data from Facebook’s advertising platform was programmatically collected to compute the proportion of users in a target demographic group with an interest related to schizophrenia. On consultation with a clinical expert, several topics were combined to obtain a single index measuring schizophrenia awareness. This index was then analyzed for differences across US states, gender, age, ethnic affinity, and education level. A statistical approach was developed to model a group’s awareness index based on the group’s characteristics.

Results: Overall, 1.03% of Facebook users in the United States have a schizophrenia-related interest. The schizophrenia awareness index (SAI) is higher for females than for males (1.06 vs 0.97, P<.001), and it is highest for the people who are aged 25-44 years (1.35 vs 1.03 for all ages, P<.001). The awareness index drops for higher education levels (0.68 for MA or PhD vs 1.92 for no high school degree, P<.001), and Hispanics have the highest level of interest (1.57 vs 1.03 for all ethnic affinities, P<.001). A regression model fit to predict a group’s interest level achieves an adjusted R²=0.55. We also observe a positive association between our SAI and mental health services (or institutions) per 100,000 residents in a US state (Pearson r=.238, P<.001), but a negative association with the state-level human development index (HDI) in United States (Pearson r=-.145, P<.001) and state-level volume of mental health issues in United States (Pearson r=-.145, P<.001).

Conclusions: Facebook’s advertising platform can be used to construct a plausible index of population-scale schizophrenia awareness. However, only estimates of awareness can be obtained, and the index provides no information on the quality of the information users receive online.
Introduction

Background and Prior Work

Schizophrenia, although a relatively rare condition that occurs in approximately 1% of the world’s population, is associated with devastating individual, familial, and societal loss [1]. Psychotic symptoms, including hallucinations, delusions, and disorganized thinking and behavior, typically emerge during precious years of adolescent and young adult development interfering with the establishment of healthy social, educational, and vocational foundations [2]. The substantial burden imposed by schizophrenia has been linked to its early onset as well its incurable nature often associated with persistent psychotic symptoms. Schizophrenia is ranked among the top 25 leading causes of disability worldwide [1]. The World Health Organization has estimated that direct costs associated with schizophrenia in the United States range from 1.6% to 2.6% of total health care expenditures [3]. The economic burden of schizophrenia is found to be more than US $60 billion per year [4].

Despite effective treatment options, major impediments to receiving early and appropriate care include lack of public awareness, misconceptions and misunderstanding, and high levels of stigma associated with schizophrenia and other related behavioral health disorders [5,6]. Professional help is often only sought after very long delays or a crisis, contributing to negative outcomes and poorer response to available treatments [7]. Furthermore, once in treatment, stigma and poor public awareness and understanding of schizophrenia and other psychotic disorders leads to worse outcomes including lowered self-esteem, social withdrawal, poor self-care, and drug and alcohol misuse [8].

The importance of public awareness and understanding of schizophrenia has been repeatedly demonstrated in the scientific literature [9]. Mental health literacy is defined as the knowledge and beliefs about mental disorders which aid their recognition, management or prevention and includes the ability to recognize specific behavioral health symptoms and disorders as well as available treatment options [10]. Existing mechanisms to assess (and ultimately improve) population awareness of schizophrenia, however, are challenged by the difficulty in gathering reliable, near real-time, and fine-grained population data [11]. A number of mental health programs and campaigns tend to employ survey- and questionnaire-based approaches to assess awareness, but these approaches are often expensive, time consuming, and unable to reach a large nation-wide audience. Moreover, these approaches thus far have provided limited data on schizophrenia awareness in different demographic groups, such as sex, race, age, or geography. Finally, most awareness assessment surveys are administered with large temporal gaps. This practice poses challenges in the ability to act on awareness-related information for deploying appropriate intervention programs, improving mental health service facilities, or for conducting mental health awareness campaigns. In this paper, we aim to tackle this challenge by utilizing unobtrusively gathered social media (Facebook) data in the design and development of a population index of schizophrenia awareness.

There is now convincing evidence that social media activity can be used to reliably monitor health-related thoughts and behaviors [12-14]; this forms the basis of our work. From a public health perspective, social media data has been used to infer information ranging from the spread of the influenza virus across the United States to rates of seasonal allergies, human immunodeficiency virus (HIV) infection, smoking, depression, obesity, and a variety of other county-level health statistics [15-20]. Chunara et al [21] argued that crowdsourced data, gathered via new technologies including the Internet and mobile phones offer the opportunity to fill gaps in and augment current epidemiological models. Early work by Ginsberg et al [22] demonstrated this promise by employing Google’s search engine query data to monitor and track influenza trends in the United States.

There has been some work employing measurements of online activity, specifically Facebook “likes” as a mechanism for public health surveillance, and our work is motivated by these approaches. Gittelman et al [23] examined the predictive qualities of Facebook “likes” with regard to mortality, diseases, and lifestyle behaviors in 214 counties across the United States and 61 of 67 counties in Florida. Also employing Facebook “likes” as measures of topical interest, Chunara et al [24] found that activity-related interests across the United States and sedentary-related interests across New York City, inferred via Facebook’s advertisement estimate algorithm, were significantly associated with obesity prevalence. Other research has also been successful in accurately assessing personality traits, intelligence, happiness, substance use, sexual orientation, religious and political views from individuals’ “like” data on Facebook [25].

Prior work on the utility of social media activity data as a sensor of population-scale mental health awareness is limited. Korda and Itani [26] explored the role of social media as a platform for health promotion and behavior change, whereas Chou et al [27] explored this for health communication (also see [28]). Focusing on schizophrenia in particular, Birnbaum et al [29] studied how youth appropriated social media for seeking help around psychosis-related issues. Focusing on assessing the efficacy of awareness campaigns, Ayers et al [30] used the “Great American Smokeout” as a case study to observe cessation-related news reports and Twitter postings, and cessation-related help seeking via Google, Wikipedia, and government-sponsored quitlines. Other work conducted a randomized control trial to investigate the efficacy of an online depression awareness campaign that employed a Facebook-based recruitment strategy [31].
Study Objectives

As demonstrated in prior work, Facebook “likes” (henceforth referred to as Likes) are a powerful means by which users can express their own thoughts and interests, including health concerns. We note that this data may also reveal important details about the type of information and health education an individual is receiving. For example, individuals who like a specific Facebook page, such as the public page titled “Schizophrenia Awareness” [32] will be provided with information from that source directed back to the user, in the case of this page the stated mission being “By spreading awareness among a large and popular Facebook community, we can help rid the world of the misunderstandings and misconceptions surrounding this condition.” Thus “Like” information can be particularly relevant for measuring schizophrenia awareness as it bears the potential to provide insight into the number of individuals who are expressing interest in or engaging with the topic of schizophrenia, as well as obtaining information related to schizophrenia through social media. Facebook additionally collects data on the interests of their users by passively monitoring any websites they visit, as long as those websites have Facebook Like or share functionality [33]. According to estimates, this kind of tracking happens on 75% of the 1000 most popular websites [34]. This information may further be useful to understand awareness around specific health topics such as schizophrenia. Together, in this paper, we employ these sources of information made available via Facebook to quantify population level awareness measures of schizophrenia among Facebook users in the United States.

Specifically, the three main objectives of our study are to

1. construct and examine an index that measures the awareness of different demographic groups around schizophrenia-related information on Facebook;
2. explore how this index differs across demographic groups and how it correlates with offline variables about population well-being; and
3. examine the relationship of Facebook derived schizophrenia index with other types of online activity as well as offline health and mental health outcomes and indicators.

Our specific source of data involves advertisement estimates of topics of interest made available by Facebook, Twitter, Facebook, and all other major social media platforms rely on targeted advertising for their revenue. To maximize the advertisement revenue, it is thus in the platform’s interest to learn as much as possible about their users. This way Facebook and others can provide advertisers with access to highly targeted custom audiences that meet certain criteria, including demographics as well as certain topical “interests.” According to Facebook’s Business page [29], “Interests may include things people share on their Timelines, apps they use, advertisements they click, Pages they like, and other activities on and off of Facebook and Instagram. Interests may also factor in demographics such as age, gender, and location.” Before an advertiser launches an advertising campaign, they are provided with an estimate of the audience size of the number of monthly active users on Facebook, so as to enable assessing the campaign’s cost. We note that this mechanism of gathering audience estimates essentially acts as an on-demand digital census, answering questions of the form “how many female Facebook users in the state of New York aged 25-44, have at least a bachelor’s degree and are interested in ‘schizophrenia’?”

In this way, with data gathered through such queries, we can assess the level of interest or engagement of a particular demographic group in schizophrenia, psychosis, and related topics. We refer to this topical interest or engagement as “schizophrenia awareness” within the context of the objectives proposed in this paper.

Methods

Data Sources

Facebook Advertisement Estimates

The main source of data for our study (objectives 1-3) comes from Facebook’s Marketing application program interface (API) [35,36]. This API allows advertisers to limit their advertisement’s reach to a highly targeted, custom audience. As noted above, this custom audience can be tailored in terms of user demographics and topical interests [37]. Some of these variables, such as the age and gender, are self-declared by Facebook users, whereas in particular the topical interests are inferred automatically based on interaction both on and off Facebook [38]. As an example, the reader can check the list of inferred interests for their own Facebook profile online [39].

To obtain a list of “marker interests” that indicate a user’s interest in the schizophrenia topic, we made use of the (i) autocomplete and (ii) interest suggestion functionalities in Facebook’s Ads Manager [40]. Through the autocomplete functionality, we obtained a full list of topics matching “schizophrenia” and “psychosis.” This list was then pruned for relevance, removing topics such as “cosmic psychos.” We then selected the topic “psychosis” and used the suggested related interests to expand our list. Interests that matched too few users were dropped from consideration. Table 1 shows the final list of the five selected marker interests. To arrive at this final list, we used an iterative method of adding and pruning marker interests, closely engaging with our psychiatrist coauthor, who is an expert in schizophrenia.
With the Marketing API, we obtained various audience estimates for a range of combinations of demographic variables in combination with the marker interests. Concretely, we “or”-ed the five marker interests as their distinction is not clear cut, especially for typical Facebook users. Note that, to protect against targeting individuals, Facebook’s Marketing API never returns values below 20, making 20 indistinguishable from 0. For our ensuing data analysis, tuples with an advertisement audience estimate of 20 were dropped from consideration.

Concerning demographic variables, we obtained separate audience estimates for (i) each of the 50 US states, (ii) both genders, (iii) five different age groups (13-17, 18-24, 25-44, 45-64, 65+ years), (iv) four different education levels (no high school degree; high school degree but no bachelor’s degree; bachelor’s degree but no master’s or PhD degree; master’s or PhD degree), and (v) four different ethnic affinities (Hispanic, African-American, Asian-American, none of the previous). For each of these dimensions, we also added a value of “all” which would define an audience across all possible values for that dimension. Note that Facebook carefully does not refer to “race” and that “ethnic affinity” is automatically inferred. So, a non-Hispanic user with a strong affinity toward Hispanic content and culture online might get labeled as Hispanic. Furthermore, no “White” ethnic affinity is offered. As of November 2016, Facebook has disabled the use of ethnic affinity for advertising related to housing, jobs, or credit, which have particular status concerning the protection against racial discrimination [41].

**Google Trends**

To get a comparative understanding with other complementary forms of online activity (objective 3), we obtained the US state-wise distribution of Google Trends [42] for the keywords present in our set of marker interests. Google Trends is a public Web facility of Google, based on their search engine, that shows how often a particular search-term (eg, “schizophrenia awareness”) is entered relative to the total search-volume (in a US state).

**Offline Population Data**

In addition to the above online data, we obtained different types of offline data, as a way to examine the relationship and validity of schizophrenia awareness obtained from Facebook with related health and mental health outcomes and indicators (objective 3). First, we obtained the number of mental health institutions in each US state from the substance abuse and mental health services administration (SAMHSA) database [43]. For the purposes of our ensuing analysis, we normalized these numbers per state by dividing them by the corresponding state’s population estimates (obtained from the United States Census Bureau [44]). Next, we intended to examine if factors like health, economy, and overall development of a state are associated with schizophrenia awareness. Therefore, we used the American human development index (HDI) of each US state, published by Measure of America, which is an initiative of the Social Science Research Council [45]. HDI is a composite index of life expectancy, education, and per capita income indicators. The American HDI is a modified version of the global HDI, using different indicators to better reflect the US context and to maximize the use of available data [46,47]. Intuitively, the HDI quantitatively summarizes the three dimensions of (i) health and well-being, (ii) knowledge, and (iii) standard of living. Third, we obtained the state-wise number of mental health issues among adults from The Henry J. Kaiser Family Foundation database [48].

**Assessing Validity of the Acquired Facebook Data**

To what extent is the population-level data given by Facebook’s advertisement estimates representative of the US population? We note that it is important to assess the validity of the Facebook data we collected above before employing it in building a population index of schizophrenia awareness. For the purpose, we employed the same Marketing API to obtain the state-wise penetration of Facebook in United States. We obtained the number of users from the API for each state and computed their percentage on the corresponding population given by the US Census Bureau [44]. Based on this calculation, the national penetration of Facebook in United States was 63.16% and ranged from 56.35% (New Mexico) to 67.85% (Alaska), with a mean of 62.31% and standard deviation of 2.53%. This number is close to the Pew reported statistics of Facebook use in the US adult population (68%) [49].

Next, recall that one of our research objectives is to examine how awareness of schizophrenia varies across different demographic groups. However, one could anticipate that there are confounding factors between different demographic groups that may mediate this relationship; for example, young adults are perhaps more likely to be active Facebook users, leading to greater engagement manifested through Likes. To examine if these demographic group differences could be potential confounds, we again employed the Marketing API to evaluate the extent of activity of each demographic group on Facebook. Specifically, we obtained the count of audiences interested in schizophrenia among adults from The Henry J. Kaiser Family Foundation database [48].

### Table 1. List of the schizophrenia-related “marker interests” used in our study.

<table>
<thead>
<tr>
<th>Interest</th>
<th>Global user count</th>
<th>US user count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Psychosis</td>
<td>5.8M</td>
<td>1.5M</td>
</tr>
<tr>
<td>Schizophrenia awareness</td>
<td>4.0M</td>
<td>480K</td>
</tr>
<tr>
<td>Hallucination</td>
<td>1.7M</td>
<td>120K</td>
</tr>
<tr>
<td>Schizoaffective disorder</td>
<td>57K</td>
<td>9.3K</td>
</tr>
<tr>
<td>Paranoid schizophrenia</td>
<td>46K</td>
<td>7.5K</td>
</tr>
</tbody>
</table>

http://www.jmir.org/2017/5/e156/
(entertainment, technology, music, and reading), to the number of Facebook users with demographic attribute $d$. We found that for each of the demographic attributes: state, ethnic affinity, education, and age, the standard deviation of the percentages of active population lied within 1.5-8%, indicating that there is little difference in activity across groups, or in other words, Facebook activity is likely not a confounding factor in our study.

**Index Construction**

Our first research objective is to build an index which, for a given demographic group, measures the relative interest of that group in the topic of schizophrenia. Concretely, our SAI computes the proportion of the target demographic group, which has at least one of the marker interests:

$$\text{SAI} = \frac{n_s(d)}{n(d)} \times 100$$

where $n_s(d)$ is the number of Facebook users with demographic attributes $d$ and with at least one of the five schizophrenia marker interests, whereas $n(d)$ is the total number of Facebook users with the same demographic attributes $d$. As an example, of the 19,000,000 women aged 18-24 years in the United States who use Facebook ($n(d)$), 230,000 have an interest in one of our schizophrenia interests ($n_s(d)$). So the SAI for women, in the 18-24 age group is 1.21. Similarly, for any given subgroup defined in terms of gender, age, ethnic affinity, and education level, their count of users with a schizophrenia-related interest is divided by the number of Facebook users for the same subgroup.

**Statistical Models**

First, to understand the interplay between different demographic variables and the SAI (objective 2), we computed and examined the trend of the index across changes in a single feature, such as across education levels or across ethnic affinities. Concretely, we used kruskal.test(...) function in R for Kruskal-Wallis rank sum test to compute $P$ values and examine the statistical significance of data across demographic groups.

Next, to better understand the combined effects of several features (demographic attributes), we fitted linear regression models to predict the SAI for a given group. We experimented with two types of models, one including a binary indicator variable for each US state, and one where we replaced each state with their corresponding HDI, number of mental health institutions, state-wise SAI, and state-wise MHIs.

**Results**

**Measurements Enabled by the Schizophrenia Awareness Index**

Toward our first research objective, we computed the SAI separately for each gender (male, female), for each ethnic affinity (African-American, Asian-American, Hispanic, none of the above), for each age group, in years (13-17, 18-24, 25-44, 45-64, 65+ years), and for each education level (no high school degree; high school degree but no bachelor’s degree; bachelor’s degree but no master’s or PhD degree; master’s or PhD degree).

We found the mean SAI across states to be 1.11, with a standard deviation of 0.24 (Figure 1 a). Among the states, New Mexico (2.00) and West Virginia (1.73) have the highest awareness index, whereas Maryland (0.76) and New Jersey (0.75) have the lowest awareness index. Concerning gender, we observed that females (1.06) have greater SAI than males (0.97, $P<.001$). The awareness index across age groups ranges from 1.35 (age 25-44 years) to 0.27 (age 65+ years), with a $P<.001$ (Figure 1 b). The index decreases with an increase in education level, from its highest of 1.92 for Facebook users with no high school degree, to its lowest of 0.68 for Facebook users having a master’s or PhD degree ($P<.001$) (Figure 1 c). Among ethnic affinities, the awareness index ranges from 1.57 (Hispanics) to 0.38 (Asian-Americans), with $P<.001$ (Figure 1 d). Each of these $P$ values was computed using Kruskal-Wallis rank sum test.

**Analysis of Schizophrenia Awareness Index Over Demographics**

In the previous section, we examined the interplay between our SAI and individual demographic variables. As a next step and per objective 2, we examine how particular combinations of demographic variables relate to our index. For this, we start by looking at all combinations of gender, state, age group, ethnic affinity, and education level for which there were at least 10,000 Facebook users. Table 2 lists the top 10 combinations in terms of their SAI.

We observe that the groups with highest SAI in Table 2 are dominated by demographic combinations of individual groups with a positive association with the SAI. For example, all the top 10 combinations are for women with Hispanic ethnic affinity and from one of the two age groups, 18-24 and 25-44 years, which also individually have the highest SAI scores. This indicates that the effect of the SAI is potentially “additive” allowing more in-depth analysis via a linear regression model.

Next, in order to examine the variability in SAI across demographic groups, we fit a linear regression model (described in the section “Methods”), with the SAI of a demographic group as a dependent variable, and using gender, age group, ethnic affinity, and education level as independent variables. Results of this model are given in Table 3. Especially for states with small populations, such as Wyoming or Vermont, using counts
for, say, Hispanic women on Facebook aged 65+ years and holding a MA or PhD degree resulted in very low advertisement audience estimates. For the task of predicting the SAI for the remaining tuples, we obtained an adjusted $R^2 = 0.55$ ($P < .001$), indicating a significant relationship between the independent and dependent variables. Table 3 lists a few of the significant variables (based on their $P$ values). To ensure the absence of multicollinearity between variables, we computed the generalized variance inflation factors (GVIFs). The GVIF for each of the variables, ranged from 1.01 to 1.30 and the GVIF$^{1/(2\text{df})}$ (where df is the degree of freedom, or number of coefficients in the subset), ranged from 1.01 to 1.04. As these values are very close to 1.0, this indicates that there was no large multicollinearity in the linear regression model.

Figure 1. (a) Choropleth map showing the levels of schizophrenia awareness index (SAI) in different states of the mainland US; (b) distribution of SAI over age and gender; (c) distribution of SAI over education level and gender; and (d) distribution of SAI over ethnic affinity and gender.
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Table 2. Top 10 groups with highest schizophrenia awareness index (SAI) (at least 10,000 users).

<table>
<thead>
<tr>
<th>Gender</th>
<th>State</th>
<th>Age (years)</th>
<th>Ethnic affinity</th>
<th>Education</th>
<th>SAI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>Ohio</td>
<td>18-24</td>
<td>Hispanic</td>
<td>Not (yet) BA</td>
<td>6.42</td>
</tr>
<tr>
<td>Female</td>
<td>Ohio</td>
<td>25-44</td>
<td>Hispanic</td>
<td>Not (yet) BA</td>
<td>6.36</td>
</tr>
<tr>
<td>Female</td>
<td>Colorado</td>
<td>18-24</td>
<td>Hispanic</td>
<td>Not (yet) HS</td>
<td>6.27</td>
</tr>
<tr>
<td>Female</td>
<td>Ohio</td>
<td>18-24</td>
<td>Hispanic</td>
<td>Not (yet) MA or PhD</td>
<td>5.91</td>
</tr>
<tr>
<td>Female</td>
<td>Kentucky</td>
<td>25-44</td>
<td>Hispanic</td>
<td>Not (yet) MA or PhD</td>
<td>5.88</td>
</tr>
<tr>
<td>Female</td>
<td>New Mexico</td>
<td>25-44</td>
<td>Hispanic</td>
<td>Not (yet) MA or PhD</td>
<td>5.52</td>
</tr>
<tr>
<td>Female</td>
<td>New Mexico</td>
<td>25-44</td>
<td>Hispanic</td>
<td>Not (yet) MA or PhD</td>
<td>5.47</td>
</tr>
<tr>
<td>Female</td>
<td>Ohio</td>
<td>25-44</td>
<td>Hispanic</td>
<td>Not (yet) MA or PhD</td>
<td>5.43</td>
</tr>
<tr>
<td>Female</td>
<td>Missouri</td>
<td>18-24</td>
<td>Hispanic</td>
<td>Not (yet) MA or PhD</td>
<td>5.38</td>
</tr>
<tr>
<td>Female</td>
<td>Michigan</td>
<td>18-24</td>
<td>Hispanic</td>
<td>Not (yet) BA</td>
<td>5.25</td>
</tr>
</tbody>
</table>
In a second linear regression model (described within the section, “Methods”), we predicted the SAI using gender, age group, ethnic affinity, education level, as well as MHP, HDI, and MHI as independent variables. In contrast to the first model, we replaced the binary indicator variables for each state with their corresponding MHP, HDI, and MHI values. This model had an adjusted $R^2$ of 0.56 ($P<0.001$). The GVIF for each of the variables ranged from 1.01 to 1.70, and the GVIF$^{(1/[2 \times df])}$, ranged from 1.00 to 1.07, again indicating the absence of multicollinearity in the linear regression model. Table 4 lists the significant variables (based on their $P$ value).

Though the adjusted $R^2$ for the second model was higher than for the first model, we still wanted to examine the role played by a state’s mental health issues and infrastructure or overall development. So, we fit a third linear regression model using only gender, age group, ethnic affinity, and education as independent variables, that is, not using either of state or MHP or HDI as predictors. We observed a reduced adjusted $R^2$ of 0.42, compared with 0.56 for the previous model with MHP, HDI, and MHI included.

### Relationship of SAI With Online Activity and Offline Health Indicators

Toward our third and final research objective, we first, we performed correlation tests for MHP, HDI, and MHI with SAI, and Table 5 shows the results. On the basis of these results, we can confirm that each of MHP, HDI, and MHI has an association with SAI. In the case of MHP, presence of more mental health institutions is positively associated with SAI. However, an increase in the HDI is negatively associated with SAI. For MHI, we observe that prevalence of mental health issues in different states is negatively correlated with SAI.
Table 4. Significant variables of Linear Regression Model 2 (dependent variable: SAI [schizophrenia awareness index]; independent variables: gender, MHP, HDI, MHI, age, education, and ethnic affinity).

| Variable       | Estimate (beta) | Std error | $t$ statistic | $P (> |t|)$ |
|----------------|-----------------|-----------|---------------|-----------|
| (Intercept)    | .02181          | 0.00535   | 4.1           | <.001     |
| Gender         |                 |           |               |           |
| Male           | −.00183         | 0.00080   | −2.3          | <.001     |
| MHP\(^a\)      | .00199          | 0.00016   | 12.3          | <.001     |
| HDI\(^b\)      | −.00364         | 0.00055   | −6.6          | <.001     |
| MHI\(^c\)      | −.02740         | 0.01266   | −2.2          | <.001     |
| Age (years)    |                 |           |               |           |
| 18-24          | .01463          | 0.00123   | 11.9          | <.001     |
| 25-44          | .01642          | 0.00124   | 13.3          | <.001     |
| Education      |                 |           |               |           |
| Not (yet) BA   | .00717          | 0.00119   | 6.0           | <.001     |
| Not (yet) HS   | .01448          | 0.00126   | 11.5          | <.001     |
| Not (yet) MA or PhD | .00507       | 0.00119   | 4.3           | <.001     |
| Ethnic affinity|                 |           |               |           |
| Asian-American | −.01052         | 0.00148   | −7.1          | <.001     |
| Hispanic       | .01887          | 0.00108   | 17.5          | <.001     |
| Other          | −.00414         | 0.00096   | −4.3          | <.001     |

\(^a\) MHP: number of mental health institutions per 100,000 population.

\(^b\) HDI: human development index.

\(^c\) MHI: percentage of reported mental health issues in each US state.

Table 5. Pearson product-moment correlation of schizophrenia awareness index (SAI), with number of mental health institutions per 100,000 population (MHP), human development index (HDI), and volume of mental health issues (MHI) in each US state.

<table>
<thead>
<tr>
<th>Metric</th>
<th>MHP vs SAI</th>
<th>HDI vs SAI</th>
<th>MHI vs SAI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pearson $r$</td>
<td>.238</td>
<td>−.145</td>
<td>−.279</td>
</tr>
<tr>
<td>95% CI</td>
<td>0.206-0.270</td>
<td>−0.179 to −0.112</td>
<td>−0.516 to 0.001</td>
</tr>
<tr>
<td>$t$ statistic</td>
<td>14.07</td>
<td>−8.44</td>
<td>−1.99</td>
</tr>
<tr>
<td>$P$ value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.05</td>
</tr>
</tbody>
</table>

Table 6. Pearson product-moment correlation of schizophrenia awareness index (SAI), with Google Trends results of search of schizophrenia-related marker interests for each US states.

<table>
<thead>
<tr>
<th>Google Trend search</th>
<th>Schizophrenia</th>
<th>Psychosis</th>
<th>Schizoaffective disorder</th>
<th>Hallucination</th>
<th>Paranoid schizophrenia</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pearson $r$</td>
<td>.31</td>
<td>.17</td>
<td>.28</td>
<td>.14</td>
<td>.46</td>
</tr>
<tr>
<td>Degree of freedom</td>
<td>48</td>
<td>48</td>
<td>40</td>
<td>43</td>
<td>36</td>
</tr>
<tr>
<td>95% CI</td>
<td>0.04-0.55</td>
<td>−0.11 to 0.43</td>
<td>−0.02 to 0.54</td>
<td>−0.16 to 0.41</td>
<td>0.17-0.68</td>
</tr>
<tr>
<td>$t$ statistic</td>
<td>2.29</td>
<td>1.17</td>
<td>1.87</td>
<td>0.91</td>
<td>3.13</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.03</td>
<td>.25</td>
<td>.069</td>
<td>.34</td>
<td>.003</td>
</tr>
</tbody>
</table>

Next, for comparing state-wise SAI and the state-wise statistics of the marker interests given by Google Trends, we computed the correlation between the percentile Google Search of our marker interests for each state with the corresponding SAI. Table 6 lists the results. These results show that there is some harmony between the two online activity detection platforms (especially for marker interests Schizophrenia and Paranoid Schizophrenia).
**Discussion**

**Principal Findings**

Our work shows that data obtained from pervasive social technologies like Facebook may be employed to track public health awareness around schizophrenia-related concerns. This form of tracking needs little active participation and intrusion, and can be performed at a fine temporal, spatial, and demographic granularity at little cost. This makes our proposed index a promising mechanism for monitoring the impact of mental health awareness campaigns in near real-time, instead of through retrospective approaches such as surveys that are prone to hindsight bias of responders as well as experimenter demand effects. Prior work [34] reveals that the advertisement estimates are updated weekly, enabling this type of near real-time monitoring; we include a link [50] as a prototype application for the purpose. Additionally, our index could be used to craft more tailored awareness programs, targeting specific demographic groups with low levels of schizophrenia awareness.

Our results raise some interesting discussion points related to population-scale awareness of schizophrenia. First, due to the unavailability of gold standard data on schizophrenia awareness in the general population, we were not able to validate our proposed index with direct correlation metrics. However, our statistical examinations of SAI with three population-scale variables, availability of mental health services (or presence of mental health institutions), the HDI, and the proportion of mental health issues reported, show that the levels of schizophrenia awareness given by our approach bears relationship to offline variables of population well-being in different states of the United States.

On the above note, a priori, it is not clear if there should be a positive or a negative association between the presence of mental health institutions and our proposed SAI. A negative link could indicate that limited access to mental health institutions forces residents to go online to obtain information, whereas a positive link could indicate that more access helps to promote visibility and awareness. In our data, we find a robust positive link between the SAI and the MHP (see Tables 4 and 5). Similarly, both a positive association between the HDI and our SAI, as a result of better education and general interest in health topics, or a negative association, due to the availability of traditional information sources, are plausible hypotheses. In addition, association between SAI and the MHI could be either due to more number of mental issues leading to higher awareness, or due to higher awareness leading to decreased number of issues in mental health. Our results indicate a negative link between SAI and the MHI (see Tables 4 and 5). Further research is needed to derive causal explanations behind the observed directionality of these correlational relationships between SAI and population well-being variables.

**Comparison With Prior Work**

Although there is a lack of prior work employing social media data to assess schizophrenia awareness, we situate our findings in the light of clinical, psychiatric, and public health research on mental health and schizophrenia awareness. A notable finding given by analyses enabled by our index is the heightened awareness among females compared with males. It is known from prior work that gender and age influence intentions to seek professional psychological help [51]. Females exhibit more favorable intentions to seek help from mental health professionals than males, likely due to their positive attitudes concerning psychological openness [52, 53]. This may explain our observed higher SAI in females over males.

Our results further indicate age-related differences in schizophrenia awareness among females and males. Specifically, SAI for females is highest in the age group 25-44 years, whereas for males, it is highest in the 18-24 age group. It is known that typically schizophrenia develops in late adolescence and early adulthood, and its clinical onset is observed to be later for females compared with males [54]. Consequently, it is possible that the awareness of the condition will correlate to the timeframe individuals are typically known to be affected by the illness.

Furthermore, we found Hispanics to be the ethnic affinity with the highest SAI (1.57 vs 1.03 for all ethnic affinities, *P*<.001). However, according to a study on the demographics of mental health service users [55], Hispanics are the ethnicity with the lowest use of mental health services. The same study also found that they are the group that is most likely to mention “prejudice and discrimination” as a reason for not using mental health services. This discrepancy may indicate that this ethnic group is appropriating online sources (namely, Facebook) more extensively to gain information regarding schizophrenia, possibly because they provide a prejudice, bias, and stigma-free mechanism to gain mental health literacy and information.

Of note, we find that the overall schizophrenia awareness given by our index is 1.03, which is close to the prevalence of 1.1% given by the National Institute of Mental Health (NIMH) [56, 57]. One possible explanation behind this observed alignment could be that the set of people who express schizophrenia interest on Facebook (eg, by “liking” different pages on the topic), also tend to be the ones who are themselves suffering or have suffered from schizophrenia or related psychotic disorders. However, further research through validated self-reported or clinical assessment of mental health is required to reveal to what extent schizophrenia awareness derived from online data sources actually maps to schizophrenia prevalence.

**Limitations**

Our analysis relies on data provided by Facebook. Though this data is large-scale in its size and its granularity, it lacks transparency concerning how exactly Facebook collects this data. In particular, it is only partly clear how a user’s “interests” are inferred. This reliance on a “black box” is not desirable and related limitations have been discussed in the context of the now obsolete Google Flu service [58]. One consequence of hidden algorithmic details is that we observed certain fluctuations and inconsistencies. As an example, Figure 1 for the age group of 18-24 years shows a SAI value of 1.11, whereas the value for each gender separately in the same age group is higher (1.21 for female and 1.28 for male). The reason for this is that the advertisement audience estimate for the specification regardless of gender gave a lower count (410,000 out of
37,000,000) than the two counts separately (230,000 out of 19,00,0000 for female and 230,000 out of 18,000,000 for male). Though these inconsistencies were generally small, they show that the numbers one obtains might not be as reliable as one might assume.

But, even if we knew how exactly Facebook infers a user’s interests and how they perform their audience estimates, there would still be the question of what this means. Does the interest in a disease indicate that the user is suffering from it? Does it indicate that someone in the user’s social circle is affected by it? Or, does it just indicate general awareness of a topic? Future work can help to shed light on this question by looking more closely at the link between interest levels and prevalence rates. Relatedly, although we found statistically significant relationships between SAI and offline variables like state-wise number of MHP or HDI, further research is needed to understand the implications of these relationships.

Though this work uses Facebook data, other platforms such as Twitter also support targeted advertising and provide an audience estimate. Over time we expect the reach and the accuracy of such “digital census” tools to improve, supporting a wide range of public health monitoring capabilities. But on top of the passive use for data monitoring, targeted advertising or respondent driven sampling techniques can also be used for recruiting study or survey participants [59, 60].

Despite the growing use of social media and its potential as a source of population level data, it is important to note that large parts of the population still do not use it. Relying on data from social media to inform policy decisions can hence lead to a biased view on the world, caused by the digital divide [61]. In fact, even if a particular group is on social media, data analytic algorithms might not perform adequately for members of this group. As an example, the detection of schizophrenia-related interests might perform worse for minority languages where less training data is available, a case of “algorithmic bias” [62]. Similarly, not all individuals report their demographic attributes on Facebook, or include sufficient signals through their Facebook activity that may lend toward advertisements estimates computed by Facebook or the awareness measures given by our approach. We acknowledge a self-selection bias in our data and therefore the assessments made.

Finally, the work described so far only considers the aspect of monitoring schizophrenia awareness, but not improving it. However, the platform we are using to obtain our data is ultimately designed for exactly that: getting a particular message out to a highly targeted audience. Although running a campaign with the goal of attracting millions of advertisement clicks might be beyond the practical feasibility of typical public health campaign budgets, a smaller pilot campaign, in the form of a randomized control trial, may be used to assess the right kind of message to use on other media. Furthermore, the Facebook advertisement platform can be leveraged to reach out to a variety of users, through a survey so as to also validate and calibrate the levels of awareness of schizophrenia among different groups. These constitute promising directions for future research.

Conclusions

In summary, though more work on validation remains, we believe that our work indicates that there is clear potential in using unobtrusively collected data from social media for monitoring awareness of stigmatized health conditions such as schizophrenia and potentially others as well.
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Abstract

Background: Cognitive Behavioral Therapy (CBT) for depression is efficacious, but effectiveness is limited when implemented in low-income settings due to engagement difficulties including nonadherence with skill-building homework and early discontinuation of treatment. Automated messaging can be used in clinical settings to increase dosage of depression treatment and encourage sustained engagement with psychotherapy.

Objectives: The aim of this study was to test whether a text messaging adjunct (mood monitoring text messages, treatment-related text messages, and a clinician dashboard to display patient data) increases engagement and improves clinical outcomes in a group CBT treatment for depression. Specifically, we aim to assess whether the text messaging adjunct led to an increase in group therapy sessions attended, an increase in duration of therapy attended, and reductions in Patient Health Questionnaire-9 item (PHQ-9) symptoms compared with the control condition of standard group CBT in a sample of low-income Spanish speaking Latino patients.

Methods: Patients in an outpatient behavioral health clinic were assigned to standard group CBT for depression (control condition; n=40) or the same treatment with the addition of a text messaging adjunct (n=45). The adjunct consisted of a daily mood monitoring message, a daily message reiterating the theme of that week’s content, and medication and appointment reminders. Mood data and qualitative responses were sent to a Web-based platform (HealthySMS) for review by the therapist and displayed in session as a tool for teaching CBT skills.

Results: Intent-to-treat analyses on therapy attendance during 16 sessions of weekly therapy found that patients assigned to the text messaging adjunct stayed in therapy significantly longer (median of 13.5 weeks before dropping out) than patients assigned to the control condition (median of 3 weeks before dropping out; Wilcoxon-Mann-Whitney z=−2.21, P=.03). Patients assigned to the text messaging adjunct also generally attended more sessions (median=6 sessions) during this period than patients assigned to the control condition (median =2.5 sessions), but the effect was not significant (Wilcoxon-Mann-Whitney z=−1.65, P=.10). Both patients assigned to the text messaging adjunct (B=−.29, 95% CI −0.38 to −0.19, z=−5.80, P<.001) and patients assigned to the control conditions (B=−.20, 95% CI −0.32 to −0.07, z=−3.12, P=.002) experienced significant decreases in depressive symptom severity over the course of treatment; however, the conditions did not significantly differ in their degree of symptom reduction.

Conclusions: This study provides support for automated text messaging as a tool to sustain engagement in CBT for depression over time. There were no differences in depression outcomes between conditions, but this may be influenced by low follow-up rates of patients who dropped out of treatment.


http://www.jmir.org/2017/5/e148/
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Introduction
Background
Cognitive behavioral therapy (CBT) is an efficacious treatment for depression [1] delivered via various mediums (eg, individual, group, telephone, Internet) and with diverse populations [2,3]. Low-income and Latino populations can benefit from CBT for depression, but they utilize services at lower rates [4] and have shown lower levels of engagement (homework completion and attendance) once in treatment [5]. Research has shown that increased dosage of psychotherapeutic treatment via increased engagement leads to improved outcomes [6]. Given this literature, research exploring more effective methods of improving attendance of psychotherapy and sustaining engagement with treatment is needed, especially within low income, ethnic minority populations where the problem of nonattendance and dropout is particularly pronounced [7].

Mobile Messaging to Improve Engagement
Given the association between engagement and improved depression outcomes [6,8,9], interventions that increase engagement in psychotherapy could improve the effectiveness of CBT for depression, particularly in public sector settings. Mobile health (mHealth) tools such as text messaging can increase engagement in psychotherapeutic interventions in a number of ways. Text messaging is low cost and pervasive across socioeconomic and demographic groups in the United States. The delivery of text messages to patients in treatment can prompt engagement in CBT homework, increasing the application of skills learned in therapy sessions, and leading to improved outcomes and treatment adherence [10-12]. The most comprehensive review of text messaging and mental health studies recently concluded that texting is viewed positively and improves adherence and symptom measurement in treatments [12]. Automated text messages during treatment can also serve to “stay on patients’ radars” and make patients feel supported and close to the group, strengthening therapeutic alliance, and increasing the likelihood that they will attend session and reengage with psychotherapy after a period of absence [13,14]. Text messages can further be used to send direct reminders to attend sessions and to take medications. Additionally, data obtained from text message inquiries can be visualized to help behavioral health clinicians provide higher quality, more personalized care. By periodically reviewing graphical representations of feedback on patient progress before session, clinicians can identify key events and address any clinically relevant events during or between sessions [15-17]. As a result of reminding patients about sessions, making patients feel more supported, and making sessions more immediately relevant, mHealth adjuncts to treatment may increase the number of psychotherapy sessions that patients attend and the likelihood that patients will reengage with psychotherapy after a period of absence.

Although studies suggest that patients find mobile technology adjuncts to treatment acceptable and useful [13,15], the impact of text messaging as an adjunct to depression treatment has shown mixed results. One study found that nonautomated text messaging support, in addition to telephone-based psychotherapy, was not related to outcomes (eg, reductions in depressive symptoms or psychotherapy attendance) [18]. In another study, patients with mood and anxiety disorders were randomized to receive psychotherapy appointment reminder texts or no appointment reminders. Although receipt of reminder texts failed to decrease overall rates of psychotherapy nonattendance, patients receiving these texts were less likely to be categorized by their therapists as having prematurely dropped out of psychotherapy [19]. A third study sent messages to women with postpartum depression, but did not report the impact of messaging on outcomes [20]. Agyapong [21] sent supportive text messages to individuals in an inpatient alcohol use disorder and comorbid depression program, and found that patients receiving supportive text messages experienced lower posttreatment Beck Depression Inventory (BDI) scores than those receiving treatment-as-usual, but the effects did not hold 3 months after text messages were terminated. Although studies have sought to assess differences in key symptom outcomes, they have less often assessed impacts on engagement in mental health interventions. Even if outcomes are not significantly improved with the addition of an mHealth adjunct, engagement may improve, thereby providing more benefit to more people by decreasing attrition.

Aim of This Study
The aim of this study was to test whether a text messaging adjunct (mood monitoring text messages, treatment-related text messages, and a clinician dashboard to display patient data) increases engagement and improves clinical outcomes in a group CBT treatment for depression. Specifically, we aim to assess whether the text messaging adjunct led to an increase in group therapy sessions attended, an increase in duration of therapy attended, and reductions in Patient Health Questionnaire-9 item (PHQ-9) symptoms compared with the control condition of standard group CBT in a sample of low-income Spanish speaking Latino patients. We expect that receiving text messages would result in higher attendance and improved depression outcomes.

Methods
Recruitment
Patients utilizing outpatient services at an urban public hospital were referred to a behavioral health clinician by their primary care provider when there were concerns about depression due to qualitative symptom expression or a positive screen based on the PHQ-9 [22], a commonly used depression measure in primary care. Patients were seen by a behavioral health clinician following their primary care visit or contacted by phone if seen after hours. Patients were considered eligible for group therapy for depression if they had a PHQ-9 score of 10 or above at the time of initial assessment by the behavioral health clinician. Exclusion criteria for group treatment were active suicidal
ideo with a plan and active, severe psychosis. The behavioral health clinician provided a brief behavioral intervention and a referral to group CBT if the patient met the above criteria.

This study used a nonrandomized design to allocate patients into a texting intervention or nontexting control group. Patients were administered consent, baseline questionnaires, and enrolled in the study during each patient’s first group therapy session attended, therefore data for patients eligible but not interested in or declining treatment is unavailable. We intended to conduct a randomized controlled trial (RCT), but we encountered organizational and patient level barriers similar to barriers in other projects in low-income public sector settings [23]. At the organizational level, study materials, such as a paper or an online randomization table, were not always accessible to clinicians. At the patient level, scheduling challenges often precluded patients from attending at the day and time they were assigned. Since the intervention was an adjunct to standard care, it was not possible to deny treatment if a patient was not able to attend the group to which they were initially randomized and were instead allowed to attend the group that fit best with their schedule. Additionally, referring clinicians assigned patients to groups based on the need to balance group size, which may impact group dynamics [24].

Patients were neither incentivized to start treatment, attend sessions, nor complete surveys. Neither the therapists and patients nor research assistants were blinded since they participated in the delivery of treatment and data collection. All procedures and materials were approved by the University of California, San Francisco Institutional Review Board Committee.

**Intervention**

**Group Cognitive Behavioral Therapy**

Patients referred to group CBT were allocated to one of the two study conditions: group CBT without the text messaging adjunct or group CBT with the text messaging adjunct. Patients in both study conditions participated in a weekly manualized cognitive behavioral group treatment based on an adapted version of the Building Recovery by Improving Goals, Habits, and Thoughts (BRIGHT) manual for depression [25]. The treatment manual was developed in English and Spanish for use in public sectors and has been found to be an efficacious treatment for depression in this population [26]. The manual is divided into four, four-week modules largely focusing on cognitive restructuring (thoughts), behavioral activation (activities), interpersonal relationships (people), and healthy behaviors (health). Treatment was delivered by two therapists at a time (total of two clinical psychologists, and two licensed clinical social workers). Therapists in both conditions delivered culturally sensitive care, leading the groups in Spanish, and all had years of experience providing therapy to low-income Latinos.

Psychotherapy was structured as two continuously running groups (a texting and a control group), and was designed to last 16 continuous weeks for each patient, with group sessions offered weekly. Patients were admitted to the groups on a rolling basis to minimize wait times. Group size in any given week varied from as few as 1 patient to as many as 8, with a median group size of 3 patients. Although the manual was structured for 16 weeks of therapy, some patients attended for more than 16 sessions, or longer than a 16-week period, if they began mid-module or had an extended absence in the middle of treatment. However, our analyses focus only on the 16-week period after initial participation in treatment, as this time frame represented potential completion of all content within the BRIGHT manual.

Both conditions used the same BRIGHT manual and differed only in the exclusion or inclusion of paper-based, weekly mood monitoring worksheets and skill-building homework projects. While the nontexting manual included the paper-based homework sheets, patients in the texting condition were instead sent a series of text messages for mood tracking and skill-building in order to complete “real-world” practice.

**Text Messaging Adjunct**

Patients were instructed on how to reply to the messages upon enrollment. Patients in the texting condition received up to five types of automated text messages (detailed in Figure 1): (1) a daily mood rating prompt (and feedback 20% of the time based on their mood ratings), (2) a daily message supplementing live therapy content (ie, a thematic module-based message), (3) optional daily medication reminders, (4) a weekly reminder to attend psychotherapy, and (5) a monthly opt-out message to terminate message delivery, if desired. Messages were automatically delivered to patients on a predetermined schedule, with the exception of patients deciding whether and when to receive medication reminders. All text messages were delivered in Spanish (see Figure 1).

The daily mood rating prompt was an integral part of the intervention designed to promote mood-monitoring and increase mood state awareness, a critical element of depression treatment [27]. Automated mood rating messages also allowed for the collection of real-time data in each patient’s daily environment for a clinician to review. Patients were given feedback on their mood responses a random 20% of the time they sent a mood response (see Figure 1).

An additional daily text message was delivered reinforcing the theme of the therapy session that week (ie, a thematic module-based message). The content for this message was developed from the BRIGHT manual [25] and focused generally on cognition, self-monitoring, behavioral activation, interpersonal interactions, and healthy behaviors affecting mood.

Patients in the texting condition received up to two types of reminder messages—optional daily medication reminders and weekly reminders to attend group psychotherapy appointments, the content of which is described in Figure 1. Additionally, patients in both conditions were reminded to attend therapy by phone when they began and thereafter only when group sessions were canceled, such as during holidays.

Messages were delivered through an automated text messaging platform, HealthySMS developed for the study by the first author (Multimedia Appendix 1). HealthySMS was designed as a tool for clinicians delivering therapeutic interventions to schedule automated and real-time message delivery. The
platform allows clinicians to track patient progress during treatment and monitor responses to the text message prompts in between sessions (Figure 2). In particular, patient mood data from HealthySMS was projected onto a whiteboard at the beginning of each therapy session to assess patients’ mood states in the past week and to apply the tools of therapy to specific events with an emphasis on low and high points.

Messages were sent to patients after terminating therapy for 6 additional months or until they opted out. The content delivered after treatment was equivalent to the content during treatment differing only in the randomization of message order. Patients were instructed that they could opt-out of text messaging at any time by texting the word “STOP” or “PARAR,” in Spanish, or by notifying a staff member.

Figure 1. Sample text messages received by patients in the texting condition during depression treatment translated to English.

<table>
<thead>
<tr>
<th>Message content category</th>
<th>Message example</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mood-monitoring</strong></td>
<td>[PRIMER NOMBRE], cuál es su estado de ánimo en este momento del 1 al 9? Por favor responda primero con un número y después un mensaje de lo que está haciendo o pensando. [FIRST NAME], what is your mood right now on a scale of 1 to 9 (9 being best)? Please respond with a number and a message about what you are doing or thinking.</td>
<td>Once daily at random between 8am and 8pm</td>
</tr>
<tr>
<td><strong>Mood feedback</strong></td>
<td>Tratése con cariño, de la manera que trataría a un ser querido. Treat yourself with kindness, the same way you would treat a loved one.</td>
<td></td>
</tr>
<tr>
<td>Low mood (1-3)</td>
<td>Si quiere subir su estado de ánimo aún más, piense en una actividad placentera que puede hacer hoy o mañana. If you want to raise your mood a little more, think of a pleasant activity you could do today or tomorrow.</td>
<td></td>
</tr>
<tr>
<td>Medium mood (4-6)</td>
<td>Piense en las cosas que contribuyen a su estado de ánimo alto. Sigua haciendo eso. Think of what contributes to your good mood. Keep doing that.</td>
<td></td>
</tr>
<tr>
<td>High mood (7-9)</td>
<td>Haga por lo menos una nueva actividad placentera esta semana. Do at least one new pleasant activity this week.</td>
<td>Once daily at 8pm</td>
</tr>
<tr>
<td>Thematic module-based</td>
<td>Piense en su día. Puede pensar en algún pensamiento que mejore su estado de ánimo? Think about your day. Can you think of any thoughts that improved your mood?</td>
<td></td>
</tr>
<tr>
<td>Week 1-4: Thoughts</td>
<td>Socializar con personas positivas puede ayudar a bajar su estrés. Socializing with positive people can help you lower stress.</td>
<td></td>
</tr>
<tr>
<td>Week 5-8: Activities</td>
<td>Que hizo para cuidar de su salud y bienestar hoy? What did you do to take care of your health and wellbeing today?</td>
<td></td>
</tr>
<tr>
<td>Week 9-12: People</td>
<td>Este es un recordatorio de tomar su medicamento de la (mañana, mediodía, tarde, noche). This is a reminder to take your (morning, noon, evening, night) medication.</td>
<td>Daily at a time set by the patient</td>
</tr>
<tr>
<td>Week 13-16: Health</td>
<td>[PRIMER NOMBRE], va a asistir el grupo mañana? [FIRST NAME], are you coming to group this week?</td>
<td>Weekly at 7pm the day before group therapy</td>
</tr>
<tr>
<td><strong>Medication reminder(s)</strong></td>
<td>Para dejar de recibir estos mensajes, responda con la palabra PARAR. To stop receiving these messages, respond with the word STOP</td>
<td>Monthly</td>
</tr>
<tr>
<td><strong>Appointment reminder</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Opt-out</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*The mood feedback message is sent only 20% of the time immediately as a response to a mood rating.*
Phases and Iterations of the Intervention

Group therapy sessions held earlier in the day may be more difficult for patients to attend due to depression symptoms, patient characteristics, or employment, therefore two phases (Phase 1 and Phase 2) of the study were conducted in order to switch the day of week and time of day at which the texting and control condition groups took place. In Phase 1 of the study, the texting group (n=21) was held on Thursday afternoons at 2pm and the control group (n=25) was held on Tuesday mornings at 10am (see Figure 3). In Phase 2, the conditions switched meeting times, with the texting group meeting on Tuesday mornings (n=24), and the control group meeting on Thursday afternoons (n=15). Patients attended psychotherapy in only one of the two phases of the study, so each patient attended psychotherapy on only one day of the week, and was exposed to only one treatment condition. Although the same primary therapist (a clinical psychologist) conducted all groups, the cotherapist in both phases of the study differed.

Iterations were also made to improve the text messaging program (Figure 3) based on ongoing feedback from patients and knowledge acquired from emerging mHealth research aimed at improving usability [28]. None of the changes impacted the core elements of CBT or purpose of the study. This approach allowed for the continuous incorporation of knowledge acquired during the intervention, increasingly considered important in research involving behavioral intervention technologies [29,30].

There were no adverse events reported during the study. The HealthySMS platform scanned messages for indications of suicidal ideation by identifying keywords (eg, suicide, kill, die, jump, bridge, and so on) and would notify the principal investigator if any keywords appeared. In total, 24 instances of alerts were triggered, but none of the messages indicated actual suicidal ideation.

Figure 2. Sample mood graph from HealthySMS used to review in between session mood.

Figure 3. Iterations made to the text message content during the intervention.
Measures
Participants completed a baseline questionnaire at their first therapy session that collected demographic data, familiarity with mobile phone use, and measures assessing depression and anxiety symptoms, medication adherence, and depression self-efficacy. For the purposes of this study, only demographic and mobile phone use variables, as well as depression symptoms, are reported.

Attendance
Attendance was recorded at each scheduled group session. Attendance was coded as 1 if the patient was present at the session and 0 if they did not attend. Two key measures of attendance were derived: (1) the total number of psychotherapy sessions patients attended in the first 16 weeks of therapy and (2) the number of weeks patients stayed in treatment before dropping out, up to the 16th session of treatment. We included attendance data up until the 16th session of treatment, as this time frame represented potential completion of all content within the treatment manual. The total number of psychotherapy sessions attended was calculated by taking the simple sum of the sessions patients attended over the 16-session period. The number of weeks patients stayed in treatment was calculated by counting the number of sessions that elapsed between the first and the last session the patient attended in this same time frame. A patient was considered to have dropped out of therapy when he or she failed to return to any future therapy session offered.

Depressive Symptoms
Depressive symptoms were measured using the 9-item Patient Health Questionnaire [22,31]. The reliability and validity of the PHQ-9 has been demonstrated in Latino samples [32]. The PHQ-9 was administered at baseline and at every session that the patient attended. Therapists and a research assistant aided patients in completing the questionnaires, first by using paper and pencil measures and later by using a digital equivalent on an iPad. The PHQ-9 was not administered when patients missed a therapy session.

Analytic Plan
Given the inability to randomize to condition, we first tested whether the texting and control conditions differed on any key characteristics at baseline, including depressive symptom severity, familiarity with mobile technologies, and basic demographic characteristics. We then tested the central research questions—whether the conditions differed in their total number of sessions attended, time until dropout, and degree of depressive symptom recovery over the first 16 weeks of treatment.

Condition differences in total sessions attended and weeks in treatment before dropout from psychotherapy were tested using Wilcoxon-Mann-Whitney U test for independent samples with patients stratified by study phase. This nonparametric approach was chosen to avoid normality assumptions on the underlying distributions, given that the distributions of the attendance variables were nonnormal. Because there was an unequal distribution of patients to condition across the two study phases, we stratified by phase to conservatively control for any differences that may have been confounding between the study phases. Statistical analyses were performed using the asymptotic assumption on the test statistics [33].

Condition differences in depressive symptom recovery were tested using linear mixed models. The data consisted of repeated measures of the PHQ-9 (up to 16, corresponding to the 16 weeks of therapy), nested within patients. To model dependencies in the same patient’s PHQ-9 scores across time, we used a two-level hierarchical model, modeling patient-specific (ie, random) intercepts and patient-specific slopes for week of therapy. The model included condition, week of therapy, and the interaction of condition and week of therapy as predictors, and weekly PHQ-9 scores as the outcome. The condition×week of therapy term allowed for an assessment of whether the texting condition experienced greater depressive symptom improvement over the course of therapy than the control condition. As with the attendance outcomes, we also controlled for study phase to conservatively control for confounds linked to this variable. Analyses utilized all data points for participants (j) and occasions (i), where neither the response \( y_{ij} \) (ie, weekly PHQ-9 scores) nor the covariates \( x_{ij} \) were missing. For patients who dropped out of therapy before their 16th session, all and only those data collected before the date of attrition were included in these models.

Initial analyses utilized an intent-to-treat approach, including all patients, with the exception of patients who had participated in prior group CBT studies in the clinic. These “returning” patients were excluded from the analyses due to concern that their prior familiarity with the treatment and texting protocol might bias their data. We compared these intent-to-treat findings with results of “active texters.” Active texters refers only to patients who utilized the texting adjunct at least once (we excluded the data of patients assigned to the texting condition who either did not receive any texts, or did not respond to any texts received during the first 16 weeks of therapy). To differentiate these analyses from the intent-to-treat analyses, we refer to them as “active-texting” analyses. Active texting analyses were conducted to better isolate the potential effect of the texting adjunct with actual users of the intervention. Patients included in the control condition remained constant over both the intent-to-treat and the active-texting analyses. All statistical analyses were performed using Stata—the attendance analyses were implemented with the vanerlenten package for conducting stratified Wilcoxon-Mann-Whitney U test, and the depression analyses were implemented via the xtmixed command.

Results
Participants
A total of 91 patients were enrolled in the study between January 2014 and August 2016, of which 48 were allocated to the texting condition and 43 were allocated to the control condition. We excluded 6 patients (3 from each condition) from all analyses because they had participated in prior group CBT studies within this same behavioral health clinic. This exclusion resulted in 85 patients, 45 in the texting condition, and 40 in the control. A total of 6 patients in the texting condition were further excluded from the active-texting analyses, 2 because they sent no text messages during the first 16 weeks of therapy, and
another 4 because they did not respond to a single message received during this period. This additional exclusion resulted in 39 active texting patients in the texting condition, and 40 in the control.

**Baseline Data**

The baseline characteristics of patients (Table 1) did not differ significantly between the two conditions. Patients were predominantly female and middle aged, with a relatively low level of education (81% of patients [68/84] lacked a high school diploma or equivalent). Slightly less than half of all patients reported being in therapy for depression in the past (44%, 37/85) and similar numbers reported taking medication for depression at baseline (45%, 38/85). The majority of patients in both conditions owned a mobile phone (94%, 80/85), and were familiar with how to use text messaging (73%, 57/78).

The following variables have missing data for 1-2 patients—marital status, education, use of SMS in prior month, preferred method of contact.

**Outcomes**

**Condition Differences in Attendance Patterns**

For the attendance analyses, an additional 3 patients (1 in the intervention and 2 in the control) were excluded, because the study ended before these patients had been offered 16 sessions of therapy. Thus, the total number of sessions attended by these three patients and their time in therapy before dropout was not comparable to that of other patients. This exclusion resulted in 82 patients in the intent-to-treat analyses (44 in the texting condition and 38 in the control) and 76 patients in the active-texting analyses (with 38 patients in each condition).

**Total Sessions Attended**

Intent-to-treat analyses indicated that patients assigned to the texting condition generally attended more sessions across the first 16 weeks of therapy than patients assigned to the control condition, but the effect was not statistically significant when patients were stratified by phase (Wilcoxon-Mann-Whitney, $z=-1.65, P=.10$). The median number of sessions attended by patients assigned to the texting condition was 6, whereas the median number of sessions attended by control patients was 2.5 (Figure 4). The effect was marginally significant when only the data of active texters was compared with that of the control condition (Wilcoxon-Mann-Whitney, $z=-1.91, P=.06$), with active texters attending a median of 7.5 sessions in the first 16 weeks of therapy.
Figure 4. Condition differences in total sessions attended. Figures display intent-to-treat analyses.
Table 1. Baseline characteristics in the texting and control conditions. Statistics reflect intent-to-treat analyses.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Texting condition (n=45)</th>
<th>Control condition (n=40)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD&lt;sup&gt;a&lt;/sup&gt;)</td>
<td>51.71 (11.55)</td>
<td>51.83 (11.73)</td>
<td>.96&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Gender: female, n (%)</td>
<td>38 (84.44)</td>
<td>29 (72.50)</td>
<td>.18&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Highest education, n (%)</td>
<td></td>
<td></td>
<td>.11&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>No formal education</td>
<td>3 (6.67)</td>
<td>4 (10.26)</td>
<td></td>
</tr>
<tr>
<td>1st to 5th grade</td>
<td>12 (26.67)</td>
<td>7 (17.95)</td>
<td></td>
</tr>
<tr>
<td>6th to 8th grade</td>
<td>12 (26.67)</td>
<td>12 (30.77)</td>
<td></td>
</tr>
<tr>
<td>Some high school</td>
<td>14 (31.11)</td>
<td>4 (10.26)</td>
<td></td>
</tr>
<tr>
<td>High school grad or GED&lt;sup&gt;d&lt;/sup&gt;</td>
<td>2 (4.44)</td>
<td>3 (7.69)</td>
<td></td>
</tr>
<tr>
<td>Some college</td>
<td>1 (2.22)</td>
<td>6 (15.38)</td>
<td></td>
</tr>
<tr>
<td>College graduate</td>
<td>1 (2.22)</td>
<td>2 (5.13)</td>
<td></td>
</tr>
<tr>
<td>Graduate or professional school</td>
<td>0 (0.00)</td>
<td>1 (2.56)</td>
<td></td>
</tr>
<tr>
<td>Employment status, n (%)</td>
<td></td>
<td></td>
<td>.73&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Full-time</td>
<td>7 (15.56)</td>
<td>4 (10.00)</td>
<td></td>
</tr>
<tr>
<td>Part-time</td>
<td>7 (15.56)</td>
<td>4 (10.00)</td>
<td></td>
</tr>
<tr>
<td>Homemaker</td>
<td>3 (6.67)</td>
<td>3 (7.50)</td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>12 (26.67)</td>
<td>13 (32.50)</td>
<td></td>
</tr>
<tr>
<td>On disability</td>
<td>10 (22.22)</td>
<td>12 (30.00)</td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>4 (8.89)</td>
<td>4 (10.00)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>2 (4.44)</td>
<td>0 (0.00)</td>
<td></td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td>.76&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Single</td>
<td>17 (38.64)</td>
<td>14 (35.00)</td>
<td></td>
</tr>
<tr>
<td>Married or partnered</td>
<td>13 (29.55)</td>
<td>13 (32.50)</td>
<td></td>
</tr>
<tr>
<td>Divorced or separated</td>
<td>7 (15.91)</td>
<td>9 (22.50)</td>
<td></td>
</tr>
<tr>
<td>Widowed</td>
<td>7 (15.91)</td>
<td>4 (10.00)</td>
<td></td>
</tr>
<tr>
<td>Depression measures</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-9&lt;sup&gt;e&lt;/sup&gt;, mean (SD)</td>
<td>13.36 (5.96)</td>
<td>13.13 (4.99)</td>
<td>.85&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Prior therapy for depression, n yes (%)</td>
<td>21 (46.67)</td>
<td>16 (40.00)</td>
<td>.54&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Medication for depression, n yes (%)</td>
<td>22 (48.89)</td>
<td>16 (40.00)</td>
<td>.41&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Prior hospitalization for depression, n yes (%)</td>
<td>5 (11.36)</td>
<td>7 (17.50)</td>
<td>.42&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Mobile phone ownership, n yes (%)</td>
<td>43 (95.56)</td>
<td>37 (92.50)</td>
<td>.55&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Use of text-messaging in prior month, n yes (%)</td>
<td>34 (79.07)</td>
<td>23 (65.71)</td>
<td>.19&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Preferred method of contact&lt;sup&gt;f&lt;/sup&gt;, n (%)</td>
<td></td>
<td></td>
<td>.74&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Call</td>
<td>27 (61.36)</td>
<td>26 (66.67)</td>
<td></td>
</tr>
<tr>
<td>Text</td>
<td>6 (13.64)</td>
<td>6 (15.38)</td>
<td></td>
</tr>
<tr>
<td>Depends</td>
<td>11 (25.00)</td>
<td>7 (17.95)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>SD: standard deviation.

<sup>b</sup>Indicates that a t test was used to test for condition differences.

<sup>c</sup>Indicates that a chi-square test was used to test for condition differences.

<sup>d</sup>GED: general educational development.
Time Until Dropout
Intent-to-treat analyses indicated that patients assigned to the texting condition stayed in therapy significantly longer before dropping out than patients assigned to the control condition when stratified by phase (Wilcoxon-Mann-Whitney, \( z = -2.21 \), \( P = .03 \)). Patients assigned to the texting condition stayed in therapy for a median of 13.5 weeks before dropping out, whereas patients in the control conditions stayed in therapy for a median of only 3 weeks before dropping out (Figure 5). Results were substantively similar when contrasting the duration data of active texters (median of 14 weeks until dropout) to that of patients in the control condition (Wilcoxon-Mann-Whitney, \( z = -2.28 \), \( P = .02 \)).

Figure 5. Condition differences in weeks in treatment until patient dropout. Figures display intent-to-treat analyses.

Condition Differences in Depression Symptom Recovery
Intent-to-treat analyses indicated that, as anticipated, depressive symptoms significantly declined in both the texting condition (\( B = -0.29 \), 95% CI \(-0.38 \) to \(-0.19 \), \( z = -5.80 \), \( P < .001 \)) and the control condition (\( B = -0.20 \), 95% CI \(-0.32 \) to \(-0.07 \), \( z = -3.12 \), \( P = .002 \)) over the first 16 weeks of therapy. These coefficients indicate that, on average, the texting condition’s PHQ-9 scores decreased 0.29 points for every week that patients were enrolled in therapy, whereas the control condition’s PHQ-9 scores decreased an average of 0.20 points per week. However, the magnitude of depressive symptom improvement in the texting condition was not significantly greater than that of the control (\( B \) of the condition \times \) therapy week interaction\( = -0.09 \), 95% CI \(-0.25 \) to 0.07, \( z = -1.09 \), \( P = .27 \)). Similarly, active texting analyses failed to demonstrate greater improvements in depressive symptom recovery among active texters as compared with the control condition (\( B \) of interaction\( = -0.10 \), 95% CI \(-0.27 \) to 0.06, \( z = -1.25 \), \( P = .21 \)). Descriptive statistics on PHQ-9 scores by condition corresponding to each of the 16 psychotherapy sessions are provided in Table 2.
Table 2. Means, standard deviations, and sample size for the Patient Health Questionnaire-9 item (PHQ-9) by condition across psychotherapy. Statistics reflect intent-to-treat analyses.

<table>
<thead>
<tr>
<th>Psychotherapy session</th>
<th>Texting condition Mean</th>
<th>Control condition Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PhQ-9 (SD)</td>
<td>n</td>
</tr>
<tr>
<td>1 (baseline)</td>
<td>13.36 (5.96)</td>
<td>45</td>
</tr>
<tr>
<td>2</td>
<td>9.90 (6.15)</td>
<td>21</td>
</tr>
<tr>
<td>3</td>
<td>8.83 (5.31)</td>
<td>23</td>
</tr>
<tr>
<td>4</td>
<td>6.94 (5.15)</td>
<td>17</td>
</tr>
<tr>
<td>5</td>
<td>9.44 (5.85)</td>
<td>18</td>
</tr>
<tr>
<td>6</td>
<td>7.32 (5.61)</td>
<td>19</td>
</tr>
<tr>
<td>7</td>
<td>7.56 (5.18)</td>
<td>18</td>
</tr>
<tr>
<td>8</td>
<td>6.35 (3.44)</td>
<td>17</td>
</tr>
<tr>
<td>9</td>
<td>7.09 (4.12)</td>
<td>23</td>
</tr>
<tr>
<td>10</td>
<td>6.83 (6.08)</td>
<td>18</td>
</tr>
<tr>
<td>11</td>
<td>7.05 (4.50)</td>
<td>22</td>
</tr>
<tr>
<td>12</td>
<td>6.38 (3.84)</td>
<td>13</td>
</tr>
<tr>
<td>13</td>
<td>7.84 (6.24)</td>
<td>19</td>
</tr>
<tr>
<td>14</td>
<td>5.24 (3.40)</td>
<td>17</td>
</tr>
<tr>
<td>15</td>
<td>8.07 (5.74)</td>
<td>15</td>
</tr>
<tr>
<td>16</td>
<td>6.00 (4.20)</td>
<td>18</td>
</tr>
</tbody>
</table>

aSD: standard deviation.

Discussion

Principal Findings

This study investigated whether a mobile phone-based text messaging adjunct to CBT for depression increased engagement and improved clinical outcomes compared with standard CBT without a text messaging adjunct. We found that receiving text messages during a group CBT intervention led to decreased attrition in a sample of Spanish-speaking Latinos with depression. These findings support the use of text messaging and mHealth interventions as adjuncts to psychotherapeutic treatments in order to reduce attrition. Patients in the texting condition may have felt more engaged in the intervention and the messages may have helped them practice skills throughout the week. It is also possible that receiving text messages helped patients feel more supported and more motivated [13], and thus diminished the symptomology inherent of depression by targeting maladaptive thoughts and behaviors [34] that could prevent patients from attending therapy. At the most basic level, it is possible that the simple act of receiving a weekly reminder encouraged patients to resume therapy attendance even after one or several sessions were missed [14]. It is also possible that the review of patient data in HealthySMS allowed clinicians to provide more personalized interventions based on patient mood and text responses that helped keep patients more engaged.

Despite a relatively small sample size, we explored whether there were significant differences in PHQ-9 ratings between conditions over the course of the intervention. We did not find significant differences in PHQ-9 outcomes between the conditions. Since both conditions received an active treatment and the control condition has been found to be effective in previous studies [26], we would need a larger sample size to detect smaller differences in outcomes. It is also possible that people who did not attend were more depressed, but we were unable to assess PHQ-9 ratings when patients did not attend.

Even though we did not find differences in symptoms between conditions, our findings that patients stayed in treatment longer indicate that the text messaging adjunct can promote sustained engagement with an already efficacious treatment. Results from this study may even be applicable to CBT delivered through other modalities such as the Internet, that suffer from high levels of attrition, by bringing the treatment into users’ daily lives. However, attrition is higher and engagement with technology is lower without human support [35]. More research is needed to determine an ideal balance between digital and human intervention.

Other key steps in advancing this area of research would be to determine whether there are broader cost savings by sending automated messages and keeping patients in treatment longer. A key selling point for mHealth technologies is the ability to reduce health care costs [36-38]. Although patients staying in psychotherapy longer is seemingly more costly in the short-term, it is possible that receiving a stronger dose of treatment and having more people complete treatment can improve recovery from depression and reduce associated costs such as losses in productivity and other depression-related societal burdens long-term. This study was conducted in group therapy setting, which is already less resource-intensive than individual therapy.
thus the cost reduction associated with a text message adjunct may be greater.

Despite the recent proliferation of interventions using technology-based symptom monitoring via mobile smartphone apps and passive sensing [39], text messages (and other mobile messaging apps) remain a low cost and simple way of collecting data from patients with low technological ability who may otherwise have a difficult time logging symptoms in apps or websites [15,40]. Despite the automation of messages, they also offer a personal connection to another individual, whether it is perceived or real [13].

Generalizability

The study included low-income, Spanish-speaking Latinos. It is unclear how these findings translate to other populations. Research has shown that this population generally has lower engagement in mental health interventions [5], therefore it was appropriate to test the texting adjunct with this population. A strength of our study is that it occurred as part of standard clinical practice in a patient pool with multiple chronic illnesses that is typically less responsive to interventions and is thus more likely to successfully generalize to other clinical settings. It is likely that our findings in this population that is less educated, less technologically savvy, and more difficult to engage may generalize to more diverse and higher socioeconomic status (SES) populations. It is also possible that mHealth and text messaging adjuncts could improve other individual and group psychotherapies from other modalities or focusing on something other than depression, especially if they rely on completion of between session homework and skills practice.

Limitations

This study was not fully randomized, despite our initial intention. Furthermore, the lack of randomization opens up the possibility of third variables being responsible for any group differences. However, given that there were no baseline differences between the groups, the possibility of confounds may be low. Another limitation is that clinicians and data collectors were not blind to conditions, which opens up the possibility of bias. Last and most important, we were unable to assess depressive symptoms on days patients missed treatment. This particularly limits the interpretation of no differences in outcomes between the groups. It is possible that people stopped attending either because they were highly symptomatic or vice versa because they felt recovered. Future studies should ensure that assessments are collected regardless of therapy session attendance.

Future Directions

Future research should more specifically study mechanisms of action to improve the efficiency and effectiveness of mHealth treatment adjuncts. Future studies should also assess the impact of text messaging and mHealth adjuncts on symptoms in a larger sample size to determine if there is clinically significant improvement compared with standard group CBT. They should also make sure to collect symptom data from nonengaged patients. It is possible that gains from therapy can be maintained longer if patients continue to receive text messages that encourage them to practice skills thought to be active ingredients in improvements. Along with research on overall efficacy and effectiveness of mHealth interventions, studies should assess how toutilize incoming data to predict key clinical events. For example, analyses of daily mood data found that lower mood the day before a therapy session resulted in lower likelihood of attendance [41]. These types of analytics can inform just in time interventions to improve mHealth and in person interventions. Finally, cost-effectiveness analyses can help determine the relative value of increasing attendance to psychotherapy sessions and whether that improves outcomes long-term, resulting in lower health care costs overall.

Conclusions

Our study shows that a text messaging intervention used as an adjunct to psychotherapy for depression can improve engagement in treatment. We found that patients who received text messages dropped out later in treatment compared with patients receiving standard CBT treatment. By testing this intervention in a low-SES Latino population, it may also generalize to other populations that have been difficult to engage in mental health treatment. As the focus of translational science moves to improve the implementation of efficacious interventions for the broad benefit of the public’s health, mobile interventions as adjuncts to treatment are emerging as valuable tools.
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Abstract

Background: Mental disorders are highly prevalent for the people who are aged between 16 and 25 years and can permanently disrupt the development of these individuals. Easily available mobile health (mHealth) apps for mobile phones have great potential for the prevention and early intervention of mental disorders in young adults, but interventions are required that can help individuals to both identify high-quality mobile apps and use them to change health and lifestyle behavior.

Objectives: The study aimed to assess the efficacy of a Web-based self-guided app recommendation service (“The Toolbox”) in improving the well-being of young Australians aged between 16 and 25 years. The intervention was developed in collaboration with young adults and consists of a curated list of 46 readily available health and well-being apps, assessed and rated by professionals and young people. Participants are guided by an interactive quiz and subsequently receive recommendations for particular apps to download and use based on their personal goals.

Methods: The study was a waitlist, parallel-arm, randomized controlled trial. Our primary outcome measure was change in well-being as measured by the Mental Health Continuum-Short Form (MHC-SF). We also employed ecological momentary assessments (EMAs) to track mood, energy, rest, and sleep. Participants were recruited from the general Australian population, via several Web-based and community strategies. The study was conducted through a Web-based platform consisting of a landing Web page and capabilities to administer study measures at different time points. Web-based measurements were self-assessed at baseline and 4 weeks, and EMAs were collected repeatedly at regular weekly intervals or ad hoc when participants interacted with the study platform. Primary outcomes were analyzed using linear mixed-models and intention-to-treat (ITT) analysis.

Results: A total of 387 participants completed baseline scores and were randomized into the trial. Results demonstrated no significant effect of “The Toolbox” intervention on participant well-being at 4 weeks compared with the control group ($P=.66$). There were also no significant differences between the intervention and control groups at 4 weeks on any of the subscales of the MHC-SF (psychological: $P=.95$, social: $P=.42$, emotional: $P=.95$). Repeat engagement with the study platform resulted in a
significant difference in mood, energy, rest, and sleep trajectories between intervention and control groups as measured by EMAs (P<.01).

Conclusions: This was the first study to assess the effectiveness of a Web-based well-being intervention in a sample of young adults. The design of the intervention utilized expert rating of existing apps and end-user codesign approaches resulting in an app recommendation service. Our finding suggests that recommended readily available mental health and well-being apps may not lead to improvements in the well-being of a nonclinical sample of young people, but might halt a decline in mood, energy, rest, and sleep.


(J Med Internet Res 2017;19(5):e141) doi:10.2196/jmir.6775
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Introduction

Background

In Australia, clinical mental disorders are highly prevalent among young adults aged between 16 and 25 years. Approximately one in four suffer from at least one diagnosable mental disorder in the past 12 months [1], and mental disorders account for a quarter of the burden of disease in this age group [2]. With similar prevalence rates globally (eg, in Europe, Africa, the United States, and Asia) adolescent mental health is an international public health challenge [3]. Adolescence is a crucial developmental stage for the individual and disruption to mental health during this stage can have far-reaching effects, and whose full personal and socioeconomic impact often only becomes apparent at a later stage in life [3]. Thus, effective, engaging, and easy to disseminate strategies that reduce the multiplicative impact of these risk factors within young people are needed.

mHealth Apps

Although technology mediated mental health interventions have frequently been praised for their potential and ease of access, previous research into one-size-fits-all intervention has demonstrated that these interventions have limited appeal and that they have failed to gain traction within health care [4]. It is possible that this limitation can be overcome by delivering interventions using mediums and resources young people are already interacting with and that are tailored to their circumstances. Mobile health (mHealth) apps have great potential for the prevention and early intervention of many physical and mental health problems. To date, there are approximately 165,000 health apps available for Android and iOS mobile phones and tablet devices, approximately 10% of which are mobile apps for mental health problems [5]. However, it has been shown that many easily available mHealth apps are of dubious quality and do not follow evidence-based principles [5]. For example, research into currently available apps for individuals with bipolar disorder found that the majority were not developed in line with best practice clinical guidelines or self-management principles currently used in the treatment of bipolar disorder. Most apps also did not contain source citations or privacy policies, making it difficult for users to assess app quality [6]. An evaluation of mobile apps for mindfulness highlighted that many apps often claim to be for a particular purpose or provide a particular intervention when they in fact do not [7]. Those mobile mental health apps that are based on evidence-based principles and have demonstrated efficacy often have been developed as part of research studies and are not available publically [8]. This suggests that there is a gap between evidence-based research and readily available existing mHealth interventions in the open market. Therefore, to utilize the public health potential of these existing mHealth apps, it is important to identify those apps of high quality and guide individuals in finding interventions that meet their need and likely work.

Rating Apps

With regard to identifying high quality apps, most people use app store ratings as a marker for app quality, as indicated by the correlation between app user ratings and their popularity on the marketplace [9]. However, these ratings mainly reflect subjective experiences from a usability and aesthetics perspective, and not whether the apps are designed with appropriate strategies necessary to improve health outcomes [10]. Obtaining more objective evaluations of mobile apps with regard to their quality is hampered by the fact that even with regard to simple criteria, such as the degree of personalization, the funding source of related research, or data import and export capabilities, interrater reliability is poor [11]. In an attempt to overcome the limitations of user ratings for mobile apps, Stoyanov et al [10] created the mobile app rating scale (MARS), a questionnaire to assess the quality of health apps on the domains engagement, functionality, aesthetics, information, and subjective quality. Whereas this scale is a more objective marker of app quality than app store ratings, it is also resource intensive and requires thorough assessment. As a result, application of this approach on a large scale is still in its infancy due to the large volume of mHealth apps.

With regard to identifying effective apps, research suggests that theory-driven health interventions, that is, interventions employing evidence-based behavior change techniques (BCTs) are more effective than interventions that are not theory-driven [12]. The implementation of such strategies within mobile apps is influenced by how users interact with mobile apps [13]. Mobile phone apps are generally optimized to the way people...
engage with such phones and as such tend to implement only some strategies with functionalities that are brief and easy to use. As a result, a single app alone is unlikely to contain all necessary strategies for mental health, and furthermore identical strategies might be implemented in different apps with varying aesthetics and ease of use. Thus, characterizing strategies implemented within an app will be a crucial step to identify effective apps. To ensure that ethical values in health care are met, this characterization process could be facilitated by clinicians or researchers by reviewing the scientific literature, searching apps stores, reviewing app descriptions and reviews, and piloting the app themselves [14]. However, it is important to recognize that individuals are less likely to engage with interventions that implement effective strategies but poor aesthetics and usability, thus resulting in ineffective outcomes [15,16].

One way of overcoming these challenges is to create a repository of high-quality mHealth apps and guide users in the process of identifying effective and engaging ones. The “Beacon” website is one such resource developed in Australia that categorizes, reviews, and rates websites and mobile apps for mental and physical disorders [17]. Recent findings suggest participants are willing to use several apps when they are recommended a range of custom-selected apps with different behavioral strategies [13]. The challenges of this approach have been highlighted in the UK’s National Health Service’s attempt of creating a curated app repository for patients with chronic health conditions. Many of the apps were found to transmit sensitive data without the knowledge of the user [18] or provide clinically questionable advice [19] that resulted in the app library to be closed. In addition, the majority of apps are generally identified and downloaded by users directly from apps stores and the keywords people use when searching for specific health apps do not necessarily yield the most appropriate or effective app [20]. Instead they might be reflective of these words appearing in place like app name, text used in description of the apps combined with the user rated popularity of the apps, none of which alone are markers of quality. Developing a nuanced understanding of search patterns for mental health and well-being problems will be crucial to facilitate access to apps of high quality.

Impact Assessment

Methods to measure the impact of app usage may require different approaches, given the way people tend to interact with apps, usually for short periods of time, on a regular or irregular basis. An alternative to traditional questionnaire-based measures of mental health and well-being, ecological momentary assessment (EMA) [21] may be a suitable means of detecting short-term changes with regard to parameters, such as mood or sleep on a day-to-day basis.

In this paper, we report on findings from a waitlist randomized controlled trial (ACTRN 12614000710628) [22] which was designed to test the efficacy of a guided recommendation service for readily available mobile mental health apps for young people aged 16-25 years. Whereas our primary outcome measure was the well-validated Mental Health Continuum-Short Form (MHC-SF), we employed ecological momentary assessments to track mood, sleep, and energy.

Methods

Overview

We conducted a Web-based parallel-arm randomized controlled trial comparing “The Toolbox,” a guided app recommendation service, to a waiting list control group. Web-based measurements were assessed at baseline and 4 weeks, and ecological momentary assessments were collected repeatedly at regular weekly intervals or ad hoc when participants interacted with the study platform. Details of study design, intervention and control conditions, outcome measures, and sample sizes are reported extensively in the previously published study protocol [22]. A brief overview of the study is outlined in the following section. The study received ethical approval by the Social and Behavioural Research Ethics Committee of Flinders University (registration number 64780) and is registered in the Australian New Zealand Clinical Trials Registry (ACTRN: 12614000710628). It also gained ethical approval for recruitment by the Department of Education and Child Development of South Australia (DECD CS/14/511-23).

Recruitment

Participants were recruited from the general young adult (16-25 years) population across Australia, with access to a computer or mobile phone and the Web. Preexisting mental health conditions were not considered as exclusion conditions for this study. Several Web-based and community strategies, either paid or unpaid, were utilized for recruitment. The recruitment message was formulated around overall well-being and health (and not on illnesses): Examples of such messages included:

- **Want to improve your energy and fitness? Find out what your wellbeing looks like and use apps to achieve your goals.**
- **Better health & fitness: Monitor your wellbeing, set goals, & access health & fitness apps.**
- **Summer fun taking its toll? Track your wellbeing & download apps for mind+body.**

Web-based paid advertisements were placed on Facebook, Twitter, YouTube, and Google AdWords from November 19, 2014 to March 12, 2015. The keywords for the advertisements were defined in collaboration with a reference group representing the target population to ensure their validity and relevance. Examples of keywords included fitness, stress, relationships, balance, and goals. A total of 12 advertisements were placed across the previously mentioned platforms, with an average duration of 21 days per advertisement. The paid strategy also included recruitment through a recruitment agency for clinical trials. The agency referred individuals in the target demographic to the study website over a period of 2 months (July 8, 2015 to September 2, 2015). In addition to paid advertisements, links to the study site were provided to 39 organizations and educational institutions frequently visited by young people from different backgrounds in Australia (most notably the partner organizations of the Young and Well Cooperative Research Centre) to integrate into their websites.
and promote via their social media channels (Facebook, Twitter). Community-based organizations such as schools, universities, sporting clubs, and local councils in one rural region of South Australia were approached and asked to help promote the study. Promotional packages comprising a video, information, and instructions on how to access the Online Wellbeing Centre (OWC) were distributed to 32 institutions and community contacts and presented to potential participants.

Participants with informed consent and aged between 16 and 25 years were included, and parental consent was obtained if participants were recruited from community organizations and were below 18 years old. Using unique links, data was collected to objectively identify the recruitment source for each participant. The yield per strategy and characteristics of participants between channels are reported elsewhere [23].

### Procedures

The study was conducted through an OWC platform consisting of a landing Web page and capabilities to manage consent, sign up, randomize, administer study measures at different time points, monitor engagement, and provide feedback to users in a meaningful graphic display. Study advertisements linked participants to the landing page of the OWC which contained a brief overview of the study, detailed participant information sheet, and a Web-based consent form.

After completing the Web-based consent form, participants completed a registration form. The OWC software randomized the participants and sent them their login details, either via email or SMS (short message service). Participants logged into the OWC to complete study measurements and if they were assigned to the intervention arm, a link to the intervention website (The Toolbox) was accessible through the OWC immediately. Participants in the control group accessed “The Toolbox” 4 weeks after registration. During the study period, participants from both the intervention and control arm received weekly SMS or email prompts at a time chosen by them during registration, encouraging them to log in to the OWC. The prompts contained a unique link which when clicked logged them in and took them to a page to complete their EMAs. After completing these assessments, they were directed to the OWC homepage, which contained “The Toolbox” access link for the intervention group, and generic well-being advice for the control group. They also received prompts to log in to the OWC to complete study measures at 4 weeks or until they completed.

### Intervention

The intervention was a personalized app recommendation service called “The Toolbox,” available through the ReachOut.com website [24]. The content and structure of the Web-based intervention was determined by young adults’ perspectives on well-being and expectations with Web-based interventions. End-user studies were conducted with Australian young adults to investigate how young adults conceptualize well-being. Data were collected via user experience workshops with young people aged 15-21 years. Key findings from the workshops influenced the structure and content of the developed Web-based intervention. The workshops with young people were analyzed, resulting in a nuanced understanding of young adults’ conceptualization of health and wellness, and an empirical knowledge of concrete behaviors and actions in their daily lives that they associate with well-being. Data from the workshops were subsequently synthesized into 27 key action areas or goals, and categorized into 6 overarching key themes: health and fitness (15 apps), being independent (8 apps), relationships and helping others (3 apps), thoughts and emotions (18 apps), and dealing with tough times (14 apps). Of these apps, 31 were available for free, 12 apps were paid with costs of up to AUS $6.49, and 3 apps either offered a free lite version or were available for free on one of the platforms, but not on the other. The process of selecting apps to populate “The Toolbox” consisted of two stages. First, a contextual review of available apps was conducted, followed by a review of these apps according to the MARS [10] by professionals and young people. For the contextual review, a list of key search terms was created (see Multimedia Appendix 1), which was drawn from a conceptual well-being model of promoting resilience and flourishing developed for the Young and Well Cooperative Research Centre, as well as qualitative input gained in workshops with young people. These terms were then used to conduct an audit of existing well-being mobile apps available on Google Play and the Apple App Store in late 2013. Only apps that (1) appeared in the first 200 search results, (2) were under AUS $5, (3) were available for Android or iOS, and (4) were deemed appropriate for 13-25 year olds, were included in the rating process. During the rating process, irrelevant apps were removed as well as those not meeting minimum functionality and aesthetic requirements. Remaining apps were rated by researchers using the MARS for both effectiveness and usability and only the highest scoring apps were selected for additional rating by a mental health expert. Apps that contained valid information and were deemed not harmful for young people were selected for “The Toolbox” and additionally rated on the MARS by at least two young people. The final curated list of 46 readily available apps, categorized according to the 27 goals, were put together into a Web resource called “The Toolbox,” with an average of 3.62 (SD 3.05) apps per goal (see Multimedia Appendix 2). “The Toolbox” is a responsive website hosted by Reachout.com. Participants first choose the areas they want to focus on, guided by an interactive quiz and subsequently receive recommendations for particular apps to download and use based on their preferences (see Figure 1). For each recommended app, additional information is provided, including the MARS score and reviews by both health professionals and end users on what they liked and did not like, along with costs and links to download from the app store (see Figure 2).

Participants assigned to the intervention arm upon completion of their baseline measures were displayed a Web link which gave them immediate access to “The Toolbox.” Over the 4-week study period, participants were sent weekly reminders (via email or SMS) advising them to visit ‘The Toolbox’ at least once, take the quiz, and use the recommended apps. The use of “The Toolbox” website and the recommended third-party apps constitutes the intervention in this study. Participants were aware at all times that the researchers assumed no responsibility for the content and/or functionality of these apps.
Figure 1. Flow of “The Toolbox” website, including home, well-being category selection, goals selection, and recommended apps pages.

Control
Participants in the control group were advised that they were on a waiting list for 4 weeks before they would be given a link to access “The Toolbox.” At 4 weeks after completing the baseline measures, participants were provided access to “The Toolbox” via the OWC.

Measures
The primary outcome was a self-reported measure of well-being assessed using the 14-item MHC-SF that measures subjective psychological, emotional, and social well-being. Secondary outcomes were EMAs of 3 questions: How are you feeling today? How is your energy level today? How well did you sleep last night? (see Figure 3). Participants completed primary outcome measures on the Web at baseline and 4 weeks. The EMAs were completed each time participants logged into the OWC during the study period. The log file from the Web app during the trial period was gathered to derive engagement with the study platform. The EMAs of participants were obtained for up to 6 months’ postcompletion of trial.
Figure 2. Example of information related to each app available on “The Toolbox” website, including app overview, link to download, user and professional ratings, and app reviews.

Figure 3. Text message and ecological momentary assessment (EMA).
Statistical Analysis

Differences in attributes between groups (Table 1) and in attrition versus not (Table 2) were assessed using chi-squared tests, t test or Wilcoxon rank-sum tests as appropriate. The primary analysis was based on intention to treat, and missing values from all randomized participants were imputed with 50 samples redrawn from the original data. The primary outcome was analyzed using linear regression (Table 3) with well-being score at 4 weeks as the dependent variable. The independent variables were well-being, measured at baseline, and group assignment. A multivariable intention to treat linear regression sensitivity analysis was also conducted, as well as the same analysis, using observed data only. To investigate how the momentary assessment of mood, sleep, rest, and energy were influenced by the intervention (Table 4), the trajectories of momentary assessment measures were examined using random effects mixed modeling. The independent variables were group assignment, engagement with the study platform (coded as number of logins), the product term of group assignment, and engagement, and potential confounders were age, gender, prior application use (coded as a binary variable), baseline energy, baseline mood, and whether or not an app was downloaded. Subject was entered into the model as a random effect to account for correlated readings within an individual. Differences between groups were assessed using interaction terms. Similar multivariable linear regression analyses were conducted with the MHC-SF subscales as outcomes, with covariates listed as before. To examine whether engagement with the study platform was associated with changes in the EMA measures, a linear regression model was run with postintervention EMA measures as the outcome. All models contained an additional term representing the number of logins. For energy, mood, and rest, the other covariates were listed before in the sensitivity analyses. For sleep the other covariates were baseline sleep and group assignment due to the small number of observations. For these regressions, postintervention measurements for EMAs were taken as the measurement that occurred between 30 and 45 days, with the earliest one after 30 days. All results are reported with 95% CI and P values. A P value <.05 (2-tailed) was taken to be significant. All analyses were performed using Stata version 13.1 (StataCorp).

Results

Flow of Participants

Figure 4 shows the flow of participants. A total of 476 people were consented and signed up on the Web. Of these, 387 completed baseline scores and were randomized into the control (n=195) and active (n=192) arm of the trial.

Participant Characteristics

The demographic characteristics and baseline scores are shown in Table 1.

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>Control</th>
<th>Intervention</th>
<th>Total</th>
<th>Statistics</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, median (interquartile range)</td>
<td>23 (20-25)</td>
<td>23 (20-25)</td>
<td>23 (20-25)</td>
<td>z=0.67</td>
<td>.51</td>
</tr>
<tr>
<td>Female gender, n (%)</td>
<td>152 (78.4)</td>
<td>143 (75.3)</td>
<td>295 (76.8)</td>
<td>X^2_1=0.5</td>
<td>.47</td>
</tr>
<tr>
<td>Prior app usage, n (%)</td>
<td>72 (36.9)</td>
<td>65 (33.9)</td>
<td>137 (35.4)</td>
<td>t=3.84</td>
<td>.16</td>
</tr>
<tr>
<td>MHC-SF^a, median (interquartile range)</td>
<td>41 (28-51)</td>
<td>39 (27-51)</td>
<td>40 (27.5-51)</td>
<td>t=3.84</td>
<td>.16</td>
</tr>
<tr>
<td>Subscale: emotional, median (interquartile range)</td>
<td>10 (7-12)</td>
<td>10 (8-12)</td>
<td>10 (7-12)</td>
<td>z=0.24</td>
<td>.81</td>
</tr>
<tr>
<td>Subscale: social, median (interquartile range)</td>
<td>13 (7-17)</td>
<td>12 (6-17)</td>
<td>12 (6-17)</td>
<td>z=0.83</td>
<td>.41</td>
</tr>
<tr>
<td>Subscale: psychological, median (interquartile range)</td>
<td>18 (11-22)</td>
<td>18 (11-23)</td>
<td>18 (11-23)</td>
<td>z=0.03</td>
<td>.98</td>
</tr>
<tr>
<td>EMA^b “rest,” median (interquartile range)</td>
<td>50 (36-65)</td>
<td>50 (35-64)</td>
<td>50 (36-54)</td>
<td>z=0.03</td>
<td>.98</td>
</tr>
<tr>
<td>EMA “mood,” median (interquartile range)</td>
<td>50 (40-70)</td>
<td>50 (40-70)</td>
<td>50 (40-70)</td>
<td>z=0.03</td>
<td>.98</td>
</tr>
<tr>
<td>EMA “energy,” median (interquartile range)</td>
<td>50 (40-60)</td>
<td>50 (30-60)</td>
<td>50 (40-60)</td>
<td>z=0.03</td>
<td>.98</td>
</tr>
</tbody>
</table>

^aMHC-SF: Mental Health Continuum-Short Form.
^bEMA: ecological momentary assessment.
Attrition measured as the failure to respond to the primary outcome measurements at 4 weeks postrandomization was 45.1% in the control group (88/195) versus 55.2% in the active group (106/192), \( P = .047 \). In the control group, the mean baseline MHC-SF for those who responded at 4 weeks, versus those who did not was 40.2 versus 37.6 (\( P = .25 \)). In the intervention group, the mean baseline MHC-SF for those who responded at 4 weeks, versus those who did not was 36.7 versus 42.3 (\( P = .12 \)).
Table 2. Baseline characteristics for those who provided data at four weeks versus not.

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>Noncompleters</th>
<th>Completers</th>
<th>Statistics</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, median (interquartile range)</td>
<td>23 (20-25)</td>
<td>23 (20-25)</td>
<td>$z=0.05$</td>
<td>.96</td>
</tr>
<tr>
<td>Female gender, n (%)</td>
<td>14 (77.0)</td>
<td>148 (76.7)</td>
<td>$X^2_{1}=0.0$</td>
<td>.95</td>
</tr>
<tr>
<td>Prior app usage, n (%)</td>
<td>69 (35.6)</td>
<td>68 (35.2)</td>
<td>$t_{358}=0.50$</td>
<td>.94</td>
</tr>
<tr>
<td>MHC-SF, median (interquartile range)</td>
<td>41 (27-50)</td>
<td>40 (28-52)</td>
<td>$t_{358}=0.50$</td>
<td>.78</td>
</tr>
<tr>
<td>Subscale: emotional, median (interquartile range)</td>
<td>10 (7-12)</td>
<td>10 (8-12)</td>
<td>$z=0.82$</td>
<td>.41</td>
</tr>
<tr>
<td>Subscale: social, median (interquartile range)</td>
<td>12 (6-17)</td>
<td>12 (7-17)</td>
<td>$z=0.49$</td>
<td>.62</td>
</tr>
<tr>
<td>Subscale: psychological, median (interquartile range)</td>
<td>19 (11-22)</td>
<td>18 (12-23)</td>
<td>$z=0.14$</td>
<td>.89</td>
</tr>
<tr>
<td>EMA“rest,” median (interquartile range)</td>
<td>50 (35.5-63)</td>
<td>50 (36-65)</td>
<td>$z=0.18$</td>
<td>.86</td>
</tr>
<tr>
<td>EMA“mood,” median (interquartile range)</td>
<td>50 (40-70)</td>
<td>60 (50-70)</td>
<td>$z=2.13$</td>
<td>.03</td>
</tr>
<tr>
<td>EMA“energy,” median (interquartile range)</td>
<td>50 (30-60)</td>
<td>50 (40-60)</td>
<td>$z=0.66$</td>
<td>.51</td>
</tr>
<tr>
<td>EMA“sleep,” median (interquartile range)</td>
<td>420 (375-480)</td>
<td>435 (360-525)</td>
<td>$z=0.22$</td>
<td>.85</td>
</tr>
</tbody>
</table>

$^a$MHC-SF: Mental Health Continuum-Short Form.

Primary Analysis

The mean (SD) observed MHC-SF scores at 4 weeks for the control and active groups were 38.6 (SD 15.4) and 42.0 (SD 16.8), respectively. In the primary intention-to-treat (ITT) analysis, those in the intervention group experienced an improvement of 0.63 (95% CI −2.26 to 3.53) in MHC-SF score relative to the control group, but this was not significant, $P=.66$. In multivariable sensitivity intention to treat analysis the difference was almost identical, 0.64 (95% CI −2.27 to 3.54), $P=.66$. In a further multivariate sensitivity analysis with observed data only, there was also no difference between groups, 1.10 (95% CI −1.68 to 3.89), $P=.44$. In a completers only analysis there was also no difference between groups in MHC-SF scores 1.17 (95% CI −1.98 to 3.53), $P=.40$.

Subscales of Mental Health Continuum-Short Form (MHC-SF)

There were no significant differences between groups in any of the subdomain scores, psychological 0.57 (95% CI −0.67 to 1.81), $P=.96$, social 0.46 (95% CI −0.68 to 1.59), $P=.42$, and emotional −0.02 (95% CI −0.72 to 0.68), $P=.95$.

Analyses of Ecological Momentary Assessments

For all EMA measures, the control group decreased significantly per login in contrast to the active group which showed no significant change in scores over time. Thus, the difference between groups per login was also significant (Table 4).

Table 3. Multivariable intention to treat analyses (adjusted for group assignment, age, gender, prior app use, energy, mood, and whether or not an app has been downloaded).

<table>
<thead>
<tr>
<th>Outcome Measure</th>
<th>Value</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MHC-SF$^a$</td>
<td>.64 (−2.27 to 3.54)</td>
<td>.66</td>
</tr>
<tr>
<td>Psychological</td>
<td>.57 (−0.67 to 1.81)</td>
<td>.95</td>
</tr>
<tr>
<td>Social</td>
<td>.46 (−0.68 to 1.59)</td>
<td>.42</td>
</tr>
<tr>
<td>Emotional</td>
<td>−.02 (−0.72 to 0.68)</td>
<td>.95</td>
</tr>
</tbody>
</table>

$^a$MHC-SF: Mental Health Continuum-Short Form.
Table 4. Changes per login in ecological momentary assessments (adjusted for group assignment, age, gender, prior app use, whether or not an application has been downloaded).

<table>
<thead>
<tr>
<th>Ecological Momentary Assessments</th>
<th>Control (95% CI), P value</th>
<th>Intervention (95% CI), P value</th>
<th>Difference between groups (95% CI), P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mood</td>
<td>−25 (−0.40 to −0.11), P=.001</td>
<td>.15 (−0.04 to 0.33), P=.13</td>
<td>.40 (0.16-0.63), P=.001</td>
</tr>
<tr>
<td>Energy</td>
<td>−20 (−0.33 to −0.07), P=.003</td>
<td>.11 (−0.06 to 0.29), P=.19</td>
<td>.31 (0.10-0.52), P=.004</td>
</tr>
<tr>
<td>Rest</td>
<td>−19 (−0.36 to −0.08), P=.001</td>
<td>.12 (−0.04 to 0.29), P=.15</td>
<td>.31 (0.11-0.52), P=.002</td>
</tr>
<tr>
<td>Sleep</td>
<td>−2.34 (−3.16 to −1.52), P&lt;.001</td>
<td>−.46 (−1.66 to 0.74), P=.15</td>
<td>1.88 (0.43-3.34), P&lt;.001</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

The aim of this study was to assess the efficacy of “The Toolbox” Web-based well-being intervention in a young adult population. Results from the randomized controlled trial demonstrated no significant benefit on well-being (as assessed using the MHC-SF) at 4 weeks compared with the control group. There were no significant differences between the active and control groups at 4 weeks on any of the subscales of the MHC-SF either. The trial results also suggest that the impact of receiving weekly texts and the opportunity to monitor and visualize sleep, mood, and energy led to repeated logins in both control and active groups. In addition, participants in the control group reported a significant decline in mood, energy, rest, and sleep as assessed with EMAs with an increasing number of logins, whereas the intervention group showed no change. Thus, repeat engagement with the intervention might halt decline in mood, energy, rest, and sleep, without resulting in significant changes in well-being as assessed by the MHC-SF at fixed points. It remains unclear as to whether this interaction can be attributed to using “The Toolbox” intervention or using the study platform and its repeated assessments. The magnitude of change in the control group was very small, which may explain why no change in well-being as measured by the MHC-SF was observed.

**Comparison With Previous Work**

The lack of effect on MHC-SF well-being scores observed in this intervention are comparable with results from similar Web-based intervention trials, conducted in older (mean age 43.2 years) [25] and under 16-years-old school-based samples [26]. Across both studies, positive benefits were shown in depression scales but benefits assessed using mental well-being scales themselves were minuscule and nonsignificant both immediately after the intervention and at follow-up. Compared with these studies, the intervention in our study was targeted at a general young adult sample (mean age 23 years) with a broad inclusion criterion that did not exclude participants based on symptom screening, which closely resembles the real-world setting of intervention delivery through the Reachout.com website. Considerably more females than males participated in this study, which is in concordance with the majority of research into mental health and well-being interventions. In part, the higher proportion may be attributed to the higher prevalence of mental disorders in females in this age group [27]. However, differences in help-seeking behavior between males and females likely account for the majority of this difference [28].

In our study, instead of administering depression scales, we assessed symptoms of depression at multiple time points through momentary assessments. Despite the differences in type of assessment, we detected comparable benefits on depression as evident by significant improvement in mood trajectories in the intervention group. One plausible explanation from these findings is that modest improvements detected in mental well-being might actually be a reduction in depression symptoms that have collinearity with mental well-being [29]. This raises questions about sensitivity of mental well-being scales to detect change and if Web-based interventions can change mental well-being as an independent construct in the absence of mental illness.

Compared with past studies, the intervention in this study is unstrucured, in the form of a collection of curated list of mobile app resources accessible through a self-guided hub, as well as monitoring tools to engage participants and provide feedback irrespective of app use. Disseminating a curated list of mental health and well-being apps for depression and anxiety alone has been recently demonstrated to yield better app uptake [13]; however, ours is the first study to investigate effectiveness of such an intervention. In order to ensure optimal app recommendations, different components and strategies within apps that serve as active intervention ingredients must thus be identified [30] and aligned with end user needs. The intervention in this study included a broad range of curated apps (n=46) with an algorithm that assigned these apps to one of the 27 action areas used in the app selection quiz, that were identified based on young adults’ conceptualization of well-being through codesign activities. Since the spread of apps were not uniform across all action areas, the collection of apps might not have been optimal to be suitable and effective for all individuals. We also observed a slightly higher baseline symptomology in participants dropping out from the intervention, which might be caused by the mismatch between apps and individual health circumstances that were not factored in the matching algorithm. The use of specific apps over a 1-month period may not have been sufficient to induce significant changes in well-being as measured by a global mental health scale, such as the MHC-SF.
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Instead, our results suggest that app usage may affect momentary moods and behaviors more easily measured by EMAs. It may be that EMAs provide a more accurate measure of the day-to-day impact of app usage. To date, there are few studies of well-being interventions utilizing momentary assessments as outcome measures, although their superiority to traditional questionnaire measures has recently been reported [31].

Limitations
There are several limitations to our study. There was a high attrition rate of almost 50% subject randomized, which is not unusual in Web-based interventions. However, the results of the primary analysis were consistent with the sensitivity analyses. Interestingly, we found a higher rate of attrition in the intervention group compared with the control group, a finding which was also reported by Bolier et al [25]. The reason for the greater attrition rate in the intervention group is unclear and, along with many factors associated with the high attrition rates in Web-based interventions, requires further study [32]. Given that intervention and study dropout are often linked in Web-based interventions, it is possible that overall attrition was higher in the intervention group because participants immediately had access to the intervention and thus had no incentive to participate in the 4-week assessment. Alternatively, it is possible that the content, functionality, and aesthetics of some apps may have changed during the short time from when they were added to “The Toolbox” to when they were accessed by participants, as is common on mobile app marketplaces [33], thus not meeting, or differing significantly from their expectations. All of the recommended apps remained available on the app stores for the duration of the study.

Due to the nature of the intervention, it was not possible to quantify the download and use of the apps recommended by “The Toolbox.” Thus, there was no direct measure of intervention adherence. This was accounted for by using ITT analysis; however, ultimately it was not possible to determine whether the lack of effect on well-being was due to nonadherence or due to a lack of effectiveness of “The Toolbox” and its recommended apps. This is an inherent problem when studying the effectiveness of third-party intervention that can only be overcome by retaining full ownership of the intervention tool, as was the case in Lattie et al [13]. The study was also limited by a relatively heterogeneous sample of participants recruited using varying strategies, although this could be both a strength and limitation as it replicates app recommendation interventions in real-life setting. The other major limitation was the lack of longitudinal follow-up data; however, it is unlikely longitudinal effects would be found when no benefits were observed at follow-up (4 weeks), which is when most changes are expected.

Conclusions and Recommendations for Future Research
Whereas there are several randomized controlled trials of the efficacy of Web-based services to improve mental health, previous studies have been conducted in adults with symptoms of anxiety and depression [25,34,35]. In comparison, this was the first study to assess the effectiveness of a well-being intervention designed to recommend the use of readily available mobile apps in a sample of young adults. The design of the intervention utilized expert rating of existing apps and end-user codesign approaches, resulting in an app recommendation service.

Our findings cast doubt on the effectiveness of mobile apps for well-being and mental health in a nonclinical population of young adults. This intervention included a self-guided optimal selection of apps. Further work could focus on developing algorithms to automate the process of determining optimal apps for an individual, taking into account active ingredients in apps, personal characteristics, engagement, and needs. Intervening with the right combination of quality apps is critical to realizing benefits of over 30,000 mental health related apps available in the app store. The instruments used for assessing mental well-being in this study may not have been sensitive enough to detect change caused by app usage. Future research should focus on refining the construct so that it is sensitive to change even when symptoms of depression or mental illness are absent. In addition, consideration should be given to the measurement of the specific behaviors targeted by particular apps as well as to overall constructs, such as well-being.
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Abstract

Background: One of the clinically relevant problems of Internet use is the phenomenon of Internet addiction. Considering the fact that there is ample evidence for the relationship between attachment style and substance abuse, it stands to reason that attachment theory can also make an important contribution to the understanding of the pathogenesis of Internet addiction.

Objective: The aim of this study was to examine people’s tendency toward pathological Internet usage in relation to their attachment style.

Methods: An online survey was conducted. Sociodemographic data, attachment style (Bielefeld questionnaire partnership expectations), symptoms of Internet addiction (scale for online addiction for adults), used Web-based services, and online relationship motives (Cyber Relationship Motive Scale, CRMS-D) were assessed. In order to confirm the findings, a study using the Rorschach test was also conducted.

Results: In total, 245 subjects were recruited. Participants with insecure attachment style showed a higher tendency to pathological Internet usage compared with securely attached participants. An ambivalent attachment style was particularly associated with pathological Internet usage. Escapist and social-compensatory motives played an important role for insecurely attached subjects. However, there were no significant effects with respect to Web-based services and apps used. Results of the analysis of the Rorschach protocol with 16 subjects corroborated these results. Users with pathological Internet use frequently showed signs of infantile relationship structures in the context of social groups. This refers to the results of the Web-based survey, in which interpersonal relationships were the result of an insecure attachment style.

Conclusions: Pathological Internet use was a function of insecure attachment and limited interpersonal relationships.
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Introduction

Background
Nowadays the Internet is a central aspect of everyday life. There are many opportunities for online dating, problems can be discussed in thematically appropriate forums, and doctors can be consulted [1,2]. Even university education is shifting toward the net. Due to the interactive options afforded, the Internet has firmly established itself within everyday life [3]. However, negative aspects of the Internet are increasingly brought to the attention of the public [4]. For instance, certain Web-based self-help forums on problematic areas such as suicidality [5], self-injurious behavior [6], cyberbullying [7], or negative effects on health-related Internet use [8], are controversially discussed both within the media and among professionals.

Internet Addiction
One of the clinically relevant problems Internet use may yield is Internet addiction. Even though most people use the Internet every day without problems, recent figures highlight that excessive Internet use is a significant problem [9]. As a unified concept of the disorder and related diagnostic tools are not yet available [10], prevalence estimates demonstrate high levels of variance with values ranging from 1.5-11.6%. A review article...
found an overall prevalence of 3.5% for computer game and Internet addiction.

With regard to the many behaviors associated with the Internet, the question arises as to whether “Internet addiction” concerns a singular disorder, or whether the only commonality among various Internet-related behavior disorders is the use of the same medium (for the concept of specific Internet addiction, see Davis [11]). Accordingly, excessive Internet use can refer to different Web-based services, such as Web-based computer games [12], gambling [13], sexual content [14], or communicative apps such as chat or social networks [15] that differ in their “addictive” potential. Of particular concern for addiction behaviors are Web-based role-play games and sexual content [16].

Another question relating to the independence of the disorder “Internet addiction” has been discussed for many years [17]: Is “Internet addiction” an independent clinical disorder or rather a concomitant symptom of some other mental illness? Neurobiological research contributes to the answer by showing the equivalence of substance-related addictions and behavioral addictions [18]. This finding is mainly based on the neurobiological correlations between substance-related and behavioral addictions [19]. These results are part of a growing body of research that advocates Internet addiction as a behavioral addiction.

Behavioral addiction is a relatively new term for excessive behavior, which depicts characteristics of psychological dependence [20,21]. The term “behavioral addiction” marks the behavior of the user, and not the medium as the pathological object. In the latest edition of the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition (DSM-5), behavioral addictions have been explicitly included; the chapter previously named “Substance-Related Disorders” was renamed into “Addiction and Related Disorders.” The diagnostic criteria of a behavioral addiction are based on the criteria known for substance dependencies, that is, development of tolerance, withdrawal symptoms, unsuccessful attempts to reduce consumption, neglecting other areas, and use despite negative consequences [22]. Although Internet addiction does not constitute an autonomous clinical entity, Internet Gaming Disorder is listed in the appendix of DSM-5.

The inclusion in Section III of DSM-5 outlines the importance of Internet-related addictions, emphasizing the need for further research in this area. Thus, further studies investigating the etiology and pathogenesis are necessary. Furthermore, it is crucial to identify variables and dispositions that determine the etiology of Internet addiction in order to develop effective therapeutic measures.

Attachment Theory

In line with integrative explanations for substance use disorders, complex etiopathogenic models are also employed for Internet addiction. For instance, Wölfing et al [23] developed an integrative model with an emphasis on learning theory and neurobiological mechanisms in the context of personality traits. Additionally, Internet addiction can be explained using cognitive-behavioral [24], psychodynamic approaches [25], as well as cultural and social considerations [26]. In this context, attachment theory can also make an important contribution to understanding preconditions associated with the development of behavior addictions, due to the widely documented relationship between attachment experiences and substance dependency [27]. Similar mechanisms underlying substance dependence are therefore both feasible and plausible for Internet addictions. For example, bypassing situations where patterns of attachment are activated by excessively spending time on the Internet or replacing negative relationship experiences by rewarding Web-based activity [28]. Overall, as a social medium and the relationship component contained therein, the Internet—compared with other addictive substances—provides even more possibilities to manage deficient attachment and relationship patterns. For example, online interaction in social networks, chats, and forums can dampen feelings of social isolation of people with an uncertain attachment style. In particular, the possibility of anonymous communication over the Internet plays a vital role in compensating social isolation via online contacts and relationships [29].

Research Question

On the basis of the discussed findings, the aim of this study was to investigate the relationship between attachment style, motives for use, used services, and Internet addiction. It was hypothesized that, in comparison with securely attached users, significantly more insecurely attached users would display an Internet addiction. Furthermore, it was assumed that users with an insecure attachment style would differ in their motives for use compared with users with a secure attachment style. It was also hypothesized that users with an Internet addiction would report different motives for use compared with users without an Internet addiction. Finally, it was assumed that users with an insecure attachment style would use Web-based services more often than users with a secure attachment style.

Methods

Design

A Web-based survey was carried out. The Web-based questionnaire was distributed both on Facebook and on 15 thematically different forums (ranging from parent-, travel-, computer- to craft- and comic platforms) to obtain the most heterogeneous sample possible. The survey period lasted for 6 weeks. For descriptive inferential data analysis and hypothesis testing, SPSS version 20 (IBM, Somers, NY, USA) was used.

To rule out methodological artifacts in the first quantitative self-assessment study, a second qualitative study was conducted. In light of the limitations given in any self-evaluation study, the prior aim of this methodological triangulation study was to gain data that for sure could not be influenced by intentional or unintentional bias. Therapists in Austrian clinics as well as the University Clinic of Mainz were contacted to recruit possible participants for the Rorschach study.

Sociodemographic Data

Age, gender, relationship status, and the duration of the existing partnership, highest level of education as well as current job situation were assessed. Furthermore, information about duration and frequency of Internet usage was collected.
Bielefelder Partnership Expectations Questionnaire

The Bielefelder partnership expectations questionnaire was used to assess the attachment style of participants. This inventory consists of 31 items that are rated on a 5-point Likert scale ranging from 0 (completely disagree) to 4 (completely agree).

The questionnaire evaluates the following five attachment styles: secure, conditionally secure, avoidant-closed, ambivalent-clingy, and ambivalent-closed. The reliability of the scales (Cronbach alpha=.77 to .89) is satisfactory.

The Bielefelder questionnaire is different from others in two ways: (1) attachment style is operationalized as configurations of scale scores, which allow qualitative distinctions in terms of functioning and (2) five empirically identified attachment styles are distinguished. Nonetheless validation of the classifications with a German translation of the “Adult Attachment Scale (AAS)” yielded good results [30].

Online Addiction Scale

The online addiction scale is a diagnostic tool consisting of 14 items about Internet addiction that are rated on a 5-point Likert scale with a maximum possible total score of 27 points. Cutoff values differentiate three different user types: normal (<7 points), problematic (>7 points and <13 points), and pathological (>13 points).

In addition, the questionnaire assesses how frequently participants used the following 8 different Web-based services: Web-based games, shopping, chatting in forums, writing emails, Web-based sex services, Web-based gambling, Web-based communities, and information retrieval. The frequency of use is reported on a 4-point scale ranging from 0 (never) to 3 (very often).

Reliability, validity, and utility of the instrument have been confirmed showing a good internal consistency of .88 and homogeneity of .34. An exploratory factor analysis yielded a one-way solution confirming factorial validity [31].

Cyber Relationship Motive Scale (CRMS-D)

The Cyber Relationship Motive Scale is a self-evaluation of user’s relationship motives for going online. Survey respondents are prompted to rate how well each of the 27 possible items applied to their motives for Internet usage on a 5-point scale ranging from 0 (strongly agree) to 4 (strongly disagree): anonymity, opportunity to meet new people, simple communication, curiosity, emotional support, social contact, escape from the real-world, finding love or a sexual partner.

A confirmatory factor analysis was conducted yielding a goodness-of-fit index of .90. On the basis of the factor loadings, acceptable validity could be determined [32].

Rorschach Inkblot Test

The Rorschach Inkblot Test is a performance-based personality test. The test consists of 10 inkblot stimuli: 5 are achromatic and 5 include chromatic colors. Examinees look at each inkblot and say what it looks like or what it might be. Examinees can give one or more responses per inkblot. Following test administration, Rorschach responses are coded and tallied to form main variables, such as “Situational Stress,” “Affective Features,” “Interpersonal Perception,” or “Self-Perception.” The interpretation for each Rorschach variable is guided by interpretive paragraphs that are sequentially arranged in the test manual. The Rorschach variables are given a cutoff score that indicates which interpretive paragraph to choose. To determine the degree to which the results statistically deviate from the norm, the examiner must compare each of the variables with the relevant descriptive statistics that are reported in large normative tables [33].

The Rorschach test can be described as “immune” to any form of bias. This immunity is due to the fact that the evaluation of the Rorschach test is not carried out by an interpretation of the subject’s responses; instead responses are coded by established criteria. Although those established criteria differ based on the evaluation system applied, they generally follow the same basics: acquisition, the experience, and content [34]. This complex evaluation strategy is by no means transparent for subjects; as such any attempt at influencing the interpretation is impossible. This criterion is impossible to be met by any questionnaire or any narrative projective test (like Thematic Apperception Test) but only by a performance-based test analyzing the performances of the client quantitatively [34,35].

As the Rorschach Inkblot Method (RIM) had provoked numerous discussions about its reliability, validity, and utility, it has received a maybe more intensive level of scrutiny than any other personality test, summarized in a meta-analysis and reproved in an independent blue ribbon panel. Taken together, studies on reliability and validity of the RIM showed the same or even more valid results for the RIM as for other well-validated inventories [36,37].

Results

Sample

During the survey period, the Web-based questionnaire was accessed N=1009 times. Around 39.74% (401/1009) of participants did not proceed past the start page, another 28.35% (286/1009) had dropped out by page 3. However, as only a further few participants dropped out at later stages of the survey, the dropout rate can be deemed acceptable [38].

Overall, the questionnaire was completed 249 times, constituting 24.86% of total page views. After checking for plausibility of answers, 4 records were removed, resulting in a total sample of 245 participants (168 female, 77 male) aged 16-61 years (mean 29.6, SD 9.17).

At the time of the survey, 78.8% (193/245) were in a partnership, with an average relationship duration of mean 77.2 months (SD 101.21). Less than half (40.81%) of subjects (100/245) were employed full-time or part-time, one-quarter of the sample consisted of students (62/245, 25.31%), a further 5.71% (14/245) were also working in addition to studying, a small fraction of the total sample were unemployed (16/245, 6.53%), few participants (16/245, 6.53%) were self-employed, and 2.86% were trainees (7/245). In total, 30 subjects (12.2%) reported “other” in terms of employment.
The Rorschach Inkblot Test was conducted with a small sample of 16 voluntary male subjects. Although 8 participants showed abusive Internet usage and 3 of them met the criteria for Internet addiction, a control group of 8 subjects with nonabusive Internet usage was recruited. Participants were aged between 18 and 47 years (mean 31 years). Subjects were primarily students, full-time employees, or self-employed.

**Duration and Frequency of Internet Use**

On average, study participants had used the Internet for over 10 years (mean 10.91, SD 3.92). The daily use of the Internet for private purpose amounted to an average of mean 4.35 h (SD 4.27), ranging from a minimum of 0.1 h up to 21 h a day. A majority of the sample (93.1%, 228/245) used the Internet daily, only 6.9% (17/245) went online 2-3 times per week. None of the subjects stated that they used the Internet once a week, once a month, or less.

**Online Services**

Subjects used the Internet mainly for online shopping (mean 2.32, SD 0.72). Other popular services included online research (mean 2.32, SD 0.72) and social platforms (mean 2.02, SD 1.11), emails (mean 2.02, SD 0.85), as well as chats and forums (mean 1.55, SD 1.06). In contrast, games (mean 0.70, SD 0.99), sexual content (mean 0.51, SD 0.79), and gambling (mean 0.12, SD 12.43) were less popular.

**Online Relationship Motives**

Simple communication (mean 3.47, SD 1.02) and the opportunity to find new friends (mean 3.20, SD 0.95) were the dominant motives for Internet use. Emotional support (mean 2.37, SD 0.94), anonymity (mean 2.04, SD 1.3), and escapism (mean 2.03, SD 1.17) appear to be motives of medium importance. The lowest, sexual (mean 1.59, SD 1.07), and social-compensatory motives (mean 1.69, SD 1.14), were less frequently reported as online relationship motives.

**Attachment Style**

More than half (50.6%, 124/245) of participants showed an insecure attachment style (ambivalent-closed, ambivalent-clingy, and avoidant-closed), whereas almost as many subjects showed a secure attachment style (conditionally secure and secure). Therefore, secure and insecure attachment style was equally represented in the sample (Table 1).

**Internet Addiction**

Only 1.2% of subjects (3/245) could be classified as addicted Internet users. To allow for appropriate statistical analysis, the categories “pathological” and “problematic use” were merged to the variable Internet addiction tendency with 30 subjects. A majority (87.3%, 214/245) of users showed normal Internet use.

**Attachment Style and Internet Addiction**

It was hypothesized that, in comparison with securely attached users, significantly more insecurely attached users would display an Internet addiction. Descriptive data revealed that the majority of participants with a tendency for Internet addiction (n=24) were categorized as insecurely attached, and only a few (n=6) were securely attached. An opposite trend can be detected when considering subjects without Internet addiction tendencies. More subjects categorized as securely attached (n=115) showed no tendencies for an Internet addiction than insecurely attached subjects (n=99).

A chi-square test was conducted. Unsurprisingly, it was found that insecurely attached subjects differ significantly from securely attached subjects in their tendency for Internet addiction ($\chi^2=12.0$, $P=.003$). Furthermore, differences regarding Internet addiction tendencies between the five attachment categories were significant ($\chi^2=27.09$, $P=.004$). Most strikingly, an ambivalent attachment style was associated with Internet addiction. More than two-third (n=21) of all subjects, who showed Internet addiction tendencies (n=30), could be allocated to this category, although occupation of this category was generally rather low (n=52).

**Attachment Style and Motives for Use**

A univariate test of between-subjects effects (analysis of variance, ANOVA) was conducted to investigate the relationships between attachment style and motives for Internet use. A significant result was found for two motives, that is, anonymity ($F_4=2.82$, $P=.02$) and emotional support ($F_4=3.16$, $P=.03$). For subjects with an insecure attachment, the motives “emotional support” (mean 2.66) and “anonymity” (mean 2.36) were significantly more important than for subjects with secure attachment (emotional support, mean 2.03; anonymity, mean 1.67). To check for significant differences between the three

<table>
<thead>
<tr>
<th>Attachment Style</th>
<th>Frequency, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Secure attachment</td>
<td></td>
</tr>
<tr>
<td>Secure</td>
<td>121 (49.4)</td>
</tr>
<tr>
<td>Conditionally secure</td>
<td>25 (10.2)</td>
</tr>
<tr>
<td>Insecure attachment</td>
<td></td>
</tr>
<tr>
<td>Avoidant-closed</td>
<td>124 (50.6)</td>
</tr>
<tr>
<td>Ambivalent-clingy</td>
<td>50 (20.4)</td>
</tr>
<tr>
<td>Ambivalent-closed</td>
<td>36 (14.7)</td>
</tr>
<tr>
<td>Overall</td>
<td>245 (100)</td>
</tr>
</tbody>
</table>
attachment styles, post hoc single comparisons were performed. Bonferroni correction was used to adjust the significance threshold for multiple comparisons. There were significant differences between users with the attachment style ambivalent-closed and conditionally secure ($P < .001$) and secure ($P = .02$) with respect to the motives anonymity and emotional support. Ambivalent-closed participants showed significantly higher values in the motives anonymity (mean 2.84) and emotional support (mean 2.56) than conditionally secure (anonymity, mean 2.10; emotional support, mean 1.68) or secure users (anonymity, mean 1.79; emotional support, mean 1.63).

**Internet Addiction and Online Relationship Motives**

It was checked whether people with Internet addiction tendencies differed significantly in their online relationship motives compared with normal Internet users. A comparison of means revealed significant differences in the online relationship motives anonymity ($t_{159} = -4.42$, $P = .003$), simplified communication ($t_{39.72} = -3.38$, $P = .006$), emotional support ($t_{159} = -3.74$, $P < .001$), social compensation ($t_{27.72} = -2.13$, $P = .04$), and escapism ($t_{159} = -4.88$, $P < .001$).

For all motives, participants with Internet addiction tendencies had higher mean values (see Figure 1).

**Attachment Style and Internet Services**

A multivariate analysis of variance (MANOVA) was performed to examine the relationship between attachment style and Web-based services. Using the conservative Pillai trace, no significant main effect for the factor attachment style could be found. Thus, the hypothesis that the use of various Web-based services and apps is associated with different binding styles can be rejected.

**Internet Addiction Tendencies and Internet Services**

There were significant differences between groups with and without Internet addiction tendencies with regard to the use of Web-based sex services ($t_{32.219} = -3.20$, $P = .002$, $d=0.84$) and the use of chats and forums ($t_{242} = -2.09$, $P = .04$, $d=0.40$). The comparison of means showed that both services were more frequently used by subjects with Internet addiction tendencies (forums or chats: mean 2.93, SD 1.01; Web-based sex services: mean 2.1, SD 1.12) than by modest users (forums or chats: mean 2.5, SD 1.06; Web-based sex services: mean 1.43, SD 0.70).

**Rorschach Inkblot Test**

The analysis of the Rorschach protocols gave the following results: patients who reported a tendency to pathological Internet use showed a significantly lower degree of sociability (as measured by H% [percentage of human figures], $P = .05$, Mann-Whitney U test), whereas a higher level of accuracy of perception (measured on F+% [form level], $P = .05$, Mann-Whitney U test) occurred in the control group of patients who denied a tendency to pathological Internet use. Examination of the homogeneity of variance using Levene test proved the parameters of the percentage of intermediate figure responses (“S-responses”) that are seen as an indicator for the potential of aggression, as significant ($P < .001$). In the group of abusive patients, the minimum percentage of S-responses was at 0% and the maximum at 38.6%, whereas in the group of inconspicuous Internet users, the minimum was at 10.64% and the maximum was at 25%. Therefore, the group of abusive Internet users can be regarded not only as particularly aggression-inhibited, but also as aggressive patients. Of particular interest in this context is the common assumption that the online world can both dissipate and fuel aggression.

**Figure 1.** Internet addiction and online relationship motives.
Discussion

Principal Findings

Although a growing body of scientific literature highlights that Internet addiction is a serious health problem, there have been no etiopathological studies to support this claim. Since an association between secure or insecure attachment and substance dependence is well-documented, the aim of this study was to examine whether people differ in their Internet addiction tendencies in regards to their attachment style.

The assumption that insecure attached people show higher Internet addiction tendencies could be confirmed. Ambivalent attachment styles were particularly associated with pathological Internet usage tendencies. For ambivalent-closed attached people, the motives anonymity and social support were significantly more important than for secure and conditionally secure users. Furthermore, participants with Internet addiction tendencies usage identified anonymity, emotional support, escapism, and social compensation as important relationship motives for Internet use.

However, attachment styles were not associated with the Web-based services used. Nonetheless, there was a difference in the use of Web-based services with regards to the Internet addiction tendencies. In particular, participants with Internet addiction tendencies engaged significantly more in Web-based chats and forums than normal users. Thus, the possibility of Web-based communication seems to play a prevalent role in the context of pathological Internet use.

It appears therefore that, in comparison with Web-based services used, motivational factors relating to online relationships can best explain this finding. In contrast, the relationship between the Web-based services used and the tendency toward Internet addiction can be attributed to the individual addictive potential of the particular Web-based service in question.

Overall, the findings of the Rorschach Inkblot Test are in line with the results of the Web-based survey, in which abusive Internet use presents itself as a function of insecure attachment and impaired interpersonal relationships, that is, the preference for chats and forums by study participants with tendencies toward Internet addiction as a result of an infantile relationship that has not reached the level of group compatibility. Chats and forums offer fictional contact with a group, while communication between users remains in virtual space, which in turn significantly weakens the experience of group presence. Thus, communication in chat-rooms or forums is within the framework of a group constellation, however, always experienced at the level of primary intersubjectivity, that is, within the relationship between I and You. Considering interpersonal skills as an expression of attachment capability [39], it is striking that the intersubjectivity of abusive Internet users has not reached the level of maturity of secondary intersubjectivity [40,41].

These results illustrate the escapist and social-compensatory function associated with pathological Internet usage. Although ambivalent-closed users demonstrate difficulties with acceptance and opening up to others, a parallel desire to connect with others also exists [42]. The media-ecological framework model according to Döring [3] and the uses and gratifications [43] approach can help to understand these findings. On this basis, it can be assumed that the Internet offers specific opportunities for interaction that people with a high Internet addiction tendency do perceive as sufficient forms of communication. Consequently, they report Web-based communication to be more easily accessible and understandable. Apparently, these people appear to be able to use the medium to their advantage, they seem to be able to build a relationship world online in which they can experience emotional support and balance social restrictions. At the same time, the network offers the possibility to temporarily remove a burden from a distressed reality. The factor “anonymity” therefore takes a position of particular importance. The anonymity of the Internet allows for a new presentation of the self, whereby ambivalent-closed users are able to compensate for fears associated with acceptance. At the same time, however, the anonymity provides a platform for online disinhibition [44], which may increase the willingness to open up to others. It appears that it is predominantly users with an ambivalent-closed style attachment who use the Internet in order to compensate for “real” deficits, demonstrating therefore the clearest trend toward pathological Internet use [45]. The importance of relationship motives for this group supports the hypothesis that a socially compensatory component is key for a high Internet addiction tendency.

The satisfaction of these motives is in line with the needs relevant in the context of media usage postulated in Schramm and Hasebrink [46]. Above all, social needs, as well as the search for relaxation and escapism can be satisfied online. At the same time, the fulfillment of an existing need for social affection in the context of an otherwise unfavorable binding pattern plays a particular important role. At this point, it becomes clear to what extent the cognitive-behavioral model of the Internet addiction is appropriate in this context. Although on the one hand side attachment styles [47] can have an unfavorable influence on the self-concept, on the other side online social support and social compensation can act as a reinforcing stimulus. This can result in cognitions suggested by Davis [11], which view the self and others only online pleasantly. Strengthening of this experience might result in an abusive and even addictive Internet usage behavior.

Overall, this study allows for important conclusions about the background of pathological Internet usage to be made. As a consequence, the presented findings are indicative for future research regarding the etiopathology of Internet addiction.

Limitations

Methodological issues limit the validity of the research results. For example, the lack of participants classified as “addicted” marks a key problem of this study. Therefore, conclusions can only be drawn for problematic, subclinical Internet use. In light of the generally low prevalence of the disorder of only 3.5% [9], it is recommended to conduct another study with a specially selected sample. It is also important to point out that users of Web-based games, gambling, and sex services were not adequately represented in the sample. This one-sided sample composition can be explained by solely recruiting participants
on forums and social networks. Moreover, it would be important to find out to what extent abusive and pathological Internet use differs (ie, regarding comorbidity, used Web-based services and further disease progression). A long-term monitoring of users with Internet addiction tendencies would be required to reveal whether attachment style can act as a disposition and consequently facilitate the development of an Internet addiction. As such, adequate preventive measures could then be applied at an early stage.

In all Web-based surveys, the sample composition constitutes another issue limiting the value of the found results [48]. It may be that Internet users, who are striving to relativize the negative image of Internet dependency, predominantly responded to the survey. A related concern is the limited possibilities to gain information in a self-assessment process typical for Web-based studies. However, it should be noted that while the statistical evaluation can be regarded as objective, the analysis of values and their interpretation cannot be assumed for the data itself [49], due to the fact that every form of self-evaluation has an intentional or unintentional bias. This can include self-deception, simulation or dissimulation, or indeed socially desirable answers [41].

For the Rorschach test, it has to be taken into account that projective techniques are differing from structured tests in stimulus and response and therefore remain “problematic instruments from a psychometric standpoint” [50]. In projective techniques, the stimuli used are more ambiguous than in structured tests. Although items of structured personality tests based on self-observation also bear a certain degree of ambiguity, for example, by using the term “often,” that can be interpreted in various ways, projective techniques, in general, are providing a much wider freedom of response and consecutively provoking a much wider response variety in nature and number going together with a complex procedure of scoring. Therefore, they are much more vulnerable by interpreter’s scope of accuracy.

Implications for Therapy
A tendency to pathological Internet use was associated with an insecure attachment style and limited interpersonal relationships; it therefore seems plausible to take therapeutic measures to help patients address real-life deficits, that is, this can be achieved by a therapeutic relationship with the therapist as a “substitute attachment figure” [28], or in a group therapy, where the therapeutic community can also provide corrective relationship experiences [51], and finally the results of the Rorschach test highlight the need for secondary and tertiary intersubjectivity in patients [52].
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Abstract

Background: Existing research postulates a variety of components that show an impact on utilization of technology-mediated mental health information systems (MHIS) and treatment outcome. Although researchers assessed the effect of isolated design elements on the results of Web-based interventions and the associations between symptom reduction and use of components across computer and mobile phone platforms, there remains uncertainty with regard to which components of technology-mediated interventions for mental health exert the greatest therapeutic gain. Until now, no studies have presented results on the therapeutic benefit associated with specific service components of technology-mediated MHIS for depression.

Objective: This systematic review aims at identifying components of technology-mediated MHIS for patients with depression. Consequently, all randomized controlled trials comparing technology-mediated treatments for depression to either waiting-list control, treatment as usual, or any other form of treatment for depression were reviewed. Updating prior reviews, this study aims to (1) assess the effectiveness of technology-supported interventions for the treatment of depression and (2) add to the debate on what components in technology-mediated MHIS for the treatment of depression should be standard of care.

Methods: Systematic searches in MEDLINE, PsycINFO, and the Cochrane Library were conducted. Effect sizes for each comparison between a technology-enabled intervention and a control condition were computed using the standard mean difference (SMD). Chi-square tests were used to test for heterogeneity. Using subgroup analysis, potential sources of heterogeneity were analyzed. Publication bias was examined using visual inspection of funnel plots and Begg’s test.Qualitative data analysis was also used. In an explorative approach, a list of relevant components was extracted from the body of literature by consensus between two researchers.

Results: Of 6387 studies initially identified, 45 met all inclusion criteria. Programs analyzed showed a significant trend toward reduced depressive symptoms (SMD –0.58, 95% CI –0.71 to –0.45, P<.001). Heterogeneity was large (I²≥76). A total of 15 components were identified.

Conclusions: Technology-mediated MHIS for the treatment of depression has a consistent positive overall effect compared to controls. A total of 15 components have been identified. Further studies are needed to quantify the impact of individual components on treatment effects and to identify further components that are relevant for the design of future technology-mediated interventions for the treatment of depression and other mental disorders.
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Introduction

Over the last decade, numerous technology-mediated treatments for mental health disorders have been developed and tested in controlled trials. They form a subset of what the World Health Organization in 2005 coined “mental health information system” (MHIS). A MHIS “is a system for collecting, processing, analyzing, disseminating, and using information about a mental health service and the mental health needs of the population it serves” [1]. Although such a system does not necessarily need to rely on computerization, evidence from recent years suggests that technology-mediated MHIS holds vast opportunities in terms of much-needed scalability while ensuring treatment effectiveness. This was shown by a number of reviews and meta-analyses on computerized and Internet-delivered MHIS for mental health disorders in general [2-4] and for depression in particular [5-8].

Despite this success, it remains unclear what guides the design of MHIS and the choice of components that support existing evidence-based mental health interventions. Existing research postulates a variety of such components that show an impact on utilization of technology-mediated services and treatment outcome in general [9]. Morrison et al [10] more specifically assessed the effect of isolated components on the results of Web-based MHIS interventions and introduced that “there has been relatively little formal consideration of how differences in the design of an intervention (ie, how the content is delivered) may explain why some interventions are more effective than others.” They defined four core interactive system components that may mediate the effects of intervention design on outcomes: (1) social context and support, (2) contacts with intervention, (3) tailoring, and (4) self-management. A study by Whitton et al [11] examined the associations between symptom reduction and use of components across computer and mobile phone platforms for people with depression for one specific computerized intervention. They found that the incorporation of alert-based components, such as reminders and short motivational messages, quotes, or facts, that were sent by email or short message service (SMS) text message showed greater therapeutic gain compared with programs that did not make use of these components. At large, it was found that reminders play a decisive role in the engagement of users in mental health interventions and are a cost-effective approach for engaging users [11-13]. In addition, Landenberger and Lipsey [14] studied the relationship between specific components and the effects of computerized cognitive behavior therapy (CBT) on the recidivism of adult and juvenile offenders. Despite these findings, there remains uncertainty with regard to which components of technology-mediated interventions for mental health exert the greatest therapeutic gain across MHIS targeting people with depression. An analysis reviewing trials of technology-adaptable interventions for the treatment of depression in adults with cognitive impairments is still underway [15].

A recent preliminary literature review by Wahle and Kowatsch [16] aimed at identifying a first set of generic components for the design of MHIS for people with depression and acted as a starting point for this review in further identifying relevant components. Similar to Morrison et al [10], they hypothesized that the channel of delivery (eg, mobile phone-based, Web-based), the degree of peer support, the availability of subsidiary support, the degree of tailoring, and the existence of gamification elements likely have an impact on treatment outcome, independent from the underlying therapeutic approach [16].

This work aims at extending this list in a systematic manner and to seek evidence for the effectiveness of each of the newly identified components. By nature, MHIS represent persuasive systems. Persuasive systems may be defined as “computerized software or information systems designed to reinforce, change, or shape attitudes or behaviors or both without using coercion or deception” [17]. Therefore, we drew on Oinas-Kukkonen and Harjumaa’s generic model of persuasive systems design [18] to identify further potentially relevant components when investigating the influence on the effectiveness of MHIS. Components the authors deemed meaningful that did not strictly follow Oinas-Kukkonen and Harjumaa’s proposed system features were also added.

In summary, this systematic review and meta-analysis aims to add to the current body of literature by providing a systematic update in evaluating the overall effectiveness of technology-mediated treatments for depression, as well as identifying the current set of system components in use, which has not previously been conducted on a systematic review targeting depression treatments.

Methods

An electronic search was conducted in MEDLINE, PsycINFO, and the Cochrane Library. Titles and abstracts of the identified randomized controlled trials (RCTs) were screened using predefined inclusion criteria. We independently assessed the eligibility for inclusion of all potentially relevant studies identified by the search strategy. Any disagreements were resolved by discussion among the authors. Manually screening reference lists for additional studies of relevance and tracing trials was aimed to obtain further studies possibly eligible for inclusion. Included RCTs were categorized by (1) location, (2) total number of patients randomized, (3) target condition (depression or depression comorbid with anxiety), (4) depression severity, (5) age of participants, (6) name and type of intervention, (7) type of comparator, (8) study quality, and (9) MHIS system components (see Data Extraction). A change in validated depression scores was used as the primary outcome. Data were collected from eligible trials and transferred to a data extraction table. Study quality was assessed using the widely used Jadad scale [19], additionally checking each trial for appropriate randomization, blinding of patients, as well as
dropout and withdrawals (see Assessment of Methodological Quality).

For the implementation of this systematic review, the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) statement was used [20]. Methods of the analysis and inclusion criteria were specified in advance and documented in a protocol (can be provided on request). However, the protocol also included the evaluation of other mental disorders. Due to the large number of RCTs identified and the resulting high degree of heterogeneity, it was decided that mental disorders other than depression were not to be evaluated in this systematic review.

Information Sources

Electronic searches were conducted in MEDLINE, PsycINFO, and the Cochrane Controlled Trials Register. Medical Subject Headings (MeSH) and relevant text word terms were used to identify relevant studies (see Search Strategy). The last search was run on September 1, 2016. Reference lists of systematic reviews and articles identified were manually checked for relevant entries.

Search Strategy

Search terms for depression were used to scan all trials registers and databases outlined previously. Additional terms for a range of delivery methods (eg, online, Internet, Web, computer, phone) and terms that specify the type of intervention (eg, cognitive behavioral, psychodynamic, interpersonal, psychoeducation) were applied. Further search terms were utilized to limit the search to studies of therapeutic interventions (eg, therapy, psychotherapy, intervention, treatment) and to RCTs. Figure 1 gives an overview of the terms used in this literature search.

As a consequence of the protocol also including the evaluation of other mental disorders, the search strategy was refined during the course of the review to limit our study to depression. A compilation of the preliminarily defined search terms is given in Figure 1.

Figure 1. Keyword combinations used in the literature search process.

<table>
<thead>
<tr>
<th>Title (OR)</th>
<th>Abstract/Title (OR)</th>
<th>Abstract/Title (OR)</th>
<th>Full text (OR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mental health</td>
<td>Intervention</td>
<td>Computer</td>
<td>Rct</td>
</tr>
<tr>
<td>Mood disorder(s)</td>
<td>Support</td>
<td>Computerised</td>
<td>Randomised controlled</td>
</tr>
<tr>
<td>Mental disorder(s)</td>
<td>Therapy</td>
<td>Computerized</td>
<td>trial(s)</td>
</tr>
<tr>
<td>Mental illness</td>
<td>Treatment</td>
<td>Internet</td>
<td>Randomised controlled</td>
</tr>
<tr>
<td>Depression</td>
<td>Psychotherapy</td>
<td>Web</td>
<td>trial(s)</td>
</tr>
<tr>
<td>Mood</td>
<td>Psychodynamic</td>
<td>Online</td>
<td>randomized</td>
</tr>
<tr>
<td>Psychological disorder(s)</td>
<td>therapy</td>
<td>Phone</td>
<td>randomized</td>
</tr>
<tr>
<td>Depressive disorder(s)</td>
<td>Psychoeducation</td>
<td>Mobile phone</td>
<td>Information</td>
</tr>
<tr>
<td></td>
<td>Cognitive-behavioural</td>
<td>Smartphone</td>
<td>system(s)</td>
</tr>
<tr>
<td></td>
<td>Cognitive-behavioural</td>
<td>eHealth</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Training</td>
<td>mHealth</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Management</td>
<td>Psychology</td>
<td></td>
</tr>
<tr>
<td></td>
<td>care</td>
<td>e-psychology</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Assistance</td>
<td>Telecare</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Help</td>
<td>e-mental health</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exercise</td>
<td>Technologies</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Skills</td>
<td>Technology</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Coping skills</td>
<td>Information</td>
<td></td>
</tr>
</tbody>
</table>

Study Selection

The process of study selection required an eligibility check for each article identified. Eligibility of studies was assessed by reviewing the abstracts of the references identified by the search strategy. Full texts were additionally screened when necessary. In case of doubt, any disagreements and ambiguous articles were discussed among the authors, and eligibility of studies was decided by consensus.

Eligibility Criteria

Type of Study Design

Any parallel-group RCT published in English between January 2000 to September 2016 in a peer-reviewed journal was considered eligible for inclusion in this systematic analysis and synthesis.

Type of Participants

Studies were included if they evaluated adults or adolescents who had any of the following conditions: mild to severe depression, excluding depression co-occurring with non-
Diagnostic and Statistical Manual of Mental Disorders (Fifth Edition) (DSM-V) [21] disorders or depression caused by environmental factors (eg, traumatic events), or depression comorbid with anxiety disorders. Studies of participants with other mental health problems (eg, schizophrenia, sleep disorders, personality disorders) were excluded to reduce the risk of heterogeneity.

**Types of Interventions**

Studies that assessed any form of technology-based intervention for depression were included in this systematic review. To assure a sufficient degree of comparability, a necessity for meta-analyses, we only included interventions in which there existed evidence for comparable outcomes for the treatment of depression. This was decided based on literature and consultation from two licensed psychotherapists. These included (1) psychotherapy (eg, cognitive behavioral therapy [22], interpersonal therapy [23], problem-solving therapy [24], supportive therapy [25]), (2) psychoeducation [26], and (3) exercise/physical activity [27] which showed results on par with a pharmacological treatment. Additional administration of drugs or procedures was allowed. The following channels for service delivery were considered eligible for inclusion: (1) offline delivery, including all interventions that did not require an Internet connectivity to provide care (eg, stand-alone computers); (2) Web-supported delivery, including interventions that made use of the Internet to deliver services (eg, using interactive websites to provide interventions or online self-help forums); and (3) mobile phone, smartphone, and tablet delivery, including all treatment programs that made use of mobile phone or tablet apps. The range of apps ranged from simple message passing to feature-rich multimedia interventions.

To meet the secondary inclusion criteria, all eligible clinical trials (according to the aforementioned eligibility criteria) were then inspected with regard to their technical feasibility. Criteria for studies being classified as technically feasible were the following: (1) to provide a methodologically structured format of care to the participants, the intervention must have adhered to a manual, protocol, or structured approach (with clearly stated processes, program structure, and objectives) and (2) treatment must not have been primarily based on face-to-face interaction, group discussion, or any other form of treatment that required personal interaction. Specific accompanying service configurations, which facilitated interaction and support with the study team and/or peer groups made possible by technology, were eligible for inclusion. In general, mental health care services, such as psychotherapeutic or behavioral interventions, were deemed suitable for the provision in a guided or nonguided format and were thus considered technically feasible. Only trials of interventions that were considered to be technically viable were included in this systematic review.

**Types of Endpoints and Outcome Measures**

In terms of types of endpoints, RCTs assessing the impact on symptoms of depression were taken into consideration. Our primary outcome measures of interest were symptoms of depression. Trials were eligible for inclusion if they have evaluated the severity of depression pre- and postintervention using one or both of these valid assessment scales: (1) the Beck Depression Inventory (BDI, BDI-1A, or BDI-II) or (2) the Patient Health Questionnaire (PHQ, PHQ-9, or PHQ-2).

The BDI is a widely used psychometric test to assess characteristic attitudes and symptoms of depression. The test consists of 21 multiple-choice self-report questions and is employed by the majority of researchers and health care professionals to measure depression severity [28]. The PHQ is a brief, self-administered assessment tool for screening and diagnosis as well as for selecting and monitoring treatment. It is part of the longer PHQ that integrates DSM-IV depression criteria with other leading major depressive symptoms into a concise self-report instrument [29].

**Types of Controls**

Studies were included if they compared technology-based interventions for depression to either waiting-list control (WLC), treatment as usual (TAU), or any other form of treatment for depression. The RCTs were also deemed eligible if they compared one channel of service delivery to another channel of delivery. Trials were further considered eligible if they analyzed interventions that compared different forms of subsidiary support.

**System Components**

For each identified component, we provide a rational for inclusion in the Results section. Despite some components appearing to be derived from underlying psychological theory, they were included because they were either enabled or administered by technology. For each study included in the systematic review, we determined the presence of defined system components for later analysis.

We would like to emphasize that our analysis of system components is not comprehensive and was only conducted to the degree possible based on published information in the respective literature included for the meta-review.

**Data Extraction**

Data collection tables were predeveloped and subsequently refined during the process of data extraction. The following information were collected from every article.

**Comorbidity**

The occurrence of comorbidity was recorded. A difference was made between depression/depressive symptoms only and depression/depressive symptoms co-occurring with anxiety.

**Characteristics of Intervention**

The name of the therapy program and the year and location of the study were recorded. Also, information on the duration of the intervention in weeks and follow-up in months was collected. In addition, program structure and format, as well as the number of modules, were recorded. For each intervention, we further gathered any information on the aim of the intervention (inferred from the description of the intervention) and the MHIS channel(s) used (eg, online, mobile phone, computer program).

**Characteristics of the Control Condition**

Where applicable, all relevant information provided on the control condition was recorded.
Sample Characteristics

After applying the inclusion and exclusion criteria, we collected information on the severity of clinical depression at baseline. As a consequence of differences in the reporting of symptom severity, which was used for the inclusion/exclusion of participants, we categorized studies into one of four severity classes.

<table>
<thead>
<tr>
<th>Item</th>
<th>Rating</th>
<th>PHQ-9</th>
<th>BDI-II</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depression severity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>No depression</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1-5</td>
<td>Minimal depression</td>
<td>1-5</td>
<td>14-19</td>
</tr>
<tr>
<td>6-9</td>
<td>Mild depression</td>
<td>6-9</td>
<td>20-28</td>
</tr>
<tr>
<td>10-14</td>
<td>Moderate depression</td>
<td>10-14</td>
<td>≥29</td>
</tr>
<tr>
<td>15-19</td>
<td>Moderately severe</td>
<td>15-19</td>
<td></td>
</tr>
<tr>
<td>≥20</td>
<td>Severe depression</td>
<td>≥20</td>
<td></td>
</tr>
<tr>
<td>Depression category</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>Not reported</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>Mild/minimal to moderate</td>
<td>1</td>
<td>14-19</td>
</tr>
<tr>
<td>2</td>
<td>Moderately severe/severe</td>
<td>2</td>
<td>20-28</td>
</tr>
<tr>
<td>3</td>
<td>Moderately severe to severe/</td>
<td>3</td>
<td>≥29</td>
</tr>
<tr>
<td>Age category</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>No age restrictions</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>Adults (&gt;16 years of age)</td>
<td>1</td>
<td>14-24 years of age</td>
</tr>
<tr>
<td>2</td>
<td>Adolescents (14-24 years of</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Older adults (&gt;50 years of age)</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Adults without older adults (18-75 years of age)</td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>

All Relevant Outcomes

We recorded all relevant outcomes reported on at least one of the following scores: the BDI or PHQ score.

Study Quality

Study quality was assessed according to Jadad et al [19] (see Assessment of Methodological Quality).

Service Components

For a quantified overview, the individual system components were either binary coded or, if applicable, kept in original scale.

Assessment of Methodological Quality

The quality of trials was examined according to the Jadad score [19] and use of intention-to-treat analysis for the available endpoints and practice of a blinded endpoint assessment. Further information can be obtained from the protocol and the quality assessment table (see Table 2).

Table 2. Study quality: risk of bias in included studies (N=45).

(1) Double blinded? (2) Withdrawals and dropouts reported? (3) Method of randomization reported and appropriate? (4) Method of blinding reported and appropriate? (5) Analysis “intention-to-treat”? (6) Assessment of the endpoint blinded?
<table>
<thead>
<tr>
<th>Study</th>
<th>Depression</th>
<th>Total score</th>
<th>Quality rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agyapong [30]</td>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Andersson [31]</td>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Andersson [32]</td>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Berger [33]</td>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Burton [34]</td>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Carlbring [35]</td>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Choi [36]</td>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Clarke [37]</td>
<td>0.0</td>
<td>0.5</td>
<td>1.0</td>
</tr>
<tr>
<td>de Graaf [38]</td>
<td>0.0</td>
<td>1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Holländare [39]</td>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Høifødt [40]</td>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Johansson [41]</td>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Johansson [42]</td>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Kay-Lambkin [43]</td>
<td>0.0</td>
<td>0.5</td>
<td>1.0</td>
</tr>
<tr>
<td>Kessler [44]</td>
<td>0.0</td>
<td>0.5</td>
<td>1.0</td>
</tr>
<tr>
<td>Kivi [45]</td>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Lappalainen [46]</td>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Lappalainen [47]</td>
<td>0.0</td>
<td>1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Ly [48]</td>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Meyer [49]</td>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Meyer [50]</td>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Morgan [51]</td>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Moritz [52]</td>
<td>0.0</td>
<td>1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Perini [53]</td>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Phillips [54]</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Preschl [55]</td>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Richards [56]</td>
<td>0.0</td>
<td>0.5</td>
<td>1.0</td>
</tr>
<tr>
<td>Richards [57]</td>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Ruwaard [58]</td>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Sheeber [59]</td>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Spek [60]</td>
<td>0.0</td>
<td>1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Ström [61]</td>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Titov [62]</td>
<td>0.0</td>
<td>0.5</td>
<td>1.0</td>
</tr>
<tr>
<td>Titov [63]</td>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Vernmark [64]</td>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>
The quality rating was based on the total score achieved, and studies were categorized into three groups according to their quality scores: (1) good (4.5-7 points), (2) fair (3-4 points), and (3) poor (0-2.5 points). One point was given for every quality criterion met, 0.5 points for an incomplete description of the methodology used, and no points if a quality criterion was not met. As a consequence of only including RCTs in this review, it was expected that every study was described as “randomized” and thus attained at least 1 point on the quality rating score.

Achieving a successful blinding in psychotherapy trials is generally considered to be very challenging, and the methods of blinding are seldom described appropriately [67]. As a consequence, we expected that only a minority of studies would reach a score higher than 5 points and consequently set the cut-off scores according to our expectations of study qualities.

**Data Synthesis**

This systematic review included a broad variety of clinical subpopulations (e.g., differences in baseline severity or age) as well as treatment programs and types of comparators. Therefore, the feasibility of conducting a meta-analysis required careful consideration because the calculation of a mean treatment effect across studies could be irrelevant if studies varied significantly with regard to study populations, interventions, comparisons, or methods [68]. The protocol prespecified that if there was an adequate number of comparable studies, a random-effects meta-analysis according to the methodology of DerSimonian and Laird [69] would be conducted for the combined study groups of depression and depression comorbid with anxiety. Tables 3 and 4 provide a summarizing overview of the included studies.
<table>
<thead>
<tr>
<th>Study</th>
<th>Location</th>
<th>N</th>
<th>Name</th>
<th>Severity</th>
<th>Age</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Depression</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agyapong [30]</td>
<td>Ireland</td>
<td>54</td>
<td>No name</td>
<td>Moderately severe to severe</td>
<td>Adults (≥16 years)</td>
</tr>
<tr>
<td>Andersson [31]</td>
<td>Sweden</td>
<td>69</td>
<td>No name</td>
<td>Mild to severe</td>
<td>Adults (≥16 years)</td>
</tr>
<tr>
<td>Andersson [32]</td>
<td>Sweden</td>
<td>117</td>
<td>No name</td>
<td>Mild to moderate</td>
<td>Adults (≥16 years)</td>
</tr>
<tr>
<td>Berger [33]</td>
<td>Switzerland Germany</td>
<td>76</td>
<td>Deprexis</td>
<td>Mild to severe</td>
<td>Adults (≥16 years)</td>
</tr>
<tr>
<td>Burton [34]</td>
<td>Romania Spain Scotland UK</td>
<td>28</td>
<td>Help4Mood</td>
<td>Mild to severe</td>
<td>Adults without older adults (18-75 years)</td>
</tr>
<tr>
<td>Carlbring [35]</td>
<td>Sweden</td>
<td>80</td>
<td>Depressions-hjälpem</td>
<td>Mild to moderate</td>
<td>Adults (≥16 years)</td>
</tr>
<tr>
<td>Choi [36]</td>
<td>Australia</td>
<td>63</td>
<td>Brighten Your Mood Program</td>
<td>Minimal to moderately severe</td>
<td>Adults (≥16 years)</td>
</tr>
<tr>
<td>Clarke [37]</td>
<td>USA</td>
<td>160</td>
<td>No name</td>
<td>NR</td>
<td>Adolescents (14-24 years)</td>
</tr>
<tr>
<td>de Graaf [38]</td>
<td>Netherlands</td>
<td>303</td>
<td>Colour Your Life</td>
<td>Mild to moderate</td>
<td>Adults without older adults (18-75 years)</td>
</tr>
<tr>
<td>Holländare [39]</td>
<td>Sweden</td>
<td>84</td>
<td>No name</td>
<td>Mild</td>
<td>Adults (≥16 years)</td>
</tr>
<tr>
<td>Hofkind [40]</td>
<td>Norway</td>
<td>106</td>
<td>MoodGYM (Norwegian Version)</td>
<td>Moderate to severe</td>
<td>Adults without older adults (18-75 years)</td>
</tr>
<tr>
<td>Johansson [41]</td>
<td>Sweden</td>
<td>92</td>
<td>SUBGAP</td>
<td>Mild to severe</td>
<td>Adults (≥16 years)</td>
</tr>
<tr>
<td>Johansson [42]</td>
<td>Sweden</td>
<td>121</td>
<td>No name</td>
<td>Mild to severe</td>
<td>Adults (≥16 years)</td>
</tr>
<tr>
<td>Kay-Lambkin [43]</td>
<td>Australia</td>
<td>97</td>
<td>SHADE</td>
<td>Mild to severe</td>
<td>Adults (≥16 years)</td>
</tr>
<tr>
<td>Kessler [44]</td>
<td>UK</td>
<td>297</td>
<td>No name</td>
<td>Mild to severe</td>
<td>Adults without older adults (18-75 years)</td>
</tr>
<tr>
<td>Kivi [45]</td>
<td>Sweden</td>
<td>92</td>
<td>Depressions-hjälpen</td>
<td>Mild to moderate</td>
<td>Adults (≥16 years)</td>
</tr>
<tr>
<td>Lappalainen [46]</td>
<td>Finland</td>
<td>39</td>
<td>Good Life Compass</td>
<td>Mild to severe</td>
<td>Adults (≥16 years)</td>
</tr>
<tr>
<td>Lappalainen [47]</td>
<td>Finland</td>
<td>38</td>
<td>Good Life Compass</td>
<td>Mild to severe</td>
<td>Adults (≥16 years)</td>
</tr>
<tr>
<td>Ly [48]</td>
<td>Sweden</td>
<td>93</td>
<td>No name</td>
<td>Mild to severe</td>
<td>Adults (≥16 years)</td>
</tr>
<tr>
<td>Meyer [49]</td>
<td>Germany</td>
<td>163</td>
<td>Deprexis</td>
<td>Moderately severe to severe</td>
<td>Adults without older adults (18-75 years)</td>
</tr>
<tr>
<td>Meyer [50]</td>
<td>Germany</td>
<td>396</td>
<td>Deprexis</td>
<td>NR</td>
<td>Adults (≥16 years)</td>
</tr>
<tr>
<td>Morgan [51]</td>
<td>UK Australia Canada Ireland New Zealand USA</td>
<td>176</td>
<td>Mood Memos</td>
<td>Mild to severe</td>
<td>Adults (≥16 years)</td>
</tr>
<tr>
<td>Moritz [52]</td>
<td>Germany</td>
<td>210</td>
<td>Deprexis</td>
<td>NR</td>
<td>Adults without older adults (18-75 years)</td>
</tr>
<tr>
<td>Perini [53]</td>
<td>Australia</td>
<td>48</td>
<td>Sadness</td>
<td>Mild to severe</td>
<td>Adults (≥16 years)</td>
</tr>
<tr>
<td>Phillips [54]</td>
<td>UK</td>
<td>637</td>
<td>MoodGym</td>
<td>NR</td>
<td>Adults (≥16 years)</td>
</tr>
<tr>
<td>Preschl [55]</td>
<td>Switzerland</td>
<td>40</td>
<td>E-mental Health Butler System</td>
<td>Minimal to moderate</td>
<td>Older adults (≥50 years)</td>
</tr>
<tr>
<td>Richards [56]</td>
<td>Ireland</td>
<td>262</td>
<td>Space from Depression</td>
<td>Mild to moderate</td>
<td>Adults (≥16 years)</td>
</tr>
<tr>
<td>Richards [57]</td>
<td>Ireland</td>
<td>101</td>
<td>Beating the Blues</td>
<td>Mild to moderate</td>
<td>Adolescents (14-24 years)</td>
</tr>
<tr>
<td>Ruwaard [58]</td>
<td>Netherlands</td>
<td>54</td>
<td>No name</td>
<td>Minimal to moderate</td>
<td>Adults (≥16 years)</td>
</tr>
<tr>
<td>Sheeber [59]</td>
<td>USA</td>
<td>70</td>
<td>Mom-Net</td>
<td>NR</td>
<td>No age restrictions</td>
</tr>
<tr>
<td>Spek [60]</td>
<td>Netherlands</td>
<td>301</td>
<td>Lewinsohn’s Coping With Depression Course</td>
<td>Subthreshold depression</td>
<td>Older adults (≥50 years)</td>
</tr>
<tr>
<td>Ström [61]</td>
<td>Sweden</td>
<td>48</td>
<td>No name</td>
<td>Mild to moderate</td>
<td>No age restrictions</td>
</tr>
<tr>
<td>Study</td>
<td>Location</td>
<td>N</td>
<td>Name</td>
<td>Severity</td>
<td>Age</td>
</tr>
<tr>
<td>------------</td>
<td>--------------</td>
<td>----</td>
<td>----------------------------------------------</td>
<td>--------------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Titov [62]</td>
<td>Australia</td>
<td>54</td>
<td>Managing Your Mood Course</td>
<td>Mild to moderate</td>
<td>Older adults (≥50 years)</td>
</tr>
<tr>
<td>Titov [63]</td>
<td>Australia</td>
<td>141</td>
<td>SADNESS</td>
<td>Mild to severe</td>
<td>Adults (≥16 years)</td>
</tr>
<tr>
<td>Vernmark [64]</td>
<td>Sweden</td>
<td>88</td>
<td>No name</td>
<td>Mild to moderate</td>
<td>Adults (≥16 years)</td>
</tr>
<tr>
<td>Wagner [65]</td>
<td>Switzerland</td>
<td>62</td>
<td>No name</td>
<td>Minimal to severe</td>
<td>Adults (≥16)</td>
</tr>
<tr>
<td>Watts [66]</td>
<td>Australia</td>
<td>52</td>
<td>Get Happy (Mobile app of the sadness program)</td>
<td>Mild to moderate</td>
<td>Adults (≥16 years)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression and anxiety</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Johansson [70]</td>
<td>Sweden</td>
<td>57</td>
<td>No name</td>
<td>Moderate to severe</td>
<td>Adults (≥16 years)</td>
</tr>
<tr>
<td>Mullin [71]</td>
<td>Australia</td>
<td>31</td>
<td>UniWellbeing Course</td>
<td>Minimal to moderate</td>
<td>Adults (≥16 years)</td>
</tr>
<tr>
<td>Newby [72]</td>
<td>Australia</td>
<td>109</td>
<td>Worry and Sadness Program</td>
<td>Mild to severe</td>
<td>Adults (≥16 years)</td>
</tr>
<tr>
<td>Proudfoot [73]</td>
<td>UK</td>
<td>167</td>
<td>Beating the Blues</td>
<td>NR</td>
<td>Adults without older adults (18-75 years)</td>
</tr>
<tr>
<td>Titov [74]</td>
<td>Australia</td>
<td>290</td>
<td>Transdiagnostic Wellbeing Course (TD-CBT) or Disorder-Specific Mood Course (DS-CBT)</td>
<td>Mild to severe</td>
<td>Adults without older adults (18-75 years)</td>
</tr>
<tr>
<td>Titov [75]</td>
<td>Australia</td>
<td>93</td>
<td>Wellbeing Course</td>
<td>Moderate to severe</td>
<td>Adults (≥16 years)</td>
</tr>
<tr>
<td>Titov [76]</td>
<td>Australia</td>
<td>38</td>
<td>Wellbeing Course</td>
<td>Mild to severe</td>
<td>Adults (≥16 years)</td>
</tr>
</tbody>
</table>
Table 4. Summary of the study treatment and control groups and their relevant scores at baseline and follow-up (N=45).

<table>
<thead>
<tr>
<th>Study</th>
<th>Treatment groupa</th>
<th>Control groupa</th>
<th>Baseline</th>
<th>Follow-up</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Treatment Wks Control Treatment Mean (SD) n Baseline</td>
<td>Control Treatment Mean (SD) n Follow-up Treatment Mean (SD) n Follow-up Control Mean (SD) n</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Depression</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agyapong [30]</td>
<td>Supportive text messages sent by a computer + TAU</td>
<td>Thank you text message + TAU</td>
<td>26 31.58 (7.70) 28 31.99 (9.50)</td>
<td>24 8.60 (7.90) 26 16.60 (9.80)</td>
</tr>
<tr>
<td>Andersson [31]</td>
<td>Guided Web-based CBT</td>
<td>Group CBT</td>
<td>33 24.00 (7.70) 36 25.30 (6.60)</td>
<td>9 13.60 (10.10) 33 17.90 (8.80)</td>
</tr>
<tr>
<td>Andersson [32]</td>
<td>Web-based CBT + Web-based discussion group</td>
<td>Web-based discussion group only</td>
<td>36 20.50 (6.70) 49 20.90 (8.50)</td>
<td>10 12.20 (6.80) 49 19.50 (8.10)</td>
</tr>
<tr>
<td>Berger [33]</td>
<td>Low-intensity therapist-guided, computerized CBT</td>
<td>WLC</td>
<td>25 28.80 (8.20) 26 29.80 (8.60)</td>
<td>10 17.30 (10.20) 22 28.50 (9.40)</td>
</tr>
<tr>
<td>Burton [34]</td>
<td>Help4Mood (Self-report and biometric monitoring + elements of CBT) + TAU</td>
<td>TAU</td>
<td>14 19.60 (8.10) 13 21.80 (6.80)</td>
<td>4 13.90 (8.10) 9 17.60 (6.80)</td>
</tr>
<tr>
<td>Choi [36]</td>
<td>Web-based CBT</td>
<td>WLC</td>
<td>28 25.76 (8.53) 30 20.83 (7.58)</td>
<td>8 13.48 (9.28) 28 21.27 (7.86)</td>
</tr>
<tr>
<td>Clarke [37]</td>
<td>Web-based, pure self-help CBT</td>
<td>TAU</td>
<td>83 10.00 (0.80) 77 10.30 (0.80)</td>
<td>5 9.10 (0.70) 58 10.10 (0.70)</td>
</tr>
<tr>
<td>de Graaf [38]</td>
<td>Computerized CBT</td>
<td>TAU</td>
<td>100 28.20 (7.70) 103 27.90 (7.50)</td>
<td>9 20.60 (10.40) 97 22.10 (10.20)</td>
</tr>
<tr>
<td>Holländare [39]</td>
<td>Guided, Web-based CBT</td>
<td>Nonspecific support by an online therapist (email contact) + monthly rating of their depressive symptoms using the MADRS-S</td>
<td>42 17.00 (11.50) 42 17.70 (11.50)</td>
<td>10 9.30 (12.00) 39 13.40 (11.90)</td>
</tr>
<tr>
<td>Hoifødt [40]</td>
<td>Guided, Web-based CBT (TAU)</td>
<td>WLC (TAU)</td>
<td>52 21.13 (6.85) 54 22.27 (6.74)</td>
<td>7 14.20 (8.15) 54 18.63 (8.64)</td>
</tr>
<tr>
<td>Johansson [41]</td>
<td>Web-based psychodynamic psychotherapy + online therapist contact</td>
<td>Web-based structured support intervention (psychoeducation and scheduled weekly contacts online)</td>
<td>46 26.54 (5.80) 46 26.33 (6.70)</td>
<td>10 11.48 (7.80) 46 20.22 (7.80)</td>
</tr>
<tr>
<td>Kay-Lambkin [43]</td>
<td>Computerized CBT therapy and motivational interviewing by a computer program</td>
<td>No further treatment</td>
<td>23 28.57 (9.89) 21 32.86 (9.59)</td>
<td>13 17.09 (12.14) 21 22.95 (10.46)</td>
</tr>
<tr>
<td>Kessler [44]</td>
<td>Web-based CBT + TAU</td>
<td>WLC (TAU)</td>
<td>149 32.80 (8.30) 148 33.50 (9.30)</td>
<td>17 14.50 (11.20) 97 22.00 (13.50)</td>
</tr>
<tr>
<td>Kivi [45]</td>
<td>Web-based CBT</td>
<td>TAU</td>
<td>45 25.50 (7.87) 47 26.09 (9.39)</td>
<td>13 13.23 (10.94) 35 14.46 (9.88)</td>
</tr>
<tr>
<td>Lappalainen [46]</td>
<td>Guided Web-based acceptance and commitment therapy without face-to-face contact</td>
<td>WLC</td>
<td>19 22.11 (7.79) 20 20.65 (6.80)</td>
<td>7 13.34 (6.75) 20 17.85 (7.34)</td>
</tr>
<tr>
<td>Study</td>
<td>Treatment group&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Control group&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Baseline</td>
<td>Follow-up</td>
</tr>
<tr>
<td>------------------</td>
<td>---------------------------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------------------</td>
<td>------------------------------------</td>
<td>-------------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Treatment</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>n</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>n</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>n</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>n</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>Lappalainen [47]</td>
<td>Guided Web-based acceptance and commitment therapy</td>
<td>Face-to-face Acceptance and Commitment therapy (ACT)</td>
<td>19</td>
<td>20.79 (9.34)</td>
</tr>
<tr>
<td>Ly [48]</td>
<td>Blended treatment (4 face-to-face sessions + a smartphone application used between sessions)</td>
<td>Full behavioral activation</td>
<td>46</td>
<td>28.96 (8.07)</td>
</tr>
<tr>
<td>Meyer [50]</td>
<td>Web-based CBT</td>
<td>WLC (TAU)</td>
<td>320</td>
<td>26.72 (9.86)</td>
</tr>
<tr>
<td>Morgan [51]</td>
<td>Emails promoting the use of self-help strategies</td>
<td>Emails containing depression information</td>
<td>862</td>
<td>16.40 (5.98)</td>
</tr>
<tr>
<td>Moritz [52]</td>
<td>Web-based CBT</td>
<td>WLC</td>
<td>105</td>
<td>28.81 (11.11)</td>
</tr>
<tr>
<td>Perini [53]</td>
<td>Guided Web-based CBT</td>
<td>WLC</td>
<td>27</td>
<td>27.30 (7.30)</td>
</tr>
<tr>
<td>Phillips [54]</td>
<td>Computer-based CBT</td>
<td>Attention control (5 websites with general information about mental health)</td>
<td>311</td>
<td>14.60 (5.40)</td>
</tr>
<tr>
<td>Preschl [55]</td>
<td>Face-to-face life-review therapy including computer supplements</td>
<td>WLC</td>
<td>20</td>
<td>19.00 (6.60)</td>
</tr>
<tr>
<td>Richards [56]</td>
<td>Guided Web-based CBT</td>
<td>WLC</td>
<td>96</td>
<td>20.90 (3.83)</td>
</tr>
<tr>
<td>Richards [57]</td>
<td>Unguided Web-based CBT</td>
<td>Therapist-assisted email CBT</td>
<td>43</td>
<td>21.72 (5.30)</td>
</tr>
<tr>
<td>Ruwaard [58]</td>
<td>Guided Web-based CBT</td>
<td>WLC</td>
<td>36</td>
<td>19.70 (5.50)</td>
</tr>
<tr>
<td>Sheeber [59]</td>
<td>Guided Web-based CBT</td>
<td>WLC (TAU)</td>
<td>35</td>
<td>26.20 (9.80)</td>
</tr>
<tr>
<td>Spek [60]</td>
<td>Unguided Web-based CBT</td>
<td>Group face-to-face CBT</td>
<td>102</td>
<td>19.17 (7.21)</td>
</tr>
<tr>
<td>Vernmark [64]</td>
<td>Web-based CBT, email supported</td>
<td>WLC</td>
<td>30</td>
<td>22.20 (5.30)</td>
</tr>
<tr>
<td>Wagner [65]</td>
<td>Guided Web-based CBT</td>
<td>Face-to-face CBT</td>
<td>32</td>
<td>22.96 (6.07)</td>
</tr>
<tr>
<td>Watts [66]</td>
<td>Smartphone-based CBT</td>
<td>Computer-based CBT</td>
<td>15</td>
<td>33.46 (2.95)</td>
</tr>
</tbody>
</table>

<sup>a</sup> Follow-up Baseline Control group<sup>a</sup> Treatment group<sup>a</sup> Study
### Statistical Analyses

Each study was summarized in detail in the predeveloped data extraction table. The primary outcome of the BDI and PHQ was assessed as a continuous measure of effect in an additional table. Because moderate to substantial heterogeneity among the interventions was expected, mean effect sizes were calculated using a random-effects meta-analysis according to DerSimonian and Laird [69]. Review Manager 5 (RevMan 5) was used to conduct this systematic review [77]. In general, a P value of <.05 was considered statistically significant.

#### Calculation of Effect Sizes: Changes in Primary Outcome Measures Between Pre- and Posttreatment

For every technology-based intervention, to assess the within-group effect (uncontrolled effect size) of treatments, we calculated the standard mean difference (SMD) as effect size referring to the difference between baseline and postintervention, divided by the pooled standard deviation of each primary outcome measure, and the 95% confidence intervals around the effect sizes. According to the methodology described in Hedges [78], effect sizes were also adjusted to address small sample sizes. As a consequence of the interdependency of baseline and posttreatment values, the correlation between time points was required. However, because the majority of included studies did not provide the correlation between these values, a conservative value of .50 was used as suggested by Balk et al [79].

#### Calculation of Effect Sizes: Technology-Based Interventions Versus Control Conditions

We calculated the effect size (SMD or Hedges’ g [78]) for each comparison between a technology-enabled intervention and a control condition. It indicates the difference between the two study groups at posttest (standardized mean difference) and the 95% confidence intervals around the effect sizes. Effect sizes resulted from the subtraction of the mean score of the intervention group at posttreatment from the mean score of the comparator group and dividing the result by the pooled standard deviation of the two groups. Values of 0.8 refer to large, 0.5 to moderate, and 0.2 to small effects [80]. To address small sample sizes, we also adjusted effect sizes according to the procedures described by Hedges [78]. Only those instruments that measured depressive symptoms were used in the calculation of effect sizes.

In cases in which more than one depression measure was provided, the BDI was preferred over the PHQ. If studies only assessed the PHQ score, the PHQ was used for calculations. In this analysis, only the effect sizes referring to the differences between the two study groups at posttreatment were used. Because the follow-up period varied considerably between studies, we decided not to examine the differential effects at these time points.

#### Assessment of Heterogeneity

As a consequence of the anticipated moderate-to-high level of diversity between study populations and interventions eligible for this systematic review, the Breslow-Day test was used to
test for heterogeneity [81]. To complement the common chi-square test for heterogeneity, the $I^2$ statistic proposed by Higgins et al [82] was used. Inconsistency (termed $I^2$) was calculated by the formula: $I^2 = \max \left(0, \frac{100\% \times (Q - df)}{Q}\right)$, where $Q$ is the heterogeneity statistic and $df$ its degrees of freedom. Because $I^2$ is not inherently dependent on the number of studies, this characteristic is of advantage in assessing the percentage of total variation across studies due to heterogeneity. An $I^2$ value greater than 50% was considered as strong inconsistency [83].

**Subgroup and Sensitivity Analyses**

Because a high degree of heterogeneity was to be expected, we tried to mitigate this issue by subgroup analyses. We tested prespecified hypotheses to assess the robustness of the findings and to explore sources of heterogeneity (relationships between study characteristics and intervention effects). The following hypotheses were proposed. It was assumed that the treatment effect was influenced by (1) duration of treatment, (2) severity of depression (baseline score), (3) age of participants, (4) methodological quality of studies, (5) type of control (eg, TAU, WLC), (6) inclusion of face-to-face therapist sessions, and (7) utilization of CBT techniques.

**Assessment of Publication Bias**

The data collection was based on the description of interventions in published literature. Thus, grey literature assessing the effectiveness of technology-based interventions was not taken into account. The potential presence of publication bias likely had a significant impact on the results of this study, not only with respect to differences in usage of online interventions in clinical settings, but also in more real-world settings [84]. To improve and standardize the description of technology-based interventions, it is suggested that future studies apply frameworks such as the Consolidated Standards of Reporting Trials (CONSORT) statement for eHealth [85], a protocol for systematic reviews [86] and guidelines for reporting online intervention research [73]. Language bias might be an issue in this review because only RCTs published in the English language were included. These limiting factors should be kept in mind when interpreting the findings of the current work. In order to identify cases of possible publication bias, a funnel plot was drawn for the main analysis [87]. Nonpublication of small trials would result in asymmetry of the plot. In addition, the funnel plot was evaluated for asymmetrical distributions. To confirm the visual interpretation, which can be subjective, the Begg and Mazumdar [88] adjusted rank correlation test for publication bias was used.

**Results**

In this section, the findings of the different analyses that were carried out in this review are reported. Characteristics of studies are presented in tabular form.

**Study Selection**

The searches in MEDLINE, PsycInfo, and the Cochrane Controlled Trials Register identified a total of 6387 citations (articles and abstracts) published after 2000. After the adjustment for duplicates and the exclusion of noneligible trials based on titles and abstracts, 491 studies remained. Forty-two additional possibly eligible trials were identified by checking the reference lists of relevant articles already identified. A more detailed review of the full text of the remaining citations led to the detection and exclusion of 130 publications. Thirty-four trials were excluded because of the lack of appropriate reporting of outcomes. It was decided by consensus to exclude two additional studies that included an active control group that only differed from the study group in the use of a program component that was not relevant to this review. In total, 45 RCTs were included. Of these, seven trials analyzed patients with depressive symptoms comorbid with anxiety. Figure 2 summarizes the study selection process.
Characteristics of Studies and Risk of Bias Within Studies

Tables 3 and 4 provide information on the setting and outcomes of the 45 trials finally included in the analysis. These RCTs contributed a total of 7326 randomized and 4519 analyzable patients. The majority of trials studied CBT in adult patients with mild-to-moderate depressive symptoms.

The risk of bias at the level of the individual trials is addressed in Table 2 by reporting the modified Jadad score [19] and whether analysis was performed according to the intention-to-treat principle (see Assessment of Methodological Quality). None of the trials were described as “double-blind RCT” and we also noted a relatively high risk of bias due to the insufficient blinding of participants. Typically, the method of blinding was described insufficiently. This, however, is not uncommon for psychotherapy trials [67]. Study participants can easily identify the discrepancies in the contents of the treatment and control arms, and it is probably not very likely to successfully blind the participants or the therapists. Thus, the methods used to achieve proper blinding are rarely reported in psychotherapy trials [67]. The risk of bias introduced by selective reporting was small because all outcomes of interest were adequately described in the vast majority of the included RCTs.

System Components

In total, a set of 15 system components was identified based on occurrence in reviewed literature. These were either defined, hypotheses-driven, or derived from Oinas-Kukkonen’s model of persuasive systems design [18]. For each study included in the systematic review, we determined the presence of defined system components for later analysis. In the following, we present an overview of identified components, together with the underlying inclusion rationale.
Channel of Delivery

Technology-mediated MHIS can be administered using a range of available technologies. Although early interventions were based on offline programs, computerized programs and Internet-delivered Web interventions have become more popular in recent years [16]. Following the latest development, the mobile phone as a channel of delivery is getting more and more attention. This seems reasonable because almost half of the world’s population has a mobile phone subscription, and it is expected that by 2020 the global penetration rate will reach approximately 60% [90]. In addition, it is suggested that differences in access to mobile technologies are diminishing at least for nonrural populations, thus offering an opportunity to reach underserved and marginalized populations [91]. The high global penetration and the rapid growth of mobile phone apps provide the opportunity to reach an increasing number of people who are in need of treatment for mental disorders [92].

Tailoring (Personalization)

Oinas-Kukkonen argued that “information provided by the system will be more persuasive if it is tailored to the potential needs, interests, personality, usage context, or other factors relevant to a user group” and that “a system that offers personalized content or services has a greater capability for persuasion” [18]. This was confirmed in the context of health behavior change by a systematic review [93] and presents a promising component for the treatment of depression in MHIS.

Supportive Text Messages (Tunneling/Praise)

Research by Agyapong et al [30] targeting the support for people with depression and comorbid alcohol use disorder presented promising results in the deployment of supportive text messages. This followed the Oinas-Kukkonen concept of tunneling [18] (ie, “using the system to guide users through a process or experience provides opportunities to persuade along the way”) and the concept of praise, which is said to make users more open to persuasion [17].

Peer Support

Although no consensus with respect to effectiveness of online peer support was reached yet [94,95], anonymous online support groups and discussion forums might help users to overcome the feeling of being stigmatized by connecting patients with others. A further advantage of these social support components is that time and location are no longer obstacles for active participation [96]. Peer support follows the Oinas-Kukkonen [18] concept of social learning, social comparison, and social facilitation [96].

Case-Enhanced Learning

This form of learning uses educational stories that identify a problem and a solution with an example (ie, a case) the participant can potentially identify with [75]. These can be implemented via, for example, video vignettes of case-study patients.

Reminders

Stemming from Oinas-Kukkonens concept of reminders, Whitton et al [11] found that reminders play a decisive role in the engagement of users in mental health interventions and are a cost-effective approach for engaging users [11-13]. Furthermore, it is suggested that reminders not only enhance user engagement but also improve adherence [97-99] and counteract the high rates of nonusage attrition common to many online-based interventions [97,100].

Downloadable Material

Because a participant’s preferred medium for reading might be paper [101], an option to download and print out summaries, lessons, or homework might influence treatment efficacy by providing a higher level of comfort.

Workbook/Homework Assignments

Homework assignments, as commonly used in standard care [102], are an important construct in CBT. In a recent study, LeBeau et al [103] concluded that “improvement of homework compliance has the potential to be a highly practical and effective way to improve clinical outcomes in CBT.” Therefore, implemented in an appealing interactive way, this might represent an important component in MHIS.

Symptom Tracking

Tracking symptoms, either objectively using sensors [104] or by means of self-reports might be beneficial for the user following Oinas-Kikkonens self-monitoring concept [18]. It describes a “system that helps track one’s own performance or status supports in achieving goals” [18].

Online Diary

Diaries form a way of self-monitoring and self-reflection and are frequently used in classical forms of CBT [105].

Summaries

We assessed whether included studies made use of summaries of content (eg, module or progress summaries), which represent another dimension drawing on the concept of self-monitoring and self-reflection [17].

Audio/Voiceover

A recent experimental study found that audience feedback is a valuable tool to enhance users’ perceptions of health-related YouTube clips [106], which highlights the power of the participatory nature of the Web to increase the efficacy of Internet-based health interventions.

Illustrative Content/Video

Illustrative content in the form of graphics, photos, illustrations, comics, or video clips might increase the appeal of interactivity and visual attractiveness of Internet-based programs [107].

Gamification

The use of game-like strategies has demonstrated to produce positive outcomes in previous studies of technology-based health interventions [108,109]. Gamification of health apps might provide the option to set up goals and rules for personal health behavior and to track patient’s actual behavior against these rules and goals [108]. The utilization of rewards in the context of health intervention might be promising because it was found
that rewards are able to stimulate positive thinking in users and are thus a powerful tool to drive long-term participation [110].

**Animations/Virtual Assistant**

Virtual agents or avatars could be used for persuasive purposes and to support self-management among patients [111]. A growing body of literature examines the relationship of virtual agents and their user, potentially holding vast opportunities for persuasive system design [112-114].

**System Component Setting**

Table 5 contains detailed information on the settings and system component configuration of the interventions.

Approximately 45% (20/45) of all included studies reported using email reminders and 10 of 45 studies (22%) reported providing SMS text message reminders, mostly as an alternative to reminders sent by email. In the included trials, reminders were typically intended to increase motivation and adherence to therapeutic interventions. As explained earlier, reminders play a decisive role in the engagement of users in mental health interventions. Most of the RCTs made use of the Internet for delivering mental health interventions for depression or depression comorbid with anxiety. The majority of RCTs included in this systematic review (91%, 41/45) did not make use of mobile phones or tablets. Typically, the interventions required interaction with the system, and many also included interaction with a therapist (face-to-face or online) and/or peers on the Web. In all, 80% (36/45) of included programs were based on CBT or used elements of CBT. Tunneling, which refers to the stepwise delivery of content, is typically found in technology-based interventions for depression [18], and was also used in the majority of studies (87%, 39/45) included in this work. Twenty-seven of 45 included studies used tailored content, tailored feedback, and/or tailored reminders.

Only a small number of included studies made use of self-monitoring components, such as symptom tracking and tracking reminders, yet they are seen as key features of psychotherapy in particular [40,96], and in behavior-change interventions in general [12,115-118].

Although social support is widely recognized as an important feature in behavior change [119,120], in this analysis, only seven studies (16%) used peer support. In the included studies, social support consisted of the use of Web-based discussion boards (asynchronous social support), which was intended to provide the ability to connect with other patients of the same intervention.

Regarding visual attractiveness, 44% of all included studies analyzed an intervention that included visually appealing content, such as graphs, illustrations, comics, or photos, which often serve a motivational purpose. Only 11 of 45 studies (24%) described the utilization of audio and/or voiceovers. Video footage, often containing case-enhanced learning, was also found in 11 RCTs (24%).

In addition, this analysis showed that game elements were only used in three RCTs and, if gaming was included, it was in the form of knowledge quizzes. See Figure 3 for a quantitative overview of components among included studies.
<table>
<thead>
<tr>
<th>Study</th>
<th>HIS channel</th>
<th>Tailoring</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Depression</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agyapong [30]</td>
<td>Mobile phone</td>
<td>0/NR</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Andersson [31]</td>
<td>Online</td>
<td>0/NR</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Andersson [32]</td>
<td>Online</td>
<td>Partly</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Berger [33]</td>
<td>Online</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Burton [34]</td>
<td>Online</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Carlbring [35]</td>
<td>Email</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Choi [36]</td>
<td>Online</td>
<td>0/NR</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Clarke [37]</td>
<td>Online</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>de Graaf [38]</td>
<td>Online</td>
<td>0/NR</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Holländare [39]</td>
<td>Online</td>
<td>0/NR</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Hoifødt [40]</td>
<td>Online</td>
<td>Feedback/re-minders</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Johansson [41]</td>
<td>Online</td>
<td>Feedback/re-minders</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Johansson [42]</td>
<td>Online</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Kay-Lambkin [43]</td>
<td>Computer program</td>
<td>0/NR</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Kessler [44]</td>
<td>Online</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Kivi [45]</td>
<td>Online</td>
<td>Feedback/re-minders</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Lappalainen [46]</td>
<td>Online</td>
<td>Feedback/re-minders</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Lappalainen [47]</td>
<td>Online</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Ly [48]</td>
<td>Mobile phone</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Meyer [49]</td>
<td>Online</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Meyer [50]</td>
<td>Online</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Morgan [51]</td>
<td>Email</td>
<td>0/NR</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Moritz [52]</td>
<td>Online</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Perini [53]</td>
<td>Online</td>
<td>0/NR</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Phillips [54]</td>
<td>Online</td>
<td>Feedback/re-minders</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Preschl [55]</td>
<td>Computer program</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Richards [56]</td>
<td>Online</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Richards [57]</td>
<td>Online</td>
<td>Feedback/re-minders</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Ruwaard [58]</td>
<td>Online</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Sheeber [59]</td>
<td>Online</td>
<td>Feedback/re-minders</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Spek [60]</td>
<td>Online</td>
<td>0/NR</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Ström [61]</td>
<td>Online</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Titov [62]</td>
<td>Online</td>
<td>0/NR</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Titov [63]</td>
<td>Online</td>
<td>0/NR</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Study</td>
<td>HIS channel</td>
<td>Tailoring</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>--------------</td>
<td>----------------</td>
<td>-----------</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
</tr>
<tr>
<td>Vernmark [64]</td>
<td>Online</td>
<td></td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Wagner [65]</td>
<td>Online</td>
<td>Feedback/re-minders</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Watts [66]</td>
<td>Mobile phone vs PC</td>
<td></td>
<td>0/NR</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Agyapong [30]</td>
<td>Online</td>
<td></td>
<td>0/NR</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**Depression and anxiety**

<table>
<thead>
<tr>
<th>Study</th>
<th>HIS channel</th>
<th>Tailoring</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>Johansson [70]</td>
<td>Online</td>
<td>Feedback/re-minders</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Mullin [71]</td>
<td>Online</td>
<td></td>
<td>0/NR</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Newby [72]</td>
<td>Online</td>
<td></td>
<td>0/NR</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Proudfoot [73]</td>
<td>Computer program</td>
<td></td>
<td>NR</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Titov [74]</td>
<td>Online</td>
<td></td>
<td>0/NR</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Titov [75]</td>
<td>Online</td>
<td></td>
<td>0/NR</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Titov [76]</td>
<td>Online</td>
<td></td>
<td>0/NR</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

* Rating system is 1=component present and 0=component not present. CG: control group; NR: not reported; TG: treatment group

**Figure 3.** System component distribution of included studies (N=45).
Synthesis of Results: Impact on Symptoms of Depression

Data from 45 trials (4519 patients) that reported on BDI or PHQ scores before and after the treatment were combined to estimate the overall effect of technology-based interventions on depressive symptomatology. Technology-supported treatments for depression showed a trend toward reduced depressive symptoms (SMD=-0.58, 95% CI -0.71 to -0.45; 

Figure 4. Effect of technology-based interventions on symptoms of depression in included studies (N=45).

Risk of Bias Across Studies

The funnel plot drawn for the main analysis on the effectiveness of technology-delivered interventions for depression showed an asymmetry, which is evidence of missing studies suggesting publication bias (Figure 5). Additional testing utilizing the Begg and Mazumdar rank correlation method [88] confirmed that there is, in fact, evidence of publication bias (P=.03).

As a consequence of this finding, we also explored publication bias in the 22 RCTs that used a WLC group. The funnel plot of this subgroup of included trials showed no evidence of bias, which was confirmed by the Begg test (P=.08).
Results of Subgroup Analyses

Subgroup analyses by study quality, treatment duration, provision of face-to-face contact, utilization of CBT techniques, severity of baseline depression, age of participants, and type of control (e.g., TAU or WLC) were prespecified and served to test our hypotheses (see Subgroup and Sensitivity Analyses). The individual forest plots per subgroup analysis can be found in Multimedia Appendixes 1-7.

Study Quality

Differences in study findings could also be explained by biased results due to differences in quality of individual studies. Thus, a subgroup analysis based on the methodological quality of included trials was performed. It could be shown that the effect of technology-based interventions on symptoms of depression is consistent in trials of higher (quality score >3.5) and lower quality (quality score ≤3.5). In high-quality trials, technology-based interventions were associated with an SMD of –0.60 (95% CI –0.76 to –0.44, P<.001; I²=79%). Similarly, treatments with a duration of longer than 10 weeks resulted in an SMD of –0.52 (95% CI –0.70 to –0.33, P<.001; I²=48%). There was no evidence for an association between duration of treatment and the effect of treatments on depressive symptomatology (χ²=0.4, P=.50; I²=0%).

Treatment Duration

As statistical heterogeneity was found and to exclude the possibility of heterogeneity due to the duration of the interventions, trials of different durations were compared to one another. Regarding depressive symptomatology, technology-based interventions showed to be effective, irrespective of treatment duration. In treatments with a duration of 10 weeks or less, the intervention was associated with an SMD of –0.60 (95% CI –0.76 to –0.44, P<.001; I²=79%). Similarly, treatments with a duration of longer than 10 weeks resulted in an SMD of –0.52 (95% CI –0.70 to –0.33, P<.001; I²=48%). There was no evidence for an association between duration of treatment and the effect of treatments on depressive symptomatology (χ²=0.4, P=.50; I²=0%).

Provision of Face-to-Face Contact

As statistical heterogeneity was found in our analysis of treatment effectiveness and in order to exclude the possibility of heterogeneity due to the provision of face-to-face contact, trials that incorporated face-to-face support were compared to interventions that did not use live contact with a therapist. We hypothesized interventions that included face-to-face sessions would show greater reductions in depressive symptoms than treatments that did not. Contrary to what was expected, effect size in treatments that did not use face-to-face support was larger (SMD –0.65, 95% CI –0.79 to –0.50, P<.001; I²=78%) than in interventions that offered live support (SMD –0.28, 95% CI –0.52 to –0.03, P=.03; I²=50%). An association between the effectiveness of treatments and the provision of face-to-face contact was found (χ²=6.34, P=.01; I²=84%).

Utilization of Cognitive Behavioral Therapy

We made the hypothesis that technology-based interventions using CBT techniques are more effective than treatments that do not use components of CBT, reflecting on the predominance of CBT in the literature. Effect size varied only slightly between trials that were based on CBT (SMD –0.58, 95% CI –0.72 to –0.45, P<.001; I²=71%) and interventions that did not use a CBT protocol (SMD –0.56, 95% CI –0.96 to –0.16, P=.006; I²=85%). Also, according to the test for subgroup differences,
there was no association between the effect of technology-supported treatments on depressive symptoms and utilization of CBT methods ($\chi^2=0$, P=.90; $I^2=0\%$).

Severity of Baseline Depression
Comparing trials in which patients showed higher depression scores (BDI $\geq$25 or PHQ $\geq$15) with trials in which patients had lower scores (BDI <25 or PHQ <15), technology-based treatment showed to be effective in both groups (higher severity: SMD $-0.61$, 95% CI $-0.79$ to $-0.44$, $P<.001$; $I^2=77\%$; lower severity: SMD $-0.54$, 95% CI $0.75$ to $-0.33$, $P<.001$; $I^2=75\%$). The test for subgroup differences resulted in a chi-square value of 0.3 (df=1, $P=.59$; $I^2=0\%$).

Age of Participants
Age did not show a significant impact on effectiveness of technology-based interventions for the treatment of depression. Although effect sizes varied between adults (SMD $-0.63$, 95% CI $-0.79$ to $-0.46$, P<.001; $I^2=79\%$), adults excluding older adults (SMD $-0.48$, 95% CI $-0.69$ to $-0.27$, P<.001; $I^2=55\%$), older adults (SMD $-0.53$, 95% CI $-1.52$ to 0.46, P=.29; $I^2=84\%$), and adolescents (SMD $-0.28$, 95% CI $-1.45$ to 0.88, P=.63; $I^2=91\%$), subgroup analyses pointed in the same direction (see Table 1 for a description of the different age categories). The effect of technology-based interventions on symptoms of depression was not associated with patient age ($\chi^2=1.4$, $P=.71$; $I^2=0\%$).

Type of Control Condition
Comparing technology-based treatments to TAU resulted in a moderate effect (SMD $-0.48$, 95% CI $-0.78$ to $-0.18$, P=.002; $I^2=62\%$) and the comparison of technology-supported interventions for depression to WLC showed a large effect (SMD $-0.79$, 95% CI $-0.93$ to $-0.64$, P<.001; $I^2=51\%$). The test for subgroup differences resulted in a chi-square value of 3.3 (df=1, $P=.07$; $I^2=69.3\%$).

Discussion
This systematic literature review had the following objectives: (1) to collect all relevant clinical studies of technology-based interventions that analyzed the effectiveness for the treatment of depression in order to accurately depict the body of literature and (2) to identify a set of system components of technology- and Internet-based interventions for depression. In general, the results are in line with previous analyses and showed that technology-supported interventions, in fact, reduce depressive symptoms [5,6,121]. This study is one of the first that provides an overview of technical components used in the current set of RCT trials that made use of computerized and online interventions on the treatment of depression.

Principal Results
Forty-five publications with a total number of 7326 randomized and 4519 analyzeable participants were included in this systematic review, and most of the interventions analyzed were able to reduce symptoms of depression. The majority of included studies were of fair (60%) to good (33%) quality, and almost every study included analyzed an intervention that was modular in setup and typically lasted for approximately 10 weeks. Thirty-six studies (80%) deployed a CBT approach. This extends the systematic review by Saddichha et al [8], which consisted of 29 RCT studies using CBT. Usually, the programs were aimed to be used about once a week. This is in line with traditional CBT, which is seen as a step-by-step, short-term treatment with weekly or biweekly therapist sessions for 10 to 20 weeks [17].

Subgroup analysis showed that study quality, treatment duration, provision of face-to-face contact, utilization of CBT, and age of participants had relatively small impact on the outcome of the interventions. For study quality, it is plausible because the intervention quality is not inevitably reflected by the study quality. Likewise, there are reasonable explanations that the age of the participants and treatment durations did not have a decisive impact on treatment outcome. We probably overestimated the influence of technology literacy in older participants because our results confirm findings of literature showing comparable treatment results for all age groups. The small difference in effect for treatment durations can also be explained taking into account that traditional therapy has a similar range of time spans to deliver the same amount of structured information and is chosen depending on, for example, severity of illness and level of support [122]. We were surprised that provision of face-to-face therapy did not show significant effects on the treatment outcome. In fact, this confirmed a recent study comparing traditional therapy with a computerized intervention [65].

Interestingly, the use of CBT components also did not show significant effects on treatment outcome compared to interventions that were not based on CBT. Although there exists evidence that other types of intervention can be equally effective, predominance of CBT in traditional therapy as well as in technology-mediated MHIS urged us to test its superiority in our analysis. As explained earlier, reminders play a decisive role in the engagement of users in mental health interventions. In this systematic review, approximately 45% of all included studies reported to use email reminders and 10 studies (22%) reported providing phone reminders, mostly as an alternative to reminders sent by email. In the included trials, reminders were typically intended to increase motivation and adherence to therapeutic interventions.

With respect to the design and effective use of reminders, research indicates that a variety of factors show an impact on the efficiency of these alerts. Firstly, it was found that there is a high risk that motivational emails provided within a workplace setting are easily ignored as a consequence of a full email inbox [123,124]. Thus, it might be of importance to offer the possibility to choose between mobile phone or email reminders and to customize time points at which users will be reminded to complete program modules. Secondly, regarding the content of expert-initiated contact, it is postulated that contacts delivering behavior-change techniques might be of greater effectiveness than simple messages that prompt users to access
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the intervention [10]. Thirdly, it is suggested that reminders containing short motivational messages, quotes, or facts might counteract negative feedback cycles that maintain perceptions of low self-worth and associated depressive symptomatology [11,125]. Lastly, it could also be shown that the personalization of reminders and sending them out frequently enhances the effectiveness of treatment [98]. Nevertheless, nonspecific factors, such as encouragement, empathy, and hopefulness of improvement, may also independently enhance therapeutic gains. To conclude, it seems evident that creating a sense of being continuously supported and encouraged is crucial for user engagement, treatment adherence, and buffering against the development of negative feedback cycles. The regular and consistent receipt of well-designed reminders, motivational messages, and tips may thus be a very powerful means of reminding patients that they are actively working on gaining control over their symptoms [11].

Most of the RCTs included made use of the Internet for delivering mental health interventions for depression or depression comorbid with anxiety. The majority of RCTs included in this systematic review (93%, 42/45) did not make use of mobile phones or tablets, which is surprising because the benefits with respect to user engagement and adherence seem apparent. Typically, the interventions required the interaction with the system and many also included the interaction with a therapist (face-to-face or online) and/or peers on the Web. In all, 80% (36/45) of included programs were based on CBT or used elements of CBT. Given the fact that therapeutic interventions for depression are commonly based on CBT techniques and psychoeducation, which follow a stepwise approach and are usually delivered in person by a therapist, these findings support the authors’ premise. Twenty-seven of 45 included studies used tailored content, tailored feedback, and/or tailored reminders. In the opinion of researchers, the adaptation of information to factors that are relevant to one individual or a group of individuals is an important feature in effective health communication [93,126,127]. In fact, van Genugten et al [128] found that interventions that are more flexible in use (easy to handle for both advanced as well as novice users), provide structure (which is comprehensible to the user and that the user knows at what point he or she is in the process), and use default settings are more likely to be effective. With respect to treatment exposure, it is suggested that personally tailored feedback and goal setting are among the important factors related to the use and exposure to Web-based interventions. In the study by Brouwer et al [129], exposure was regarded as the time spent on the website, page views, and the number of times the user logged on. Although there is a relationship between exposure, adherence, and treatment outcomes, focusing on exposure only gives a limited insight into the pattern of usage and adherence [97].

Doherty et al [130] showed that user engagement also depends on depression severity and that users with minimal symptoms engage much less than other groups. To serve the needs of this patient group, users might benefit from more flexibility (eg, in the elements of the intervention they wish to focus on). Therefore, new approaches such as tailoring of interventions that are more lightweight are needed. However, due to the severity of the disorder, patients with more pronounced symptoms face specific difficulties in engaging with the program. Because these patients require more intensive support than patients with less severe symptoms, they should also be given the choice to change the means of support throughout the treatment. Thus, mechanisms are needed that allow for requesting or being offered face-to-face contact even if the user has initially commenced online treatment. We assume that customization of programs is necessary to enhance long-term adherence and outcomes of interventions.

Only a small number of included studies made use of self-monitoring components, such as symptom tracking and tracking reminders, yet they are seen as key features of psychotherapy [11,96] and in behavior-change interventions in general [99,115-118].

Although social support is widely recognized as an important feature in behavior change [119,120], in this analysis only seven studies (16%) used peer support. In the included studies, social support consisted of the use of Web-based discussion boards (asynchronous social support), which intended to provide the ability to connect with other patients using the same intervention. However, the literature shows that there is disagreement with regard to use and benefit of discussion forums and chat rooms. Although many studies support the use of these components [123,131,132], others do not [133-135]. The effectiveness of peer support depends on individual factors, such as perception of the credibility of Internet-based peer advice and perceived quality of interaction [10]. Furthermore, effectiveness might also rely on user involvement. It could be shown that users that actively post and respond to messages are more likely to benefit than users that participate only passively [132].

Regarding visual attractiveness, 44% of all included studies analyzed an intervention that included visually appealing content, such as graphs, illustrations, comics, or photos, which often serve a motivational purpose. Only 11 studies (24%) described the utilization of audio and/or voiceovers. Video footage, often containing case-enhanced learning, was also found in 11 RCTs (24%).

In addition, this analysis showed that game elements were only used in three RCTs and if gaming was included, it was in the form of knowledge quizzes. Relatively few studies have incorporated games as part of their persuasive design. Although virtual reality has shown to be effective in the treatment of anxiety and pediatric disorders [136], so far there is no study utilizing this technology for the treatment of depression and this might open a promising direction [137]. With respect to virtual agents and synthesized speech, Morrison et al [10] were also not able to show an association between digitized speech and improved outcomes in depression. To date, technological advances and improved design of animations and avatar-based systems are likely to permit the development of sufficiently sophisticated services to simulate real interaction [10] and, therefore, might show more impact on treatment outcomes. Future research is needed that concerns the effectiveness of serious gaming and virtual reality in
technology-supported mental health interventions currently underrepresented in literature.

Limitations and Future Directions

The list of factors that influence user friendliness as well as the different platforms for delivery included in this analysis is not exhaustive. In fact, the majority of RCTs included in this systematic review did not make use of mobile phones or tablets. It is expected that especially newer studies could use different channels of service delivery (eg, mobile phone or tablet delivery). Consequently, studying future interventions that make use of these delivery channels would give an interesting insight into the influence of different modes of delivery on treatment effectiveness.

Further limitations are related to the strict process of study selection applied in this systematic review. Many trials were excluded because (1) they were not described as being randomized, (2) participants showed no symptoms of depression at baseline, (3) they included other mental health disorders, and (4) they did not assess one of the outcomes of interest. In fact, the decision to only include RCTs might lead to potential limitations of this systematic review. Even though RCTs are regarded as the “gold standard” of reliable evidence, the criteria to only include RCTs might lead to the exclusion of relevant articles that examined the effectiveness of MHIS, but used a different study design. Primarily, the exclusion of non-RCTs in this review lead to a facilitated analysis of studies because differences in methodological quality are, although not completely removed, limited. A possible consequence of this decision might be that we missed studies of newer interventions, which might not yet be evaluated in an RCT study format because they are undergoing their piloting phase at the current time [15,104].

In addition, as a consequence of considering a wide range of MHIS, included trials differed considerably in the type of therapeutic programs they used, baseline depression severity, age of participants, duration of treatment, type of control condition, methodological quality, and the various system components they utilized to enhance user engagement, motivation, and effectiveness of the intervention. As a consequence of this moderate-to-high level of heterogeneity across included trials, comparability is restricted and results should be handled with care. Subgroup analyses demonstrated that there is, in fact, a significant association between the effectiveness of interventions and the provision of face-to-face contact as well as the type of control they used. As previously noted, the inclusion criteria stated in the protocol also included other mental disorders such as anxiety disorders. However, the vast number of articles identified in the electronic search posed an additional challenge. Consequently, it was decided to focus on depression and depression comorbid with anxiety only. Considering that many mental health problems often co-occur [138], study findings might be constrained as a result of this relatively strict inclusion/exclusion of certain mental disorders.

Because technology-based psychological interventions adapt established methods of treatment and only the means of delivery are altered, the issue of noninferiority plays a major role in this review. With respect to the overall effectiveness of technology-based interventions, it is of utmost importance to review the literature from the perspective of noninferiority trials that compare an established evidence-based treatment (eg, CBT) with a new one (eg, technology-based CBT). It also needs to be clarified that the absence of a significant difference between two interventions in an RCT cannot be equated with noninferiority and that the comparison of treatment effects between studies are only appropriate if the new and existing treatments are compared against a reference that does not substantially differ in methods and population [2].

In addition, identifying the points of disengagement and gaining deeper insight into the patterns of program usage is crucial for the refinement of system components that are most strongly associated with user engagement and symptom improvement. Data on patterns of use further offer an opportunity to refine content, means of delivery and to adapt both to the needs and preferences of specific groups of users [130]. Additional research is needed to overcome these shortcomings by assessing the association of patterns of component use and the improvement of symptoms by means of advanced statistical analyses. Furthermore, it is suggested that RCTs assess symptom reduction more frequently to obtain improved information about nonlinear relationships between patterns of usage and therapeutic gains. To enhance the understanding of when and how to choose and use different system components, it also is important to comprehend the dose-effect relationship of different components [128]. Future studies should be aimed to clarify the causal relationship between patterns of program usage and symptom improvement by assigning participants to different system components. In addition, it is likely that other predictors such as age, gender, and education affect the relationship between usage of system components, engagement, and outcomes. Therefore, additional studies are needed to assess whether differences exist between those populations.

In regard to designing mental health interventions, it is of utmost importance to understand what users need and expect from computerized or Web-based mental health interventions and how individuals rate different system components with respect to usefulness, practicality, connectivity, time demands, professional support, social interaction, convenience, novelty, reliability, confidentiality, trustworthiness, motivation, and engagement. Qualitative feedback offers a solution to find answers to the proposed questions. Likewise, user feedback might disclose disparities between user expectations and actual results. It can be assumed that user preferences vary greatly from individual to individual. This, in turn, supports the rationale of customization and tailoring of programs to create unique user experiences based on client’s preferences without losing the effectiveness of interventions.

Moreover, to clarify the clinical feasibility of computer- and Web-supported mental health interventions, it also is important and worthwhile to repeatedly listen to the opinion of therapists. Apart from the time and cost savings, there is a need for a thorough understanding of the program, which could be achieved by the provision of a protocol, printed manual, and an overview of the program to the therapists involved. In addition, more detailed information on their practices and how to deal with...
clients who are not engaging with the program should be provided [130].

Although clinicians tend to be very self-protective about their time commitments and skeptical about technology [139], value in health care should always be defined around the customer. Nonetheless, because value in health care is measured by the outcomes achieved, value depends on results not input [140]. First, computer-supported interventions should be designed and modified to optimize clients’ benefits. Although value in health care is measured by the outcomes achieved, only assessing the effect on symptom reduction fails to include the value of mediators that might explain behavior change (eg, factors such as skills, attitudes, and self-efficacy) [128]. Thus, a further shortcoming of the current meta-analysis is the lack of analyses of potential mediators of the effect.

Implications and Recommendations

From a system component perspective, there is a strong need to counteract the decrease of program usage over the course of the intervention that is typically found in unguided technology-mediated interventions for mental health [118,141,142]. Thus, it is of great importance to implement the program components that are associated with improved and regular program engagement. One of the factors that have been linked to a decrease in module completion rate is obliging users to complete module sessions in a predetermined sequence [143]. On the one hand, the delivery of module sessions in a tunneled format bears many advantages, such as a greater number of website pages accessed, greater time spent on the website, and greater knowledge gained from the website [143]. On the other hand, tunneling might lead to a decrease in module completion because users are required to complete the between-session homework assignments before being able to start the next module session [11]. Therefore, developers have to enable a high level of flexibility in the choice of relevant modules as well as the speed with which users proceed through the modules to keep users engaged. One approach to allow for a greater flexibility, if not violating the underlying psychological theory, is to make homework assignments optional [11] or to leave it to the user at what stage they prefer to complete the homework tasks. Future studies are needed to confirm whether the provision of more user-driven programs might offer an advantage over the frequently used linear delivery of interventions in mental health interventions [139].

In addition, little is known about the synergistic effects of behavior-change components, modes of delivery, and user friendliness. Van Genugten et al [128] found synergistic effects in interventions that made use of a specific CBT components in combination with the provision of rewards. In general, little synergistic effects were found. Thus, there is a need to further assess the cumulative effect of different system components on treatment effectiveness and to analyze how specific combinations affect behavior change. To fully determine the most optimal delivery mode, further studies are needed that randomly assign participants to different platforms for delivery [128].

Although no consensus with respect to effectiveness of online peer support was reached yet [94,95], anonymous online support groups and discussion forums might help users to overcome the feeling of being stigmatized by connecting patients with others. A further advantage of these social support components is that time and location are no longer obstacles for active participation [96]. Nevertheless, further research is needed concerning the type of online support, such as expert-led or user-driven, moderated or nonmoderated, and synchronous (eg, chat rooms) or asynchronous (eg, discussion forums) [96]. From a design and engagement perspective, a nuanced view on target groups suggests that complementarity between content of interventions that target different mental disorders is crucial when designing computerized and Web-based mental health interventions. Patients with multiple disorders present a considerable challenge in the design of technology-supported interventions and, as a consequence, are often excluded from studies even though they might profit from certain components. One reason for the exclusion of comorbid and multimorbid patients is the pressure toward relatively stringent and precisely defined interventions, which are amenable to RCTs [130]. Regarding the high comorbidity of mental disorders, it is of greatest importance that this topic is given more attention in the design of technology-amenable interventions.

Conclusions

The development of MHIS targeting the change in health behavior requires great expertise and a thorough understanding of the problem area, underlying therapeutic strategies, and the design of persuasive systems. The findings of this systematic review contribute to the body of knowledge on the effectiveness of technology-supported therapeutic interventions for the treatment of depressive symptoms. This work is intended to provide a basis for the assessment of the impact of specific system components on treatment effects in RCTs of technology- and Web-based interventions for depression. Thus, the overall goal of this review was to identify such components and to enhance the understanding of the mechanisms through which technology-enabled interventions exert their therapeutic benefits by means of such.

Further quantitative studies are needed to assess the impact of identified components and to identify other system components that are relevant for the design of future technology-mediated MHIS for the treatment of depression and other mental disorders.

Because of the high relevance of the anatomy of MHIS, attention should be paid to design issues when developing new eHealth services in the future. To enhance dissemination and utilization of technology-based MHIS, the focus needs to be not only on how the interventions affect users, but also on how patients use and interact with technology and one another through them. Therefore, future studies are needed that add to the body of knowledge of technology-supported interventions for the treatment of depression by assessing patterns of program usage and user engagement.

To conclude, health information technology is a fast-growing field of research, which has the potential to effectively treat people suffering from mental disorders. Despite that, there is still room for improvement in the design of technology-based interventions for the treatment of depression. The delivery of
interventions via technology is a promising and cost-effective approach to diminish the significant treatment gap and the various barriers associated with the disorder.
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Abstract

Background: The Affordable Care Act (ACA), often called “Obamacare,” is a controversial law that has been implemented gradually since its enactment in 2010. Polls have consistently shown that public opinion of the ACA is quite negative.

Objective: The aim of our study was to examine the extent to which Twitter data can be used to measure public opinion of the ACA over time.

Methods: We prospectively collected a 10% random sample of daily tweets (approximately 52 million since July 2011) using Twitter’s streaming application programming interface (API) from July 10, 2011 to July 31, 2015. Using a list of key terms and ACA-specific hashtags, we identified tweets about the ACA and examined the overall volume of tweets about the ACA in relation to key ACA events. We applied standard text sentiment analysis to assign each ACA tweet a measure of positivity or negativity and compared overall sentiment from Twitter with results from the Kaiser Family Foundation health tracking poll.

Results: Public opinion on Twitter (measured via sentiment analysis) was slightly more favorable than public opinion measured by the Kaiser poll (approximately 50% vs 40%, respectively) but trends over time in both favorable and unfavorable views were similar in both sources. The Twitter-based measures of opinion as well as the Kaiser poll changed very little over time: correlation coefficients for favorable and unfavorable public opinion were .43 and .37, respectively. However, we found substantial spikes in the volume of ACA-related tweets in response to key events in the law’s implementation, such as the first open enrollment period in October 2013 and the Supreme Court decision in June 2012.

Conclusions: Twitter may be useful for tracking public opinion of health care reform as it appears to be comparable with conventional polling results. Moreover, in contrast with conventional polling, the overall amount of tweets also provides a potential indication of public interest of a particular issue at any point in time.
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Introduction

Americans have strong opinions about health care reform. Polls of the general public consistently indicate that less than half of Americans support the Affordable Care Act (ACA) [1]. The ACA (or “Obamacare,” as it is more often called) is a federal statute that was enacted under President Barack Obama in 2010. Among the most significant health care reform efforts in US history, the ACA contains a series of provisions that have been implemented since it was signed into law. The overarching goal of the ACA is to expand access to affordable insurance coverage. However, the ACA remains controversial among policymakers and the general public. Although individual elements of the law, such as subsidies for low-income families to purchase health insurance or the individual mandate, may be more or less popular than the law as a whole [2], the public opinion regarding
the law has been surprisingly stable in the 5-plus years since it was enacted. This stability has endured despite numerous ups and downs in the ACA’s fortunes, including three major Supreme Court decisions (one mostly affirming and the other entirely affirming the law, with a third dealing its supporters a blow) and a botched rollout of the law’s signature initiative, private health insurance exchanges. Table 1 presents a timeline of key events in the implementation of the ACA’s coverage provisions [3-7].

Table 1. Timeline of key events related to the implementation of the Affordable Care Act.

<table>
<thead>
<tr>
<th>Date</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>March 23, 2010</td>
<td>ACA&lt;sup&gt;a&lt;/sup&gt; signed into law by President Obama. Key coverage provisions—Medicaid expansion and health insurance exchanges—are scheduled to take effect in January 2014. Multiple lawsuits challenging different provisions of the law are filed shortly after its enactment.</td>
</tr>
<tr>
<td>2010-2011</td>
<td>Early ACA provisions are implemented, including consumer protections (eg, prohibitions on annual and lifetime caps on coverage) and the requirement that employer-sponsored plans must offer coverage for dependent children up to age 26 years. Most of these take effect as private plans were renewed; as a result, they do not have a single “headline” date for implementation.</td>
</tr>
<tr>
<td>December 19, 2011</td>
<td>The SCOTUS&lt;sup&gt;b&lt;/sup&gt; announces it will hear oral arguments in NFIB versus Sebelius, challenging the constitutionality of two key ACA provisions: the requirement that all individuals have coverage (the “individual mandate”) and the expansion of Medicaid to all individuals with incomes below 138% of poverty.</td>
</tr>
<tr>
<td>March 26-28, 2012</td>
<td>The SCOTUS hears oral arguments in NFIB versus Sebelius, generating tremendous speculation.</td>
</tr>
<tr>
<td>June 28, 2012</td>
<td>The SCOTUS rules in NFIB versus Sebelius. The individual mandate is affirmed whereas the Medicaid expansion is effectively rendered optional for states: a mixed decision, but on balance regarded as a win for the ACA.</td>
</tr>
<tr>
<td>November 6, 2012</td>
<td>President Barack Obama reelected.</td>
</tr>
<tr>
<td>October 1, 2013</td>
<td>The first open enrollment period begins for private health insurance exchanges; the federal exchange website healthcare.gov fails to work properly, generating negative publicity.</td>
</tr>
<tr>
<td>November 26, 2013</td>
<td>The SCOTUS announces it will hear oral arguments in Burwell versus Hobby Lobby, challenging a private employer’s refusal on religious grounds to provide full insurance coverage for contraception.</td>
</tr>
<tr>
<td>January 1, 2014</td>
<td>Expanded coverage through health insurance exchanges starts.</td>
</tr>
<tr>
<td>March 31, 2014</td>
<td>The first open enrollment period ends.</td>
</tr>
<tr>
<td>March 25, 2014</td>
<td>The SCOTUS announces it will hear oral arguments in Burwell versus Hobby Lobby, which is about whether corporations owned by religious families can refuse to comply with an ACA requirement that their health insurance must fully cover contraception for female workers.</td>
</tr>
<tr>
<td>June 30, 2014</td>
<td>The SCOTUS rules in favor of the corporations in Burwell versus Hobby Lobby (a blow to the ACA).</td>
</tr>
<tr>
<td>November 8, 2014</td>
<td>The SCOTUS announces it will hear oral arguments in King versus Burwell, which challenges the payment of federal subsidies for health insurance in states that rely on healthcare.gov (a majority of states).</td>
</tr>
<tr>
<td>November 15, 2014</td>
<td>The second open enrollment period begins for private health insurance exchanges; healthcare.gov works as intended.</td>
</tr>
<tr>
<td>February 15, 2015</td>
<td>The second open enrollment period ends for private health insurance exchanges.</td>
</tr>
<tr>
<td>March 4, 2015</td>
<td>The SCOTUS hears oral arguments in King versus Burwell.</td>
</tr>
<tr>
<td>June 25, 2015</td>
<td>The SCOTUS Court rules in favor of the Obama administration in King versus Burwell.</td>
</tr>
</tbody>
</table>

<sup>a</sup>ACA: Affordable Care Act.

<sup>b</sup>SCOTUS: Supreme Court of the United States.

<sup>c</sup>NFIM: National Federation of Independent Business.

Public opinion may have briefly dipped or risen immediately after these key events [8,9], but at the time of this writing, the law’s favorable and unfavorable ratings in the Kaiser health tracking poll both stand at 42% — statistically indistinguishable, given the poll’s ±3% point margin of error, from the 46% favorable or 40% unfavorable ratings the law had in April 2010, weeks after it was first enacted [10].

Monitoring public response to new laws and regulations, such as those included in the ACA, is of considerable interest to health policymakers, government agencies, and the media. Traditionally, measuring public response has relied on expensive and time-consuming surveys administered by polling agencies including the Pew Research Center and the Kaiser Family Foundation. Changes in technology introduce new opportunities for tracking public response. One particularly rich source of data is Twitter. Twitter has been used to study natural disasters [11,12], infectious disease outbreaks [13,14], drug and alcohol use [15,16], and public responses to health policies [17-19]. Whereas use of social media data has some limitations [20], it is inexpensive, immediate, and can offer contextual insights not captured by traditional survey questionnaires.

The aim of this paper was to examine the extent to which Twitter data can be used to measure public response to the rollout of the ACA. Our specific research questions were: (1) To what
extent can ACA-related tweets be accurately identified? (2) Does the overall volume of ACA-related tweets respond to key events in the implementation of ACA? (3) Is there an association between public opinion (ie, favorable vs unfavorable) measured using ACA-related tweets and conventional polling data from the Kaiser Family Foundation health tracking poll? and (4) What are common words used in favorable versus unfavorable ACA-related tweets?

**Methods**

**Twitter Data**

We examined the extent to which Twitter data can be used to measure public response to the ACA over time. To do so, we identified relevant tweets over a 6-year time period, examined them, and compared the ACA-related tweet sentiment with conventional polling data of public opinion. This study used publicly available data for all analyses and was deemed to be exempt from institutional board review.

We prospectively collected a 10% random sample of daily tweets (approximately 52 million since July 2011) using Twitter’s streaming API (ie, the “Twitter Gardenhose”) from July 10, 2011 to July 31, 2015. All analyses were restricted to English-language tweets.

To identify tweets about the ACA in this sample, we developed a list of key search terms. From the ACA Wikipedia page [21] and an arbitrary sample of comments to ACA lay media articles, we examined word frequencies in order to identify common text expressions related the ACA. Next, we used Google Trends to identify other words associated with Google searches about the ACA [22]. Based on the collection of terminology used across these data sources, we developed a list of common words and phrases to be used in our search (Textbox 1). Using regular expressions for our search terms (which account for differences in capitalization and spelling), we identified a tweet as being ACA-related if it included any of these words or phrases [23]. This resulted in a sample of 3,300,648 ACA-related tweets.

We also used Twitter hashtags to expand our identification of tweets about the ACA (Textbox 2). A Twitter hashtag is a short phrase that assigns a tweet to a specific topic. The inclusion of tweets identified exclusively based on ACA hashtags resulted in an addition of 75,133 tweets. Thus our final sample comprised 3,375,781 tweets potentially related to the ACA.

To check the validity of this method for identifying tweets related to the ACA we pulled a random sample of 1000 tweets. Two separate members of the research team reviewed each tweet to determine if it was indeed relevant to the ACA. Thirty-seven of these tweets were not in fact ACA-related (in several the tweet in question used the term ACA as an abbreviation for “acapella” and the tweet was related to singing; Table 2). Therefore, we conclude that our identification strategy had a positive predictive value of 96.3%.

**Textbox 1.** Search terms used to identify tweets about the Affordable Care Act.

<table>
<thead>
<tr>
<th>Terms used in tweets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Affordable Care Cct or ACA</td>
</tr>
<tr>
<td>Healthcare insurance exchanges</td>
</tr>
<tr>
<td>Healthcare reform act or bill</td>
</tr>
<tr>
<td>Healthcare insurance act or bill</td>
</tr>
<tr>
<td>Obamacare</td>
</tr>
<tr>
<td>Patient Protection and Affordable Care Act or PPACA</td>
</tr>
</tbody>
</table>

**Textbox 2.** Hashtags used to identify tweets about the Affordable Care Act.

<table>
<thead>
<tr>
<th>Hashtags</th>
</tr>
</thead>
<tbody>
<tr>
<td>#ACA</td>
</tr>
<tr>
<td>#aca</td>
</tr>
<tr>
<td>#Obamacare</td>
</tr>
<tr>
<td>#ObamaCare</td>
</tr>
<tr>
<td>#obamacare</td>
</tr>
</tbody>
</table>
Table 2. Selected examples of relevant and nonrelevant Affordable Care Act-related tweets.

<table>
<thead>
<tr>
<th>Type</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relevant favorable ACA tweets</td>
<td>“Finally, my two favorite things come together: online shopping and buying health insurance.”</td>
</tr>
<tr>
<td></td>
<td>“In response to Obamacare, nearly 1 in 3 health facilities are adding doctors.”</td>
</tr>
<tr>
<td></td>
<td>“The GOP Is Terrified Obamacare Could Be A Success.”</td>
</tr>
<tr>
<td></td>
<td>“Thanks to the ACA, Over 5800 Californians with Pre-Existing Conditions Now Getting Care.”</td>
</tr>
<tr>
<td></td>
<td>“Obamacare winning one step at a time, sometimes take double steps. Today, good news for people with heart disease.”</td>
</tr>
<tr>
<td>Relevant unfavorable ACA tweets</td>
<td>“Dems Throwing Granny Off the Cliff: Obamacare Cuts Medicare, Seniors Losing Doctors.”</td>
</tr>
<tr>
<td></td>
<td>“4 Years Later ObamaCare Still a Crime Against Democracy That The American People Will Never Accept.”</td>
</tr>
<tr>
<td></td>
<td>“Obamacare: Biggest Job-Killing TAX in US History!”</td>
</tr>
<tr>
<td></td>
<td>“The people of America have no concept at this point as to just how miserable Obamacare is going to make individual lives.”</td>
</tr>
<tr>
<td></td>
<td>“Weird new error screen for Obamacare.”</td>
</tr>
<tr>
<td>Nonrelevant ACA tweets</td>
<td>“You’re one of those acapella girls, I’m one of those acapella boys, and we’re gonna have aca-children.”</td>
</tr>
<tr>
<td></td>
<td>“Who’s watching the ACA’s?”</td>
</tr>
<tr>
<td></td>
<td>“Thank you guys so much for last night. The ac awards were a blast. Thanks for making 2013 unbelievable.”</td>
</tr>
</tbody>
</table>

*ACA: Affordable Care Act or acapella.

**Sentiment of Affordable Care Act (ACA) Tweets**

We used standard text sentiment analysis to assign each ACA tweet a measure of positive to negative sentiment. Text sentiment analysis uses a lexicon of words each with previously assigned numeric measures of emotion (ranging from negative to positive, i.e., −1.0 to +1.0). In this study, tweet sentiment was measured using labMT, a lexicon developed by Dodds et al based on human review of terms from language used in Twitter, Google Books, music lyrics, and the New York Times) [24]. This lexicon has been widely used in studies of Web-based product reviews and temporal patterns of happiness.

After tweets were processed to remove words that do not convey specific content (such as “a” or “the”), the assigned scores for words in a given text were summed up to arrive at an overall score of the sentiment. Tweets with a sentiment score greater than zero were coded favorable while those with a score less than zero were coded unfavorable.

**Kaiser Family Foundation Health Tracking Poll**

Since the enactment of the ACA in March 2010, the Kaiser Family Foundation’s health tracking poll has been conducted monthly to evaluate the public views of the ACA [10]. Briefly, the Kaiser poll is a random telephone dial sample (both landline and cell) of approximately 1000 to 1500 persons annually aged 18 years and older residing in the United States. The poll collects basic information on sociodemographic characteristics, health, and, relevant to our study, specifically asks respondents: “As you may know, a health reform bill was signed into law in 2010. Given what you know about the health reform law, do you have a generally favorable or unfavorable opinion of it?” The response set for this questions consists of: (1) favorable, (2) unfavorable, and (3) don’t know/refused.

From the Kaiser poll data, we determined the percent of respondents who reported being favorable versus unfavorable toward the ACA by month. Kaiser data were not available for 5 months (December 2012, January 2013, May 2013, July 2013, and August 2014).

**Analyses**

Descriptively, we sought to examine the influence of key events regarding the ACA implementation on public response. Therefore, we identified the following historical events that took place during the study period (see Table 1 for details): three Supreme Court cases regarding the ACA; the reelection of President Obama (November 6, 2012), the first exchange open enrollment period (from October 1, 2013 to March 31, 2014), the start date for major expansions of health insurance coverage through the ACA (January 1, 2014), and the second exchange open enrollment period (from November 15, 2014 to February 15, 2015).

Across calendar months, we used Spearman correlation to evaluate for associations between public response measured using ACA tweets and the Kaiser poll. For instance, we compared the percentage of unfavorable ACA tweets per month with the percentage of Kaiser poll respondents who were unfavorable toward the ACA. As young adults tend to use Twitter more than older adults, we also examined correlations stratified by the age of Kaiser poll respondents [25]. Finally, we determined how the overall volume of ACA tweets throughout the study period varied over time.

To determine whether Americans were referring to the ACA as “Obamacare” more or less over time, we show the volume of ACA-related tweets that do and do not contain this term. For all analyses, we used R statistical software (R Foundation for Statistical Computing, Vienna, Austria). A 2-sided P value of less than .05 was considered statistically significant.
We also performed a subanalysis to test the robustness of the associations we observed to determine whether tweets from political and special interest groups impacted our results. To do so, we reanalyzed associations after excluding the 310,862 clearly political ACA tweets that included hashtags such as #gop (Grand Old Party), #teaparty, #p2 (Progressive 2.0), #PJNET (Patriot Journalist Network), #tlot (Top Libertarians on Twitter), #ccot (Christian Conservatives on Twitter), and #tcot (Top Conservatives on Twitter).

Finally, to provide some insight into the content of favorable versus unfavorable ACA tweets, we calculated the most frequently used other words (ie, not used to identify the tweets as ACA-related) and displayed these using word clouds.

**Results**

**Comparison of Public Response Using Tweets to the Kaiser Poll**

Figure 1 displays the percent favorable and unfavorable ACA-related tweets over time compared with public response measured by the Kaiser poll. Gaps in the Kaiser lines are time periods where the poll was not conducted. Approximately 50% of tweets were favorable compared with approximately 40% of Kaiser respondents being favorable toward the ACA throughout the time period (Figure 1). According to specific age categories, the percent of favorable Kaiser poll respondents differed little over time. Over the 5-year time period, approximately 20% of ACA tweets were unfavorable compared with 40% of Kaiser respondents being unfavorable toward the ACA. Across age categories, older Kaiser respondents were more likely to be unfavorable toward the ACA (eg, approximately 50% of adults aged 65 years and older reported being unfavorable toward the ACA).

In spite of these differences our Twitter-based measure of public opinion track results of the Kaiser poll quite well over time. The correlation coefficient between percentage of unfavorable ACA tweets and Kaiser respondents was .43, P value=.01 over the study time period. Likewise, the correlation coefficient between percentage of favorable ACA tweets and Kaiser respondents was .37, P value=.02 (Table 3).

**Figure 1.** Favorable (A and B) versus unfavorable (C and D) public response to the Affordable Care Act using Tweets compared to results from the Kaiser Poll.

Note: Gaps in lines represent time periods where the Kaiser Poll was not conducted.

Abbreviations: ACA, Affordable Care Act; SCOTUS, Supreme Court of the United States; NFIM, National Federation of Independent Business.
Because Twitter users are likely to be younger than average, we also compared the percentage of favorable and unfavorable tweets according to Kaiser respondent age group. The strongest correlation was for unfavorable public response among Kaiser respondents between 18 and 29 years of age—a correlation coefficient of .47, $P$ value=.01 (Table 3). The correlation coefficients for both favorable and unfavorable response between the two approaches were approximately .4, $P$ value=.01 among Kaiser respondents between 30 and 49 years of age. Correlations were weak and statistically insignificant among older Kaiser respondents. These correlations persisted in our subanalysis where we remove tweets with political and special interest hashtags.

---

### The Volume of ACA Tweets Over Time

Whereas public opinion may not change (much) in response to significant events in the ACA’s history, the volume of ACA-related tweets certainly does (Figure 2). Overall, the number of ACA-related tweets peaked during the first open enrollment period. In particular, the single month with the largest amount of ACA-related tweets was October 2013 (a total of 353,890 ACA tweets) —the beginning of the first open enrollment period. Other notable events such as the Supreme Court of the United States decision in June 2012 and beginning of the second open enrollment period in November 2014 also led to sharp spikes in ACA tweets. The term “Obamacare” was used in the great majority of ACA-related tweets throughout this period, with no evidence that this term became more or less common over time.

---

### Table 3. Correlation between percentage of favorable (or unfavorable) tweets and percentage of favorable (or unfavorable) Kaiser poll respondents about the Affordable Care Act.

<table>
<thead>
<tr>
<th>Kaiser respondents</th>
<th>Spearman correlation coefficient ($P$ value)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Favorable</td>
</tr>
<tr>
<td>All</td>
<td>.37 (.02)</td>
</tr>
<tr>
<td>By age category</td>
<td></td>
</tr>
<tr>
<td>18-29 years</td>
<td>.14 (.36)</td>
</tr>
<tr>
<td>30-49 years</td>
<td>.41 (.01)</td>
</tr>
<tr>
<td>50-64 years</td>
<td>.21 (.21)</td>
</tr>
<tr>
<td>65+ years</td>
<td>.22 (.17)</td>
</tr>
</tbody>
</table>

---

### Figure 2. Total number of Affordable Care Act-related Tweets per month from July 2011 to January 2015.
The Language of Favorable Versus Unfavorable ACA Tweets

Finally, in order to shed some light on the content of favorable and unfavorable ACA-related tweets, we tabulated the words most commonly used in each type of tweet, excluding the search terms in Textbox 1 that were used to identify ACA-related tweets initially. The results are presented as word clouds, an admittedly unscientific but nonetheless entertaining graphic tool in which size of the word corresponds to how frequently the word was used (Figure 3). A few of the most common words used in favorable ACA-related tweets included “like,” “million,” and “new.” Unfavorable ACA-related tweets included a more eclectic mix of words such as “tax,” “lie,” and “delay.”

Figure 3. Common words used in favorable (A) versus unfavorable (B) Affordable Care Act-related Tweets.

Discussion

Principal Findings

To our knowledge this is the first study to compare Twitter-based measures of public opinion regarding the ACA to traditional polling results. Overall, we found evidence that Twitter data can be effectively leveraged to estimate public opinion, including the response (or lack of response) of opinion to specific events such as health care reform. Trends in the overall public response measured by sentiment of tweets paralleled the results of Kaiser poll, and the levels of favorable and unfavorable response were quite similar over time. Not surprisingly, public response to the ACA on Twitter correlated most highly with polling data for younger adults —the age group most likely to use social media platforms [25]. For policymakers interested in tracking public response, our results suggest that Twitter data can provide a less costly and more immediate alternative to traditional opinion polling, particularly for younger Americans. Examining the text of tweets themselves can offer insight into public opinion (or perhaps, the language used by those wishing to influence public opinion) beyond that of traditional polls. For instance, unfavorable tweets used language regarding taxation, dishonesty, and other negative terminology. Words in tweets also hinted at political affiliations associated with tweeting about the ACA, for example, “republican,” “democrat,” and “teaparty” were commonly used in ACA tweets.

The most striking finding may be that our Twitter-based measures of ACA public response exhibit the same remarkable stability over time that characterizes results from the Kaiser poll. One of the central puzzles about public opinion toward the ACA—why are opinions changing so little over time, even as major components of the law have been implemented and provided health insurance coverage to millions of Americans?—is just as pronounced in the immediate-response
world of social media as in the more staid world of traditional opinion polling. Public opinion on Twitter toward the ACA could be more volatile, or more malleable, than opinions measured by the Kaiser poll—but they aren’t. The lack of significant change in favorable or unfavorable views toward the ACA over time does not mean people aren’t paying attention. On the contrary, they are not only paying attention, they are also expressing opinions in response to key events as we identified large changes in the volume of ACA tweets over time. The most striking spike in ACA tweets was in response to the first open enrollment period in October 2013 (during which the exchange enrollment website healthcare.gov failed to function properly). These large changes in volume, coupled with the lack of concomitant change in the favorable or unfavorable nature of the sentiments being addressed, echoes the thesis first advanced by Iyengar and Kinder that news may not so much change opinions as change how they are expressed [26]. In the age of social media, significant changes in the number of Americans expressing themselves in the absence of lack of change in public opinion might be reframed by saying that events in the real world do not change opinions, but they do change how often they are expressed.

There is growing use of Twitter to quantify public response. For instance, the sentiment expressed in tweets detected using either automated or manual annotation has been used to measure public response to vaccinations [27,28], the “Internet of things” [29], issues regarding electronic cigarettes [30], and climate change [31]. Collectively, this growing body of evidence points to encouraging findings regarding the use of Twitter as real-time barometer of collective public attitude. Our study contributes to several other studies that specifically used Twitter data to measure public response to health care reform [17-19,32]. Most similar to our study, King and colleagues used over 120,000 tweets related to the health and social care bill passed through parliament in England to examine public response [17]. They too found large spikes in the volume of tweets related to key events as the legislation was passed and moderate evidence of sentiment of tweets being correlated with public response. In a more recent report by Wong and colleagues, sentiment of ACA-related tweets were examined in relation to state-level health insurance marketplace enrollment [19]. After geocoding nearly 450,000 ACA-related tweets, the authors found a moderate association between ACA-related tweet sentiment and state-level enrollment. Our findings offer further support to the use of Twitter to quantify public response to health care reform as it correlates to some degree with a large national, ongoing poll. Furthermore, our findings of large spikes of tweets in relation to key events parallels findings observed in other studies (eg, [17,27,31,33]); in particular, we found significant fluxes in the amount of tweeting in the absence of swings in public opinion [17,26].

**Study Limitations**

The chief limitation of Twitter data is that Twitter users are, by definition, not representative of the general population. Any ways in which Twitter users are different from the typical American—for example, being younger, more tech-savvy, or having a different political orientation—could bias our Twitter-based estimate of ACA sentiment, if these underlying differences also affect attitudes toward the ACA. This is the reason why our analysis begins by comparing our estimates with estimates from the nationally-representative Kaiser poll. Other limitations include the fact that our algorithms for identifying ACA-related tweets and for encoding the sentiments they contain could introduce systematic bias. Whereas these methods represent the current state of the art in social media analysis, this relatively young field is evolving rapidly and subsequent methodological refinements may improve on the approach we use here.

**Conclusions**

In this study we found some evidence that Twitter may be useful for tracking public opinion regarding US health care reform as it appears to be comparable with conventional polling results. Similar to previous studies that used Twitter to measure public response, we found large changes in the amount of tweets in relation to key events; yet, during these time periods public opinion appeared to have changed very little. Thus, the overall amount of tweets may also provide a potential indication of general public interest of a particular issue at any point in time. Whereas use of social media data for tracking public opinion is not without limitations, it is inexpensive, immediate, and can offer contextual insights beyond that of conventional polling.
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Abstract

Background: Establishing a validated scale of patient engagement through use of information technology (ie, digital patient engagement) is the first step to understanding its role in health and health care quality, outcomes, and efficient implementation by health care providers and systems.

Objective: The aim of this study was to develop and prioritize measures of digital patient engagement based on patients’ use of the US Department of Veterans Affairs (VA)’s My HealtheVet (MHV) portal, focusing on the MHV/Blue Button and Secure Messaging functions.

Methods: We aligned two models from the information systems and organizational behavior literatures to create a theory-based model of digital patient engagement. On the basis of this model, we conducted ten key informant interviews to identify potential measures from existing VA studies and consolidated the measures. We then conducted three rounds of modified Delphi rating by 12 national eHealth experts via Web-based surveys to prioritize the measures.

Results: All 12 experts completed the study’s three rounds of modified Delphi ratings, resulting in two sets of final candidate measures representing digital patient engagement for Secure Messaging (58 measures) and MHV/Blue Button (71 measures). These measure sets map to Donabedian’s three types of quality measures: (1) antecedents (eg, patient demographics); (2) processes (eg, a novel measure of Web-based care quality); and (3) outcomes (eg, patient engagement).

Conclusions: This national expert panel study using a modified Delphi technique prioritized candidate measures to assess digital patient engagement through patients’ use of VA’s My HealtheVet portal. The process yielded two robust measures sets prepared for future piloting and validation in surveys among Veterans.
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**Introduction**

Patient portals are Web-based platforms that provide patients with access to health information and elements of their medical record and equip them with tools to interact with their clinical teams [1]. Numerous studies have assessed the adoption of patient portals, including the factors that predispose patients to adoption as well as the barriers and challenges they face [2-8]. Moving beyond adoption, measuring the nature and extent of patients’ use of portal tools is a priority for the US Department of Veterans Affairs (VA) and other health systems. This emerging focus on measuring digital patient engagement [9] follows organically from—and is inextricably linked with—measuring clinician meaningful use of health information technology (HIT) as supported by the US Centers for Medicare & Medicaid Services’s “Meaningful Use” rules [10]. However, to date, neither VA nor any other US health system has established nationally validated measures of digital patient engagement to provide an indication of the extent to which patients are genuinely using portal-based tools and the degree to which those tools are engaging patients with their health care. The main objective of this study was therefore to develop and prioritize measures of patients’ experience using functions of a patient portal, with specific attention to the degree to which their experience using those functions promotes engagement with their health care team. To achieve this objective, we used a modified Delphi panel. This systematic approach aggregated experts’ opinions and perceptions of which measures would be most valuable and appropriate for assessing Veterans’ use of Blue Button and Secure Messaging, two salient features of My HealtheVet, VA’s patient portal. [11]. Our study focused on the Blue Button function, which allows Veterans to download their personal health record, and the Secure Messaging function, which enables Veterans to communicate via secure email with their health care team.

**Methods**

This study involved a sequence of three phases: (1) literature review; (2) key informant interviews; and (3) Delphi panel process. For the literature review, we sought to identify prior work that would enable us to design a theory-based model for the study; as such, we researched three literature streams of established frameworks and validated scales of patients’: (1) health and health care, (2) use of IT or HIT, and (3) relations with providers and health care systems. This literature review indicated that existing models of patient engagement and of technology adoption did not sufficiently overlap or integrate with each other to provide a framework for measuring patients’ engagement in their health and health care through technology.

We therefore defined digital patient engagement as the value that a patient (or family member or caregiver) assigns to the accrued experience with and results of using a system feature or service plus the expectation of similar future experience and results. On the basis of our theory-based definition, we aligned two established models: (1) Technology Acceptance Model [12] to reflect the functional dimension and (2) Relational Coordination Model to reflect the patient-provider dimension of digital patient engagement [13]. The resulting model included both patient engagement and intent to use and recommend the technology as outcomes reflecting digital patient engagement.

Our resulting theory-based model is shown in Figure 1. The “account type” mentioned in the figure refers to the type of My HealtheVet account the user possesses. Account types included basic, which provided online access to general health information; advanced, which included access to the Blue Button and the ability to view other elements of the personal health record; and premium, which included all of the advanced features but added secure messaging capability.
For the second phase of the study, in late 2012, we conducted semistructured key informant telephone interviews with principal investigators of all current VA-funded MyHealthVet (MHV) studies (N=10) to identify existing measures of MHV adoption and use. The ten participants were identified through communication with the MHV Program Office and with researchers in the field. One or both of the authors conducted telephone interviews with each participant.

Following interviews, we conducted the third phase of the study, a modified Delphi process. We followed the methods of previously published studies [14-21] and tailored them to the objectives herein. The modified Delphi technique is an intensive, iterative approach to elicit and refine experts’ opinions on novel conceptual fields with the goals of gaining consensus on candidate measures and evolving the framework. From the literature review and in-depth interviews, we generated a set of candidate measures to be considered by the Delphi panel, with the goal of identifying measures of use of the Blue Button and Secure Messaging that represented digital patient engagement. On the basis of Delphi theory, our in-depth interviews, and the theoretical model, we established success criteria to guide inclusion in the preliminary measures, process goals, and consensus criteria for each round of the Delphi process.

For the Delphi panel, we convened 12 national (US) eHealth experts, who were principally physicians. Our Delphi protocol, conducted in March-October 2013, involved three rounds of panelists’ independent rating of the measures; panelists submitted their ratings through a secure online questionnaire, enabling the research team to score and analyze the results while maintaining panelist anonymity to all but the researchers. To ensure that the process would ultimately yield measures of digital patient engagement, and following procedures established in prior Delphi panel studies, we asked panelists to rate the importance of each proposed measure on an 11-point integer scale, ranging from −5 (strongly disagree) to +5 (strongly agree). Our objective criteria enabled us to accept or reject a measure after each round, or to revise it for retesting in the next round. For acceptance, a measure was required to meet all three of the following conditions: (1) median score ≥ 3; (2) interquartile range (IQR) ≤ 2; and (3) ≤ 1 outliers (defined as a score of > 1.5×IQR from the 25th or 75th percentile). For example, consider the following 12 panelists’ scores for one measure: 0, 0, 1, 2, 3, 3, 3, 4, 4, 4, 5. The median score is 3, satisfying condition (1). The IQR is 2, satisfying condition (2). There are no outliers, that is, no scores lower than −1 and no scores greater than 7 (the latter not being a possible value, given the −5 to +5 scale), thus satisfying condition (3). Therefore, this measure would be accepted and not considered further in subsequent panel iterations. For revision and retesting (in a subsequent round), a measure was required to meet two of the three conditions. If it failed to meet at least two conditions, it was rejected.

Results

All 12 Delphi expert panel members completed the study’s three rounds of measures rating. The final candidate measures of digital patient engagement comprised two similar but separate sets: 58 measures for Secure Messaging and 71 measures for MHV/Blue Button, where Antecedents represented 20 comparable measures for both functions, Processes represented 32 Secure Messaging and 45 MHV/Blue Button measures, and Outcomes represented six comparable measures for Secure Messaging and MHV/Blue Button.

As an example of how the Delphi panel results were used to include or exclude measures, Table 1 shows the four digital patient engagement outcome measures. For each of these four outcome measures, acceptance was achieved in the third and final round of the Panel’s deliberations. Among the four measures, there was only one outlier panel member rating, reflecting high level of agreement on the value of these items in measuring digital patient engagement.

Table 1. Digital patient engagement outcome measures—Delphi panel statistics. Secure Messaging = first statistic and MyHealthVet /Blue Button = second statistic, reported (in #/# format).

<table>
<thead>
<tr>
<th>Measure: patient engagement</th>
<th>Accept round</th>
<th>IQRa</th>
<th>Outlier</th>
<th>Median</th>
<th>Mean</th>
<th>SD b</th>
</tr>
</thead>
<tbody>
<tr>
<td>I have all the information I need to manage my health and health care.</td>
<td>3</td>
<td>1.5/2.0</td>
<td>0/0</td>
<td>3.5/4.0</td>
<td>3.1/4.0</td>
<td>2.3/0.9</td>
</tr>
<tr>
<td>I am confident in working with my VA health care team to manage my health and health care.</td>
<td>3</td>
<td>2.0/1.5</td>
<td>0/0</td>
<td>3.0/3.0</td>
<td>3.7/3.6</td>
<td>1.0/0.8</td>
</tr>
<tr>
<td>I feel in control of my health and health care (such as taking part in decisions or following through on any medication, treatment, or health routine).</td>
<td>3</td>
<td>1.5/2.0</td>
<td>0/0</td>
<td>4.0/4.0</td>
<td>3.5/3.6</td>
<td>1.4/1.5</td>
</tr>
<tr>
<td>I am able to achieve my long-term health and health care goals (such as being self-reliant, living longer and better, or knowing that my family and friends can depend on me).</td>
<td>3</td>
<td>2.0/2.0</td>
<td>0/0</td>
<td>3.5/3.5</td>
<td>3.5/3.6</td>
<td>1.5/1.6</td>
</tr>
</tbody>
</table>

aIQR: interquartile range.

bSD: standard deviation.

cVA: US Department of Veterans Affairs.


Discussion

Principal Findings
Measuring how patients use HIT is a high priority for US health care. Nevertheless, existing meaningful use measurements have focused on clinicians’ use of technology with few guidelines for patient adoption and use. While various scales have emerged to assess patient engagement and satisfaction with health care, none has combined patients’ affinity for the technology with patients’ trust in their relationship with clinicians, in person and online, to demonstrate how these variables influence digital patient engagement with their health and health care.

In this national expert panel study using a modified Delphi technique, we consolidated and refined two complementary versions of candidate measures to assess patients’ use of VA’s My HealtheVet patient portal, one set of measures for its Secure Messaging feature and another for its Blue Button personal health record and other MHV tools, with the potential for gauging digital patient engagement.

This study offers a number of strengths and innovations. Guided by a theory-based framework, we first developed and refined a new four-item digital patient engagement outcome measure based on Rogers’ “Diffusion of Innovation” model [22]. That is, the four new measures we developed (i.e., awareness and understanding, skills and confidence, trial and regular use, and use loyalty and recommendation) map roughly to Rogers’ four stages of diffusion of innovation, namely knowledge, persuasion, decision, and confirmation. Grounding our measures in Rogers’ framework was suggested by and affirmed by the Delphi panel.

The four-item digital patient engagement measure also align with Hibbard et al’s patient activation measures [23], paraphrased as (1) belief in having an active role in care, (2) confidence and knowledge to take action, (3) taking action, and (4) staying the course under stress.

As an innovation, the Delphi panel led us to introduce the novel process dimension of patient online care quality. This measure reflects the quality of the interaction of users with the technology.

We strengthened the content validity of the measures, a principal goal of using the Delphi technique, by assuring 100% participation of our content experts across the three rating rounds. To mitigate threats to external validity, such as selection bias, we selected our national experts to reflect a broad perspective of various health systems, diverse patient user groups, and an array of patient portal architectures and features. Generalizability of results also benefited from the inclusion of the expert views of the key informants. We reduced Delphi panel process threats by (1) making study goals and procedural guidelines clear at the start, (2) presenting a fair and transparent rating process with timely survey administration and response to panelist questions, and (3) extending full consideration and discussion on any dissenting opinions by panelists.

Limitations
A potential limitation of the study is that we employed a panel of experts, rather than patients themselves, to refine and prioritize the measures for digital patient engagement. We chose our approach because we considered the tasks of measure selection to require not only familiarity with the patient portal tools and their role in health care delivery but also a comfort level with the process of questionnaire item development and measurement scales. To ensure that the measures developed in this study truly reflect digital patient engagement, they must be validated among a population of patients who are users of the portal and its functions.

Conclusions
Establishing a valid and reliable scale is the first step to measuring digital patient engagement and its role in health and health care quality, outcomes, and effective, efficient implementation by health care providers and health care systems. This study yielded a robust set of candidate measures of what Veterans value in Blue Button and Secure Messaging. These measures and the scales they constitute can thus be tested empirically to examine their psychometric properties and may ultimately be used in measuring the extent to which patient portals and other patient-facing technologies can engage patients in their health care.
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Abstract

Background: Self-management support is one mechanism by which telehealth interventions have been proposed to facilitate management of long-term conditions.

Objective: The objectives of this metareview were to (1) assess the impact of telehealth interventions to support self-management on disease control and health care utilization, and (2) identify components of telehealth support and their impact on disease control and the process of self-management. Our goal was to synthesise evidence for telehealth-supported self-management of diabetes (types 1 and 2), heart failure, asthma, chronic obstructive pulmonary disease (COPD) and cancer to identify components of effective self-management support.

Methods: We performed a metareview (a systematic review of systematic reviews) of randomized controlled trials (RCTs) of telehealth interventions to support self-management in 6 exemplar long-term conditions. We searched 7 databases for reviews published from January 2000 to May 2016 and screened identified studies against eligibility criteria. We weighted reviews by quality (revised A Measurement Tool to Assess Systematic Reviews), size, and relevance. We then combined our results in a narrative synthesis and using harvest plots.

Results: We included 53 systematic reviews, comprising 232 unique RCTs. Reviews concerned diabetes (type 1: n=6; type 2, n=11; mixed, n=19), heart failure (n=9), asthma (n=8), COPD (n=8), and cancer (n=3). Findings varied between and within disease areas. The highest-weighted reviews showed that blood glucose telemonitoring with feedback and some educational and lifestyle interventions improved glycemic control in type 2, but not type 1, diabetes, and that telemonitoring and telephone interventions reduced mortality and hospital admissions in heart failure, but these findings were not consistent in all reviews. Results for the other conditions were mixed, although no reviews showed evidence of harm. Analysis of the mediating role of self-management, and of components of successful interventions, was limited and inconclusive. More intensive and multifaceted interventions were associated with greater improvements in diabetes, heart failure, and asthma.

Conclusions: While telehealth-mediated self-management was not consistently superior to usual care, none of the reviews reported any negative effects, suggesting that telehealth is a safe option for delivery of self-management support, particularly in...
conditions such as heart failure and type 2 diabetes, where the evidence base is more developed. Larger-scale trials of telehealth-supported self-management, based on explicit self-management theory, are needed before the extent to which telehealth technologies may be harnessed to support self-management can be established.
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Introduction

The rising prevalence of long-term conditions is a major clinical and public health challenge [1]. Telehealth has attracted considerable interest as a means of delivering care to those with long-term conditions [2]. Definitions of telehealth are many and varied [3], and the technologies involved are novel and evolving [4]: in this paper we use the term to refer to any use of information and communication technology to facilitate communication or transfer of information between patient and health care provider over a distance [5]. Self-management—whereby individuals take on tasks to deal with medical management, role management, or emotional aspects of their condition [6]—is also increasingly recognized as important for effective management of long-term conditions [7-9]. Telehealth has been proposed as one mechanism by which self-management may be promoted and enabled [10], although, in contrast, it has also been suggested that telehealth may sometimes increase dependence on health professionals rather than promoting self-management [11]. The extent to which telehealth effectively promotes self-management, and the components of telehealth interventions that contribute to this goal, remain unclear.

Self-management and its support comprise a wide range of potential activities and interventions [12]. While self-management support is an important aspect of the wider management of a range of long-term conditions, its nature and the approach to supporting successful self-management varies depending on the condition, as well as the individual patient. A systematic overview of self-management interventions (Practical Reviews in Self-Management Support [PRISMS]) demonstrated that self-management support interventions across a range of 14 long-term conditions are complex and multifaceted, involve both the patient and health care professional, and need to be tailored to the individual and their specific condition and context [12]. The review found that no single component of self-management interventions could be identified as being more important than others, but also that the detail and quality of reporting of these complex interventions was a barrier to their wider implementation and the understanding of their effective components [12,13]. This observation, along with the lack of a suitable tool to analyze the important components of self-management interventions, led to the development of the PRISMS taxonomy of self-management support [14]. This taxonomy identified 14 separate components that might be adapted and used to support self-management across a range of long-term conditions. Several of these components could be potentially delivered via telehealth, and may be grouped and considered under the following headings:

- Patient education and information provision
- Remote monitoring with feedback and action plans (eg, peak expiratory flow or blood glucose monitoring with action plans)
- Telehealth-facilitated clinical review
- Adherence support (eg, medication or lifestyle intervention adherence)
- Psychological support
- Lifestyle interventions (eg, smoking cessation, exercise, weight loss)

Given the wide variety of technologies and interventions that telehealth encompasses [2], and the varied nature of self-management interventions [12], we aimed to gain a broad overview of the evidence for telehealth-mediated self-management support using metareview methodology [15]. We focused on 6 specific conditions in which telehealth has been widely used and evaluated as a method of delivering care and in which the principles of self-management are considered an important component of disease management [12,16]. With respect to telehealth-supported self-management, we aimed to (1) assess the impact on disease control and health care utilization, and (2) identify components of self-management support delivered by the telehealth interventions and assess the impact of these components on disease control and the process of self-management.

Methods

This metareview aimed to synthesize systematic review evidence on telehealth interventions to support self-management in diabetes mellitus (types 1 and 2), heart failure, asthma, chronic obstructive pulmonary disease (COPD), and cancer. We carried it out according to a prespecified protocol. We were unable to register our protocol as PROSPERO (an international prospective register of systematic reviews) does not accept protocols for metareviews.
Table 1. Inclusion criteria and database search for systematic reviews of randomized controlled trials (RCTs) of telehealth interventions incorporating components of supported self-management.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population</td>
<td>Adults or children with 1 or more specified long-term conditions (diabetes mellitus type 1 or 2, heart failure, asthma, chronic obstructive pulmonary disease, and cancer). Reviews of multiple conditions included if disease-specific findings reported separately.</td>
</tr>
<tr>
<td>Intervention</td>
<td>Telehealth(^a) interventions to support self-management(^b).</td>
</tr>
<tr>
<td>Comparator</td>
<td>“Usual care” or alternative means of delivering the intervention (eg, face-to-face, paper-based).</td>
</tr>
<tr>
<td>Outcomes</td>
<td>Markers of disease control (see Table 2). Unscheduled use of health care services (see Table 2). Self-management process outcomes (see Table 2).</td>
</tr>
<tr>
<td>Settings</td>
<td>Any health care setting.</td>
</tr>
<tr>
<td>Study design</td>
<td>Systematic reviews of RCTs. Systematic reviews of multiple study designs included if RCT data reported separately.</td>
</tr>
<tr>
<td>Databases</td>
<td>MEDLINE, Embase, CINAHL, PsycINFO, AMED, Web of Science, and Cochrane Database of Systematic Reviews.</td>
</tr>
<tr>
<td>Manual searching</td>
<td>Reference lists of all eligible reviews searched.</td>
</tr>
<tr>
<td>Forward citations</td>
<td>Performed for all included systematic reviews (using Web of Science).</td>
</tr>
<tr>
<td>In-progress studies</td>
<td>Abstract used to identify recently published reviews.</td>
</tr>
<tr>
<td>Restrictions</td>
<td>No language restriction applied.</td>
</tr>
<tr>
<td>Dates</td>
<td>Initial search: January 2000 to November 2014 (limited to studies later than 2000 due to the relatively recent introduction of the technological solutions and the rapid rate of development of the field. Few studies prior to 2000 were identified in scoping search).</td>
</tr>
<tr>
<td>Other exclusions</td>
<td>Less detailed versions of Cochrane reviews published (data taken from the Cochrane review). Previous versions of reviews that had been subsequently updated. Reviews lacking analyses of quantitative RCT data (narrative or meta-analysis). Interventions in which there was no transfer of clinical information between patient and health care provider (eg, peer-to-peer online forums), or where evidence of this was not clear (eg, computer- or Internet-based interventions that gave or recorded information without transfer).</td>
</tr>
</tbody>
</table>

\(^a\)Telehealth was defined as any intervention in which clinical information is transferred remotely between patient and health care provider, regardless of the technology used to record or transmit the information.

\(^b\)Self-management was defined as any intervention that aimed to empower patients to be active decision makers who deal with emotional, social, or medical management of their illness with the aim of improving their independence and quality of life.

**Search Strategy**

Following an initial scoping, we searched for systematic reviews of randomized controlled trials (RCTs) of telehealth interventions incorporating components of supported self-management. The basic search strategy combined “telehealth terms” AND “self-management terms” AND “long term conditions terms” AND “systematic review terms.” The search used a combination of keyword searches and Medical Subject Headings (MeSH). We searched 7 databases for reviews published from January 2000 to May 2016. The search was limited to studies published later than 2000 because telehealth is a relatively recent innovation and rapid advances in technology mean that any earlier work is unlikely to be relevant to contemporary health care. Table 1 summarizes the search strategy and sources, and Table 2 details the outcomes. Multimedia Appendix 1 shows full search terms for the MEDLINE database; we adjusted these for the other databases.
Table 2. Outcomes and definitions.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Markers of disease control</strong></td>
<td></td>
</tr>
<tr>
<td>Nondisease specific</td>
<td>Mortality</td>
</tr>
<tr>
<td></td>
<td>Symptoms and exacerbations: reported symptoms or symptom scores</td>
</tr>
<tr>
<td></td>
<td>Measured rate or frequency of exacerbations</td>
</tr>
<tr>
<td></td>
<td>Other (not disease-specific) biological markers such as blood pressure, lipids</td>
</tr>
<tr>
<td>Disease specific</td>
<td>Diabetes: hemoglobin A1c</td>
</tr>
<tr>
<td></td>
<td>Heart failure: body weight, exercise tolerance</td>
</tr>
<tr>
<td></td>
<td>Asthma: PEF(^a), FEV(_1)(^b), etc</td>
</tr>
<tr>
<td></td>
<td>Chronic obstructive pulmonary disease: FEV(_1)</td>
</tr>
<tr>
<td>Cancer: recurrence</td>
<td></td>
</tr>
<tr>
<td><strong>Health care utilization</strong></td>
<td>Use of health care services (eg, admissions, length of stay, use of unscheduled services or emergency department)</td>
</tr>
<tr>
<td><strong>Self-management process outcomes</strong></td>
<td></td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>The confidence that an individual has in their own ability to perform a specific task or behavior</td>
</tr>
<tr>
<td>Self-management behaviors</td>
<td>Measures of self-management adoption behavior (eg, use of or adherence to action plan, medication adherence, frequency of monitoring [PEF, blood glucose, etc], avoidance of triggers, use of environmental resources)</td>
</tr>
<tr>
<td><strong>Quality of Life</strong></td>
<td></td>
</tr>
<tr>
<td>Quality of life</td>
<td>As assessed by validated tool</td>
</tr>
<tr>
<td>Disease-specific quality of life</td>
<td>As assessed by validated quality-of-life assessment tool (eg, asthma quality-of-life score, St George’s respiratory questionnaire)</td>
</tr>
</tbody>
</table>

\(^a\)PEF: peak expiratory flow rate.
\(^b\)FEV\(_1\): forced expiratory volume in the first second of expiration.

Inclusion and exclusion criteria are summarized using the population, intervention, comparison, outcomes, setting, and study design headings in Table 1 and Table 2. Initial scoping revealed that few reviews of telehealth interventions identified self-management support explicitly as an aim of the telehealth intervention under consideration (eg, self-management was a specified inclusion criterion). We therefore also included reviews in which self-management support was an implied component or mechanism of the telehealth intervention under consideration and in which outcomes relevant to self-management were assessed as part of the review. For the purpose of inclusion, we defined self-management as “any intervention which aimed to empower patients to be active decision makers who deal with emotional, social or medical management of their illness with the aim of improving their independence and quality of life” [6]. We excluded reviews when the telehealth aspect simply involved remote physiological monitoring (eg, of oxygen saturation or blood sugar levels) without an explicit decision-making role on the part of the patient. Reviews in which patients were educated and supported to interpret and act on the clinical information they were recording we considered self-management and therefore included. We included reviews in which self-management was hypothesized as the mechanism by which the telehealth intervention had an impact, but we considered these to be implied self-management unless self-management support was also a specified aim of the intervention.

Screening of Titles, Abstracts, and Full Texts
Inclusion criteria were piloted by 2 authors (PH and HP) and disagreements were resolved by discussion with all authors. PH then assessed all titles and abstracts against the inclusion criteria. Where no abstract was available, articles were retained for full-text assessment. A random sample of 250 abstracts was screened by 2 reviewers (PH and LD). A kappa statistic of agreement was calculated using IBM SPSS version 22 (IBM Corporation) and was high (0.96). Full texts of all potentially eligible articles were assessed independently by 2 reviewers (PH and LD).

Weighting and Quality Assessment
We assessed the quality of the included reviews using the revised A Measurement Tool to Assess Systematic Reviews (R-AMSTAR) quality assessment tool. Each included review was assessed independently by 2 reviewers (PH and LD) and disagreements were resolved by discussion. We combined the R-AMSTAR score with the size of the review and an assessment of self-management focus to assign a star-based weighting to the evidence from each review. We awarded 1 star for each of the following:
- R-AMSTAR score >30
- >1000 participants (or >10 RCTs if information on participants was not available)
- Explicit self-management focus (ie, self-management support was specified in the inclusion criteria of the systematic review)

We then used the weighting of each review to inform the synthesis. Any disagreements in the full-text screening, quality assessment, or data extraction were resolved by discussion, involving a third author when agreement could not be reached.

### Outcomes

We grouped outcomes of interest into disease control outcomes (clinical and physiological markers of disease control, unscheduled health care utilization, and validated measures of symptoms and quality of life) and self-management process outcomes (eg, self-efficacy, medication adherence). These are defined in Table 2.

### Data Extraction and Interpretation

Data were extracted using a piloted data extraction template for included studies (PH), and each study was checked for accuracy (LD). We extracted the description of intervention(s) and component(s) of self-management support; inclusion and exclusion criteria; population of interest; duration and intensity of intervention; outcomes measured; and results as presented in the review. The synthesis and conclusions of each review were collated: we did not analyze results from individual RCTs.

The overlap in included RCTs (ie, reviews with similar inclusion criteria may include the same RCTs) precluded meta-analysis of the review findings; we therefore undertook a narrative synthesis. We used harvest plots to illustrate the disease control outcomes related to telehealth-supported self-management components [17,18]. Harvest plots use bars representing individual reviews placed on a plot matrix to indicate whether the review intervention showed an overall positive, negative, or no consistent effect for the outcome in question. To construct the harvest plots, we needed to judge each review as to whether it showed an overall positive effect for each outcome or group of outcomes. Given the heterogeneity in outcomes and methods of data synthesis among the included reviews, and to ensure objective and consistent assessment of each review, we devised a set of rules to underpin decisions about whether a review showed a positive, negative, or no effect. These were devised and refined by discussion between the authors and are described in Table 3. Interpretation of the findings was aided by regular discussion within the research team.

### Results

#### Search Results

The Preferred Reporting Items for Systematic Reviews and Meta-analyses (PRISMA) flowchart shown in Figure 1 illustrates the search results and review selection.

A total of 53 systematic reviews met the inclusion criteria [16,19-70]. These presented data from 231 unique RCTs (119 diabetes, 58 heart failure, 28 asthma, 23 COPD, and 3 cancer). The year of publication ranged from 2000 to 2016. Information on the geographical spread of the RCTs included within the SRs was incomplete, but included studies from North and South America, Europe, Asia, and Oceania. Multimedia Appendix 2 lists the RCTs included in each systematic review.

#### Study Characteristics

Multimedia Appendix 3 shows details of participant demographics, interventions and comparison, setting, and content and intensity of interventions for each of the included systematic reviews.

### Table 3. Rules for assessment of systematic reviews (SRs) for analysis in harvest plots.

<table>
<thead>
<tr>
<th>Rule no.</th>
<th>Rules as applied</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>If a review contains a meta-analysis, this result will be used in the harvest plot prioritized over the results of a narrative synthesis.</td>
</tr>
<tr>
<td>2</td>
<td>Where a review reports multiple meta-analyses of related outcomes (eg, mean HbA1c (^a) concentration; proportion of participants with a normal HbA1c; HbA1c at different time points), and when these outcomes show conflicting results, the result of the SR’s primary outcome takes priority as the overall result of the review. Where reviews have no, or more than 1, primary outcome, then the review will be considered as having an overall positive effect if &gt;50% of reported outcomes (or of primary outcomes if multiple) show a positive effect.</td>
</tr>
<tr>
<td>3</td>
<td>Where no meta-analysis is available and the review contains a narrative synthesis, overall effect will be judged by the proportion of studies reporting statistically significant positive effects in relevant outcomes. Between 0% and 50% of studies showing positive results will be shown as no consistent effect. Those with &gt;50% of studies showing a positive effect will be shown as positive overall, with those between 50% and 75% hatched to indicate inconsistency. As for meta-analysis in the event of multiple analyses of related outcomes, the result of the SR’s defined primary outcome takes priority.</td>
</tr>
<tr>
<td>4</td>
<td>If a review reports positive results for an outcome, but it is not clear from the review how many studies in total measured that outcome (ie, no denominator is available), then this outcome will not be included on the harvest plot on grounds of incomplete data. These results will be displayed as reported in the table of review results.</td>
</tr>
</tbody>
</table>

\(^a\)HbA1c: hemoglobin A1c.
Quality and Weighting of Included Reviews

R-AMSTAR scores for the included systematic reviews ranged from 19 to 43 out of a possible 44. Multimedia Appendix 4 gives scores for the individual components of the R-AMSTAR score. Taking into account quality assessment, explicit self-management focus, and total population size, 8 reviews received an evidence weighting of 3 stars [16,21,25,26,38,45,53,56], 23 received 2 stars [22,24,27-31, 33,37,40,42,44,46,49,50,52,54,55,58,62,63,67,68], 21 received 1 star [19,20,23,32-36,39,43,47,48,51,57,59-61,64-66,69,70], and 1 received no stars [41]. The first column of the table in Multimedia Appendix 5 displays these criteria.

Overview of Presentation of Results

Multimedia Appendix 5 provides an overview of the focus, quality, findings, and conclusions of each of the included reviews. It also displays how the interventions described map to Pearce et al’s taxonomy of self-management support [14]. Additional detail is shown in Multimedia Appendix 6. The text that follows synthesizes the findings against the 2 aims of the metareview.

Impact of Telehealth Interventions on Disease Control and Health Care Utilization

Diabetes

A total of 5 reviews focused on type 1 diabetes [23,24,41,48,49] and 1 analyzed type 1 diabetes within a mixed review [19]. The reviews of de Jongh et al [24] and Viana et al [49] were both weighted 2 stars. The former focused on mobile messaging interventions, including medication reminders, and found no improvement in hemoglobin A1c (HbA1c) compared with usual care in a meta-analysis of 2 RCTs [24]. Viana et al meta-analyzed adherence support interventions using various technologies and also found no improvement in HbA1c [49]. Three 1-star narrative syntheses showed improvement in HbA1c limited to only a few RCTs, and all concluded that further evaluation was required [19,23,48]. A meta-analysis scoring no
stars in the weighting system also showed no improvement in glycemic control [41].

A total of 10 reviews [21,29,30,33,42,43,46,52-54], and 1 analysis in a mixed review [19], analyzed HbA1c in type 2 diabetes. Of these, 2 were awarded a 3-star weighting [21,53]. Wu et al meta-analyzed 7 RCTs of telephone follow-up and found no significant improvement in HbA1c compared with usual care in the overall pooled analysis [53]. However, a prespecified subgroup analysis of more intensive targeted interventions (n=3 RCTs) showed a statistically significant benefit on glycemic control. Beaty et al reviewed Web-based lifestyle interventions and found no impact on glycemic control [21]. Of seven 2-star reviews [29,30,33,42,46,52,54], 4 were meta-analyses, all of which showed significant reductions in HbA1c compared with controls, although the effect sizes were small. Interventions included telemonitoring of blood glucose [33,42,54] and mobile messaging [46]. Narrative syntheses found that telehealth-delivered educational interventions [52] and telephone interventions [29] did not improve glycemic control. Greenwood et al analyzed the components of remotely monitored blood glucose and found that multifaceted interventions carried greater benefit (discussed under self-management components) [30]. Two 1-star reviews (1 of mobile telemonitoring and 1 of Web-based telemonitoring) showed improved HbA1c compared with control [19,43].

In total, 19 reviews included both type 1 and 2 diabetes in their analyses, or included RCTs that did not differentiate [16,22,25,27,28,31,32,34-40,44,45,47,50,51]. Of these, 4 were awarded a 3-star weighting [16,25,38,45], of which Farmer et al [25], Small et al [45], and Liang et al [38] analyzed control or health care utilization outcomes, or both. Farmer et al assessed telemonitoring of self-monitored blood glucose and found no significant improvement in HbA1c in a meta-analysis of 9 RCTs, and either no difference or an increase in health care utilization in 6 RCTs [25]. Liang et al evaluated mobile phone interventions targeting glycemic control and found a significant improvement over usual care in a meta-analysis of 11 RCTs. This effect was more marked for type 2 than for type 1 diabetes [38]. Small et al reviewed telephone-only interventions incorporating “lay health workers” and showed a small but significant improvement in HbA1c over usual care [45]. A total of 8 reviews were weighted 2 stars [22,27,28,31,37,40,44,50]; 4 of these included meta-analyses of impact on HbA1c with 3 showing significant improvements over controls. Interventions included telemonitoring of blood sugar [40,44] and interactive telehealth excluding telephone support [27]. A meta-analysis of teleconsultations showed no benefit in terms of HbA1c [50]. Narrative syntheses showed mixed results, with modest benefit in telehealth interventions both in place of and supplementing usual care [37], little evidence of benefit from telehealth interventions that excluded telephone support [28], and positive results for telehealth-delivered behavioral interventions (n=13 RCTs) [22]. Three 1-star narrative syntheses suggested improved outcomes with mobile phone interventions [32,35,36], but others showed no overall benefit from teleconsultations [47,51] or telemonitoring [34,39].

Overall, the evidence for diabetes suggests that telehealth-supported self-management interventions for type 2 diabetes may be effective, with evidence for type 1 suggesting no overall benefit in glycemic control. Active self-monitoring of blood glucose data appeared to be most consistently associated with improved outcomes, although this was not consistent across reviews. Evidence for telephone support was more limited, although it may be effective as part of intensive interventions.

**Heart Failure**

A total of 9 reviews analyzed telehealth interventions for heart failure [16,20,28,55-60]. The highest weighted of these (Ciere et al, 3 stars) did not include any disease control outcomes [56], nor did 3 others [16,59,60]. The highest-weighted meta-analysis was Inglis et al [58]. This review separately analyzed structured telephone support and telemonitoring of physiological parameters. Self-management support was explicitly hypothesized as a mechanism by which these interventions might exert their effect, and both interventions reduced all-cause mortality. A sensitivity analysis of the telephone-based interventions showed no difference between symptom monitoring and education-focused telephone calls. Heart failure hospitalizations, but not all-cause hospital admissions, were also significantly lower with either telemonitoring or telephone support.

In contrast, a 2-star narrative review showed no mortality benefit from telephone-only interventions and a variable effect on hospital admissions [55]. The use of telehealth, without telephone support, showed no impact on health care utilization in a 2-star weighted narrative synthesis of 6 RCTs [28]. A 1-star weighted meta-analysis of telemonitoring for heart failure (excluding telephone interventions) showed a significant reduction in mortality and heart failure admissions, but not all-cause admissions or emergency department visits [57].

**Asthma**

A total of 8 reviews assessed the impact on asthma control through symptom scores, quality of life, or unscheduled health care [20,24,27,28,36,61-63]. The highest weighted of these each scored 2 stars [24,27,62,63], including 3 narrative syntheses and 1 meta-analysis. McLean et al analyzed a wide range of telehealth interventions, including structured telephone support, education support, telemonitoring, and action plan components [63]. Meta-analyses showed no significant improvement in emergency department use or hospitalization at 3 months, but a significant reduction in hospitalizations compared with usual care at 12 months. Some studies reported improvements in symptom scores; however, most showed no benefit. The authors concluded that benefits were unlikely in mild asthma but that those at higher risk of hospitalization may benefit. de Jongh et al [24] and Marcano Belisario et al [62] reviewed mobile interventions and smartphone apps, respectively. The number of included RCTs was small for both (1 and 2, respectively). Both highlighted the potential benefit from some positive findings in the studies but acknowledged that these findings were not consistent and that the evidence base required development. A 2-star weighted review of multiple conditions included a narrative synthesis of 5 RCTs of interactive telehealth
interventions, excluding telephone-only support, and concluded no overall evidence of benefit in asthma [27]. Three 1-star reviews, all with narrative syntheses, concluded that further evaluation was needed before conclusions could be reached [28,36,61], while 1 other, focused on mobile interventions in developing countries, found evidence for improved symptom scores in a single RCT [20].

**Chronic Obstructive Pulmonary Disease**

Of the 8 COPD reviews, 7 analyzed the impact on disease control [27,64-69]. These included 2 meta-analyses, both weighted 2 stars [67,68]. A total of 4 reviews (3 meta-analyses and 1 narrative syntheses) analyzed the impact of telehealth on all-cause mortality, and none showed a significant difference versus usual care [65,66,68,69,71,72]. Both 2-star meta-analyses concerned home-based telehealth using a variety of technologies, incorporating information transmission with personalized feedback. Lundell et al showed a significant improvement in physical activity with telehealth, but no impact on dyspnea [67]. McLean et al found significantly fewer emergency department visits and hospital admissions than with usual care. Findings for quality of life assessed by St George’s Respiratory Questionnaire were inconsistent [68]. The authors emphasized that, despite some positive findings, the telehealth interventions were components in complex interventions and further evaluation would be required to clarify their role in COPD [68]. Another meta-analysis, weighted 1 star, showed no impact on mortality but evidence of fewer hospitalizations in a narrative synthesis [69]. Four 1-star weighted narrative syntheses emphasized either a lack [27,64,65] or a low quality [66] of evidence for improved health outcomes.

**Cancer**

Of the 3 reviews that included cancer RCTs, 2 contained analyses of physical outcomes [21,70]. Both reviews were 2-star weighted. One showed no evidence of improved quality of life or emotional or physical wellbeing in an RCT of moderated Internet-based self-help for breast cancer patients [21]. The other review analyzed Internet-based education programs linking patients with clinicians and found no improvement in quality of life in 2 RCTs and an improvement in symptom scores in 1 of the RCTs [70].

**Figure 2.** Harvest plot of overall findings of reviews. Number below bar: review reference number. Number above bar: star weighting of review (based on size, revised A Measurement Tool to Assess Systematic Reviews score, and explicit self-management focus). Height of bar: number of randomized controlled trials (RCTs) concerning that self-management component. Block color: consistent effect. Hatched: inconsistent effect (see Table 3). Outcomes assessed were diabetes (hemoglobin A1c), heart failure (mortality, hospital admission), asthma and chronic obstructive pulmonary disease (COPD) (validated symptom or quality of life, scores, physiological measurements), and cancer (validated symptom or quality of life).
Telehealth-Supported Components of Self-Management and Their Impact on Disease Control and the Process of Self-Management

The overall findings of the reviews for impact on disease control outcomes of telehealth-supported components of self-management are illustrated in the harvest plot shown in Figure 2.

All of the interventions in the included systematic reviews were complex interventions with multiple components. Reporting of the details of the components of interventions was highly variable, and we therefore limited analyses of which specific components were associated with improvements in disease outcomes to a subset of the included systematic reviews. No single self-management component was found to be consistently effective, or consistently ineffective.

Education and Information

Supported education and information interventions were particularly effective in the context of diabetes, with 9 larger systematic reviews showing evidence of improvement in HbA1c [27,30,35-37,40,44-46]. Similar interventions in other conditions showed either no evidence of benefit or inconsistent positive effects. The highest weighted of the heart failure reviews (Ciere et al) specifically analyzed whether the beneficial effects of telehealth interventions on clinical outcomes were mediated by increases in knowledge, self-care, or self-efficacy [56]. The authors tested the 2 hypotheses that, first, increased monitoring by health care providers and, second, improved knowledge or self-efficacy leading to improved self-management by patients were mechanisms by which telehealth interventions may be effective. They found that evidence linking telehealth interventions with increased knowledge or self-care behaviors, or linking self-efficacy with self-care was “ambiguous,” and concluded that, on the basis of their findings and the poor methodological quality of the included studies, the evidence neither supports nor refutes their models [56].

Monitoring and Feedback

This was the most commonly described telehealth component in the included systematic reviews and was associated with improved clinical outcomes in diabetes and heart failure [33,35,36,38,42,44,54,58]; however, findings for asthma and COPD were mostly neutral or inconsistent [61-63,65,66,68,69].

Facilitation of Remote Clinical Review

Teleconsultations, videoconferencing, and telephone follow-up designed to review symptoms or clinical course were important aspects of telehealth interventions described by Inglis et al for heart failure, whose meta-analysis showed reduced mortality and heart failure hospital admission with telemonitoring and telephone review [58]. Several diabetes reviews included elements of remote clinical review, with some reporting positive outcomes [27,30,40]. In asthma and COPD, the findings were typically neutral [27,67].

Adherence Support and Lifestyle Interventions

Fewer reviews focused on adherence support or lifestyle interventions, and, of those that did, several did not report disease control outcomes. Findings were more mixed than for other components. Achieving improved clinical outcomes with such interventions may be challenging, as they involve significant behavior change. A 3-star weighted review by Farmer et al analyzed the impact on medication adherence of interventions using remote monitoring, messaging, or a combination [26]. Meta-analysis of 8 interventions showed a nonsignificant effect size; and only 6 of the 15 interventions reported some improvement in medication adherence. The impact of this on glycemic control or other outcomes was not reported. Cassimatis et al (2 stars) analyzed behavioral interventions (excluding telemonitoring) and found some improvements in self-care, dietary and medication adherence, and physical activity, but the effect was inconsistent [22].

Multicomponent and Intensive Interventions

While it was clear that most telehealth interventions were complex multicomponent interventions, most of the included reviews either provided limited description of the interventions or did not specifically analyze the impact of individual components on the efficacy of the intervention as a whole. The only review to address explicitly the question of which components were associated with improved disease outcomes was Greenwood et al, weighted 2 stars [30]. They defined 7 separate components of telehealth (patient education, health care provider education, self-monitoring profile, blood glucose goals, use of blood glucose data to modify behavior, feedback to patients, and 2-way interaction). No interventions were found incorporating all 7 components; however, those including 5 or more were associated with significant improvement in HbA1c. The authors concluded that a range of these components need to be incorporated into telehealth interventions for clinically significant improvements in diabetes self-management to be seen.

While the intensity of the interventions included in many of the reviews varied widely between the included RCTs (Multimedia Appendix 3), few reviews specifically analyzed the relationship between the intensity (in terms of either contact with health care professionals or the complexity or number of components in the intervention) and outcomes. Cassimatis et al highlighted in their analysis that more intensive lifestyle interventions appeared to have a greater impact on glycemic control [22]. Wu et al, who analyzed telephone interventions for type 2 diabetes, found no overall improvement in HbA1c in a meta-analysis, but they did identify a significant improvement in a prespecified subgroup analysis of interventions providing intensive professional support [53]. By contrast, Inglis et al showed no significant impact on mortality of an exploratory subgroup analysis based on intensity of telemonitoring in heart failure [58].

Discussion

Statement of Main Findings

The individual long-term conditions considered in this metareview differed both in the quantity of evidence for telehealth interventions supporting self-management and in the findings and conclusions of the included systematic reviews.
Diabetes and heart failure constituted the greatest evidence base, with available data on cancer being very limited.

The impact of telehealth-supported self-management on disease control and healthcare utilization was inconsistent, with positive outcomes more frequently identified in type 2 diabetes and heart failure and often no effect demonstrated in other conditions. The highest-quality evidence for heart failure showed an overall improvement in mortality in meta-analyses of telemonitoring and telephone support [58]. In contrast, none of the reviews assessing mortality in COPD showed any significant improvement with telehealth [65,66,68,69]. None of the reviews, however, reported a negative impact of interventions employing telehealth for any condition. This should be treated with some caution, however, as few reviews specifically considered or assessed for publication bias and, of those that did, some found evidence to suggest bias [38,46]. Findings varied by disease group and by components of telehealth delivery. The highest-weighted evidence showed improvement in HbA1c in type 2 diabetes with interventions remotely monitoring blood glucose and in some more intensive telephone interventions [31,38,53]. Physiological telemonitoring and telephone support for heart failure were associated with reduced mortality and heart failure-specific hospital admissions [58]. For both of these conditions, however, findings were inconsistent between reviews, and analyses of similar interventions reached different conclusions [25,55,57]. Interventions for type 1 diabetes did not improve glycemic control [49]. There was some evidence for reduced hospitalization with telehealth interventions in more severe asthma and COPD [63,68], but analyses of more specific, self-management-focused interventions showed insufficient or inconsistent evidence of benefit [27,62]. The interventions described incorporated a range of self-management components. No single component was consistently effective in any disease area, although none were associated with harm. Interventions with multiple components, or more intensive interventions, may be associated with greater benefits [30,53,63,68]. In most reviews, however, the description of self-management components and analysis of their relation to clinical outcomes was not sufficiently detailed to draw firm conclusions about which components or combinations were most beneficial, or in what conditions.

**Strengths and Limitations**

A strength of metareview methodology is that it allows a relatively rapid synthesis of a large body of primary literature and enables a broad overview of a subject area [15]. There are, however, limitations inherent in metareview methodology. Any systematic review is limited by the time delay from completion of a primary study to publication, and subsequently conducting the review itself. By reviewing systematic reviews, this lag time is further extended and, as such, the results risk being out of date, although we updated the review before completing the paper. The observation in 1 review that some more recent studies showed greater benefits in clinical outcomes [28] highlights the importance of up-to-date evidence in a fast-moving field such as telehealth. That we were unable to differentiate the RCT findings by year of publication is therefore a limitation of our methodology.

By relying on systematic review findings, the evidence is 1 step removed from the empirical evidence, and thus reliant on the interpretation of the review authors. This was mitigated to some extent by assessing the methodological quality of the reviews and using this to weight the evidence. This limitation is most evident, however, when addressing questions about strategies for developing and implementing telehealth interventions. For example, no reviews specifically addressed how potential participants were identified, recruited, and retained, a key issue if telehealth interventions are to be successfully implemented [73]. Few explicitly considered the importance of patient decision making in the interventions. Our consideration of the impact of the intensity of the interventions is also limited to a few systematic reviews, as the majority did not analyze the impact of this on disease control outcomes. By relying on the analysis of the review authors, we were also unable to adjust for important factors such as geographic location, age of participants, and socioeconomic variables such as educational status. A metareview such as this is thus well suited to forming an overview of the topic, but loses granularity and detail of the evidence, a limitation particularly evident when attempting to analyze components of self-management support.

There is also overlap in the included RCTs, which risks overrepresenting the results of a few RCTs included in several systematic reviews and giving a false impression of consensus. Overlap precludes meta-analysis, but the use of harvest plots provides a visual synthesis of the findings of each individual review. We designed the rules used to determine how each review was displayed in the harvest plots to ensure that the assessment of reviews was consistent and transparent. Specifying that more than 50% of RCTs in a narrative synthesis must show positive results for a review to be considered as having consistently positive findings avoids overly optimistic interpretation, but risks overlooking individual RCTs that may be particularly relevant to the review question.

There are also limitations specific to this metareview. This metareview considered only 6 long-term conditions and may have reached different conclusions had we selected a different set of conditions. However, we selected common conditions, 5 of which had a good evidence base for telehealth or self-management, or both, and included 1 area (cancer) in which these concepts are still at an early stage. The relative lack of data for cancer may reflect a lack of research in this field or simply that the available evidence has yet to be synthesized in a systematic review.

Not all the included systematic reviews explicitly focused on self-management. It could be argued that the inclusion of systematic reviews with an implied self-management focus was based on our subjective assessment. However, we developed clear rules for the inclusion criteria and undertook duplicate full-text screening, but this might have resulted in some inappropriate inclusions or exclusions due to limited description of interventions. In addition, we identified reviews that focused specifically on self-management and incorporated this into the weighting system, so as to minimize the impact of this limitation on the interpretation of the findings.
Comparison With Other Literature

Our finding of inconsistent evidence of benefit for disease control and health care utilization with telehealth-supported self-management is similar to the findings reported by other overviews of telehealth interventions that were not specifically focused on self-management. A recent metareview of heart failure telemonitoring interventions showed a reduction in all-cause mortality (relative risk 0.60-0.85) and heart failure hospitalizations (relative risk 0.64-0.86) in an analysis of 15 meta-analyses [74]. An overview of telehealth across a number of conditions noted modest improvements in HbA1c in some reviews with others noting no overall effect [2]. A consistent conclusion, reflected in our findings, is that telehealth is not associated with worse outcomes. Taken together, it appears that, while not consistently superior to usual care, telehealth is a safe alternative mode of delivery for self-management support, particularly in conditions such as heart failure and type 2 diabetes, where the evidence base is more developed. The research agenda may therefore shift to demonstrating equivalence, or understanding the impact of offering choice, or evaluating other potential benefits of telehealth (such as improved access).

While components of the reported interventions mapped to Pearce et al’s taxonomy of self-management support [14], few reviews analyzed how these related to the self-management process or clinical outcomes. In common with other overarching analyses of self-management support [12], we found no evidence to support 1 component as being consistently effective or essential for improved outcomes. The greatest volume of evidence was for educational interventions and monitoring of clinical data incorporating feedback, and several reviews, notably those with higher weighting, demonstrated improved outcomes in some (notably type 2 diabetes) but not all conditions (Figure 2). Clinical review, adherence support, and lifestyle interventions also showed some positive results, but with substantial inconsistency. There was some evidence for telehealth-delivered adherence support in asthma and diabetes, but this was variable and inconsistent. In heart failure, evidence linking knowledge, self-efficacy, or self-care behaviors to improvements in disease outcomes was either lacking or inconsistent [56]. Greenwood et al concluded that a range of components (including educational, self-monitoring, goal-driven, and interactive elements) were important in improving glycemic control [30] and emphasized the multifaceted nature of self-management support.

Analysis of the reasons for effectiveness (or lack thereof) of the interventions is limited in the included reviews. Such questions have been addressed using qualitative methodologies [75], which have highlighted that users valued convenience [76], a sense of being “watched over” [11,77], and finding the telemonitoring data reassuring [78]. Some felt empowered by these interventions to use the health care system more effectively [76,77]. Such findings correlate with the quantitative findings of this review showing that interventions with active monitoring of blood glucose data with feedback in type 2 diabetes were often associated with improved outcomes. However, qualitative explorations of some asthma and COPD interventions suggested that daily professional monitoring of telemonitored parameters (such as pulse oximetry or symptom scores) could engender reliance on professionals rather than supporting self-management [11,76,78,79]. In contrast, self-monitoring (including oximetry) without daily professional oversight gave patients greater confidence in following their self-management plans [80].

Conclusions

While telehealth interventions were not consistently found to be superior to usual care, none of the reviews reported any negative effects, suggesting that telehealth is a safe alternative mode of delivery for self-management support, particularly in conditions such as heart failure and type 2 diabetes, where the evidence base is more developed. Improvements may be more readily seen in those with more severe disease. The decision to adopt telehealth strategies will be determined not only by clinical or demographic circumstances but also by patient or clinician preference. Findings vary within and between different conditions, and further investigation is required to establish the role in conditions (such as cancer) where current evidence is limited.

We found little explicit evidence of a mediating role for self-management in telehealth interventions and the specific components that may encourage self-care. While some evidence suggests that, in the context of type 2 diabetes, more intensive interventions may be associated with greater improvements in glycemic control, such observations are limited to specific analyses from a small number of included reviews [22,30,53], and it is not clear whether this applies to other disease areas [58]. Larger-scale trials of self-management interventions delivered by telehealth, based on explicit self-management theory [81,82], linked with process evaluations that explore intermediary outcomes such as self-efficacy, and providing detailed description of the interventions, are needed before the extent to which telehealth technologies may be harnessed to support self-management at scale can be established.
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Background: The access to various forms of support during the disease trajectory is crucial for people with cancer. The provision and use of Internet health services is increasing, and it is important to further investigate the preferences and demographical characteristics of its users. Investigating the uptake and perceived value of Internet health services is a prerequisite to be able to meet the needs in the targeted group.

Objective: The objective of this study was to investigate health-related Internet use among people with cancer.

Methods: The health online support questionnaire (HOSQ), examining the incentives for health-related Internet support use, was administered in two Swedish outpatient hospital clinics. Of the 350 copies of the questionnaire handed out, 285 (81.4%) were returned, answered by persons with cancer who had completed treatment or were under active surveillance or another medical treatment.

Results: A total of 215 (76.2%, 215/282) participants reported Internet use since being diagnosed with cancer. Internet-users were younger ($P<.001$), more likely to have a partner ($P=.03$), and had a higher level of education than nonusers ($P<.001$). The most common health-related activity on the Internet was searching for information (77.2%, 166/215), and users searched significantly more immediately after diagnosis compared with later on ($P<.001$). Use of My Healthcare Contacts was considered the most valuable Internet activity. Having a university degree ($P=.001$) and being younger in age ($P=.01$) were associated with a significantly higher frequency of health-related Internet use.

Conclusions: People with cancer turn to the Internet for informational support that enables them to influence their care and to stay in touch with friends and relatives. Demographical differences regarding the uptake of Web-based support remains. This indicates a need for research on how to bridge this digital gap. By learning more about the use of health-related support on the Web among people with cancer, adequate support can be offered and potential strain reduced.
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Introduction
The treatment of cancer has gone through some important changes in the past decades and one of them is an increase in outpatient care services coupled with a decrease in inpatient care [1,2]. This implies that patients spend less time in hospital, which may result in a decrease in various kinds of support delivered by health care staff and peer patients. Increased
outpatient care may be beneficial for patients who can spend less time at the hospital and even from an economic perspective, but presents challenges regarding the coordination of cancer care [3]. At the same time, the development toward a more empowered, self-determined, and partaking patient is continuing [4].

Internet-based technologies such as patient portals, websites, and apps managed by health care institutions, have been recognized as a significant lever to improve cancer care coordination [5]. Internet delivered support may also be a tool to increase patient empowerment [6] and has been found as cost effective as well as an important factor in reducing the need for support from the health care system [7].

The use of the Internet as a source of support is a trend that has increased rapidly among cancer patients during the past decade [8]. Motives for using the Internet as a source of support among patients with cancer are ease of communication and access to the most up-to-date information and peer support [9,10]. The Internet offers a wide range of websites delivering different kinds of support. In addition to searching for health information on the Web, people with cancer visit online peer support networks, blogs, and social networks [11,12]. This has been found to be a valuable source of social support [13]. Social support is associated with a better health-related quality of life, fewer stress symptoms, and better health [14-16], and might reduce anxiety and depression symptoms and increase quality of life in people with severe diseases such as cancer [17,18].

The access to the Internet in Europe has increased significantly during the past decades and is high in the Northern countries [19]. However, health-related Internet use is affected by sociodemographic characteristics such as age, gender, education, and civil and socioeconomic status, which should be further addressed in future research [20]. More knowledge is needed regarding cancer patients’ current use and appreciation of the Internet as a tool for health-related support, since these patients are generally older which indicate a barrier for Internet use [3,20].

Due to potential long lasting effects of the disease and treatments, people with cancer are at a higher risk for comorbidities and psychosocial problems throughout their life [21]. An understanding of how this heterogeneous group uses the Internet for available health-related support may increase the possibilities to offer adequate interventions of Internet-based support to alleviate potential distress.

This study aims to investigate health-related Internet use and the perceived value of this among people with cancer. A further aim is to describe the incentives for Internet use and to explore associations between Internet use and medical and demographic variables.

Methods

Sample and Procedure

A convenience sample of persons with cancer was included from November 2014 to February 2015. Subjects were consecutively recruited at a scheduled visit to an oncology or urology outpatient clinic at a university hospital in Sweden. The inclusion criteria were an age of 18 years or older and completion of the initial treatment (surgery, chemotherapy, radiotherapy) or currently undergoing either hormone treatment, active surveillance or other medical treatment. This was in order for them to have gained some perspective on how they had used the Internet after being diagnosed. Exclusion criteria were inability to understand Swedish, cognitive impairment, or participation in an ongoing Internet-based intervention (U-CARE) at the hospital that could influence the reported use of support on the Internet [22]. Eligible patients were identified through the clinic visit list, approached, and handed the questionnaire in the waiting room. They were given oral and written information about the study and could choose to complete the questionnaire at the clinic or at home and return it by mail in a prepaid envelope. Consent to participate was implied by completion and return of the questionnaire.

Ethics approval was granted by the regional ethical review board in Uppsala (2013-11-20; diary number 2013/436).

Data Collection

The first question in the questionnaire asked about whether the patients had used the Internet. The group of Internet users was defined as the group who reported that they had used the Internet on a computer, mobile phone or a tablet, at least once or twice since being diagnosed with cancer. Internet users were asked if they had visited information sites; social media sites such as Twitter, Facebook, and Instagram; discussion forums and blogs regarding health, diseases, treatments, lifestyle or similar; and whether they had created their own blogs and/or discussion threads and/or commented on others. The questions were rated from 0=never, to 1=once or twice ever, 2=at least once a year, 3=at least once a month, 4=at least once a week, and 5=daily or almost daily. Subjects were further asked a question about the use of an eHealth service (My Healthcare Contacts) that allows patients to request, cancel, or reschedule appointments; read their medical record; and renew their prescriptions. This question was rated from 0=never, to 1=sometimes, and 2=several times. The questions regarding the frequency of using the apps were asked in relation to both the time immediately after diagnosis, and later on. All patients gave their own definition of how long the time immediately after diagnosis was. How valuable they considered the use of different apps to handle their health situation was, was rated on a scale ranging from 0=not valuable at all, to 10=very valuable.

The incentives for Internet use were investigated using the health online support questionnaire, (HOSQ) [23]. The HOSQ was developed and primarily tested in two Swedish samples (one nonclinical sample and one clinical cancer sample) [23]. The HOSQ is validated in Swedish and consists of 18 questions regarding the incentives for health-related Internet use. They are scored on a 6-point Likert scale describing the frequency of use ranging from 0=not relevant or never, to 5=on a daily basis, and the highest possible total score is 90 (Cronbach alpha=.92). The HOSQ can be divided into two subscales: the reading scale and the interacting scale. The subscales contain 9 questions each and the total possible score is 45 for each subscale (Cronbach alpha: reading=.88; interacting=.77). The initial
validation study of the HOSQ depicted a response pattern revealing expected differences both between the interaction and reading scales and according to age, gender, education, and health problems, hence showed a good face- and construct validity [23].

Demographic data on age, sex, civil status (having a partner or being single), birth country, educational level, diagnosis, time since diagnosis, and cancer treatment (completed, hormone, active surveillance, other) were collected using project-specific questions answered by both Internet users and nonusers.

**Statistical Analysis**

The statistical analyses were performed using IBM SPSS Statistics (version 20.0).

The level of significance in this study was $P \leq .05$.

Internet use, the perceived value of this, and the incentives for Internet use were analyzed descriptively. Statistical comparisons between groups were conducted with chi-square tests (sex, education, civil status, treatment, and birth country) and t-tests (age). Comparisons between the use of apps (information sites, discussion forums, blogs, and so on) immediately after diagnosis and later on were conducted with Wilcoxon signed rank test due to positively skewed data. Correlations between age and the HOSQ total score and the subscales were conducted with Spearman rho. The associations between Internet use and demographic and medical data were analyzed with multiple logistic regressions including age, sex, education, civil status, and completion of treatment as independent variables. This analysis was done on the HOSQ total scale and separately for each subscale. Due to positively skewed data, all HOSQ scales were dichotomized based on the median of the respective scale.

**Results**

**Internet Use and Demographic Characteristics**

In total, 350 questionnaires were handed out and 285 (81.4%, 285/350) were answered and returned. Three were excluded due to missing data. Two hundred and fifteen (76.2%, 215/282) of the participants reported Internet use after being diagnosed with cancer. Internet users were younger, more often had a partner, and had higher education compared with nonusers. The most common type of diagnosis was prostate or breast cancer and the median time since diagnosis was 3 years (Table 1).

**The Health Online Support Questionnaire (HOSQ) Scores Among the Internet Users**

The median score of the HOSQ reading subscale was higher compared with the HOSQ interacting subscale median score (Table 2).

**Associations Between Web-Based Support and Demographic and Medical Variables**

The multiple regression analysis showed that lower age was significantly associated with higher score on HOSQ total ($P=.01$) and the reading subscale ($P=.001$). Having a university degree was significantly associated with a higher score on all three scales (reading: $P=.01$; interacting, $P=.05$; Total: $P=.001$) compared with elementary school. Completion of treatment was significantly associated with a lower score on the HOSQ reading subscale ($P=.05$; Table 3).

**Incentives for Internet Use**

The primary incentives for using the Internet for health-related support was to search for information that could improve the overall health, enable more informed decisions, and to get the best possible health care. Instrumental support such as searching for scheduled appointments, addresses, or phone numbers to health care was also reported by many Internet users. The most reported incentives from the interactive scale was staying in touch with friends and colleagues and reading about other peoples’ experiences of a similar situation (see Table 4).
### Table 1. Demographic characteristics of Internet users (n=215) and nonusers (n=67).

<table>
<thead>
<tr>
<th>Demographic and medical characteristics</th>
<th>Internet users, n=215</th>
<th>Nonusers, n=67</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years): mean (SD), range</td>
<td>60.5 (13.8)</td>
<td>70 (8.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>20-84</td>
<td>39-90</td>
<td></td>
</tr>
<tr>
<td>Sex&lt;sup&gt;a&lt;/sup&gt;, n (%)</td>
<td></td>
<td></td>
<td>.44</td>
</tr>
<tr>
<td>Male</td>
<td>119 (55.3)</td>
<td>35 (52.2)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>94 (43.7)</td>
<td>32 (47.7)</td>
<td></td>
</tr>
<tr>
<td>Education&lt;sup&gt;a&lt;/sup&gt;, n (%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Elementary school&lt;sup&gt;b&lt;/sup&gt;</td>
<td>34 (15.8)</td>
<td>31 (46.3)</td>
<td></td>
</tr>
<tr>
<td>Secondary school</td>
<td>72 (33.5)</td>
<td>21 (31.3)</td>
<td></td>
</tr>
<tr>
<td>University</td>
<td>105 (48.8)</td>
<td>13 (19.4)</td>
<td></td>
</tr>
<tr>
<td>Civil status&lt;sup&gt;a&lt;/sup&gt;, n (%)</td>
<td></td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td>Having a partner</td>
<td>181 (84.2)</td>
<td>48 (71.6)</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>31 (14.4)</td>
<td>17 (25.4)</td>
<td></td>
</tr>
<tr>
<td>Birth country: Sweden</td>
<td>189 (87.9)</td>
<td>57 (85.0)</td>
<td></td>
</tr>
<tr>
<td>Diagnosis&lt;sup&gt;a&lt;/sup&gt;, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prostate cancer</td>
<td>69 (32.0)</td>
<td>16 (23.8)</td>
<td></td>
</tr>
<tr>
<td>Breast cancer</td>
<td>34 (15.8)</td>
<td>12 (17.9)</td>
<td></td>
</tr>
<tr>
<td>Gastro-intestinal cancer</td>
<td>15 (6.9)</td>
<td>7 (10.4)</td>
<td></td>
</tr>
<tr>
<td>Malignant melanoma</td>
<td>11 (5.1)</td>
<td>4 (5.9)</td>
<td></td>
</tr>
<tr>
<td>Lung cancer</td>
<td>2 (0.9)</td>
<td>7 (10.4)</td>
<td></td>
</tr>
<tr>
<td>Lymphoma</td>
<td>30 (13.9)</td>
<td>6 (8.9)</td>
<td></td>
</tr>
<tr>
<td>CNS&lt;sup&gt;c&lt;/sup&gt;tumor</td>
<td>12 (5.6)</td>
<td>1 (1.5)</td>
<td></td>
</tr>
<tr>
<td>Gynecological cancer</td>
<td>8 (3.7)</td>
<td>1 (1.5)</td>
<td></td>
</tr>
<tr>
<td>Head and neck cancer</td>
<td>2 (0.9)</td>
<td>2 (2.9)</td>
<td></td>
</tr>
<tr>
<td>Sarkoma</td>
<td>9 (4.2)</td>
<td>1 (1.5)</td>
<td></td>
</tr>
<tr>
<td>Hematological cancer</td>
<td>4 (1.9)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>Other cancer</td>
<td>6 (2.8)</td>
<td>2 (2.9)</td>
<td></td>
</tr>
<tr>
<td>Time since diagnosis, median, (range), years</td>
<td>3 (1-50)</td>
<td>3 (1-29)</td>
<td>.17</td>
</tr>
<tr>
<td>Treatment condition&lt;sup&gt;a&lt;/sup&gt;, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completed treatment</td>
<td>127 (59.1)</td>
<td>35 (52.2)</td>
<td></td>
</tr>
<tr>
<td>Hormone treatment</td>
<td>37 (17.2)</td>
<td>16 (23.9)</td>
<td></td>
</tr>
<tr>
<td>Active surveillance</td>
<td>18 (8.4)</td>
<td>2 (2.9)</td>
<td></td>
</tr>
<tr>
<td>Other treatment</td>
<td>26 (12.1)</td>
<td>12 (17.9)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Due to occasional missing data in the questionnaires, the sum of the subgroups may be lower than the corresponding total numbers of individuals.

<sup>b</sup>1-9th grade.

<sup>c</sup>CNS: central nervous system.
Table 2. The median and interquartile range of health online support questionnaire (HOSQ) scores among the Internet users (n=215).

<table>
<thead>
<tr>
<th>Demographic and medical characteristics</th>
<th>Total (Max: 90)</th>
<th>HOSQ&lt;sup&gt;a&lt;/sup&gt; reading (Max: 45)</th>
<th>HOSQ interacting (Max: 45)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Median</td>
<td>Interquartile range</td>
<td>Median</td>
</tr>
<tr>
<td>All</td>
<td>12</td>
<td>19</td>
<td>8</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>9</td>
<td>16.25</td>
<td>7</td>
</tr>
<tr>
<td>Female</td>
<td>14.5</td>
<td>20</td>
<td>8</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Elementary school</td>
<td>7</td>
<td>15</td>
<td>4</td>
</tr>
<tr>
<td>Secondary school</td>
<td>7</td>
<td>16</td>
<td>6</td>
</tr>
<tr>
<td>University</td>
<td>16</td>
<td>20</td>
<td>11</td>
</tr>
<tr>
<td>Civil status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Having a partner</td>
<td>12</td>
<td>28.75</td>
<td>8</td>
</tr>
<tr>
<td>Single</td>
<td>12</td>
<td>24.5</td>
<td>8</td>
</tr>
<tr>
<td>Completed treatment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>12</td>
<td>22</td>
<td>7</td>
</tr>
<tr>
<td>No</td>
<td>12</td>
<td>17.5</td>
<td>9</td>
</tr>
</tbody>
</table>

<sup>a</sup>HOSQ: health online support questionnaire.

Table 3. Multiple regression analyses of the health online support questionnaire (HOSQ) scores and demographic and medical variables in the group of Internet users (n=215).

<table>
<thead>
<tr>
<th>Demographic and medical variables</th>
<th>Total</th>
<th>HOSQ&lt;sup&gt;a&lt;/sup&gt; reading</th>
<th>HOSQ interacting</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR&lt;sup&gt;b&lt;/sup&gt;</td>
<td>CI</td>
<td>OR</td>
</tr>
<tr>
<td>Age, years</td>
<td>0.96</td>
<td>0.94-0.99</td>
<td>.95</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female (ref)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>0.59</td>
<td>0.41-1.67</td>
<td>1.14</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Elementary school (ref)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary school (1)</td>
<td>1.58</td>
<td>0.55-4.54</td>
<td>1.71</td>
</tr>
<tr>
<td>University (2)</td>
<td>5.37</td>
<td>1.98-14.55</td>
<td>4.74</td>
</tr>
<tr>
<td>Civil status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Having a partner (ref)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>0.99</td>
<td>0.40-2.43</td>
<td>1.07</td>
</tr>
<tr>
<td>Completed treatment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes (ref)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.74</td>
<td>0.85-3.54</td>
<td>2.03</td>
</tr>
</tbody>
</table>

<sup>a</sup>HOSQ: health online support questionnaire
<sup>b</sup>OR: odds ratio.
Table 4. The frequency of participants reporting never, once or twice ever, or more than sometimes on the items respectively of the health online support questionnaire.

<table>
<thead>
<tr>
<th>Item</th>
<th>Never n (%)</th>
<th>Once or twice ever n (%)</th>
<th>More than sometimes n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Since I was diagnosed with cancer I have used the Internet...”</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>To search for information that can improve my overall health (R&lt;sup&gt;a&lt;/sup&gt;)</td>
<td>60 (27.9)</td>
<td>63 (29.3)</td>
<td>81 (37.7)</td>
</tr>
<tr>
<td>To search for scheduled appointments, addresses or phone numbers to health care providers (R)</td>
<td>76 (35.3)</td>
<td>59 (27.4)</td>
<td>65 (30.2)</td>
</tr>
<tr>
<td>To be able to make more informed decisions regarding my illness or health condition (R)</td>
<td>78 (35.3)</td>
<td>59 (27.4)</td>
<td>64 (29.8)</td>
</tr>
<tr>
<td>To search for the very latest research regarding my health situation (R)</td>
<td>84 (39.1)</td>
<td>51 (23.7)</td>
<td>65 (30.2)</td>
</tr>
<tr>
<td>To search for information so I can better understand physicians and other health care personnel (R)</td>
<td>92 (42.8)</td>
<td>57 (26.5)</td>
<td>52 (24.2)</td>
</tr>
<tr>
<td>To search for information from various sources so I can get the best possible health care (R)</td>
<td>98 (45.6)</td>
<td>44 (20.5)</td>
<td>66 (30.7)</td>
</tr>
<tr>
<td>To seek further information when I feel worried (R)</td>
<td>98 (45.6)</td>
<td>41 (19.1)</td>
<td>61 (28.4)</td>
</tr>
<tr>
<td>To read about other people’s experience of a particular illness or health condition or treatment (R)</td>
<td>106 (49.3)</td>
<td>44 (20.5)</td>
<td>50 (23.3)</td>
</tr>
<tr>
<td>To find out whether symptoms I have discovered are dangerous or not (R&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>107 (49.8)</td>
<td>46 (21.4)</td>
<td>47 (21.9)</td>
</tr>
<tr>
<td>To keep friends and relatives informed about how I’m feeling (R&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>111 (51.6)</td>
<td>36 (16.7)</td>
<td>53 (24.7)</td>
</tr>
<tr>
<td>To stay in touch with friends and colleagues when I’m sick or not feeling well (I)</td>
<td>114 (53.1)</td>
<td>25 (11.6)</td>
<td>59 (27.4)</td>
</tr>
<tr>
<td>To get feedback from friends and relatives on how I’m handling my illness or health situation (I)</td>
<td>143 (66.5)</td>
<td>28 (13.0)</td>
<td>27 (12.6)</td>
</tr>
<tr>
<td>To get feedback from people who have or have had the same health problem as I have (I)</td>
<td>150 (69.8)</td>
<td>28 (13.0)</td>
<td>20 (9.3)</td>
</tr>
<tr>
<td>To talk about a treatment for an illness or health condition that I’ve been through (I)</td>
<td>152 (70.7)</td>
<td>20 (9.3)</td>
<td>27 (26.5)</td>
</tr>
<tr>
<td>To share practical advice and suggestions about illness or health (I)</td>
<td>154 (71.6)</td>
<td>23 (10.7)</td>
<td>22 (10.2)</td>
</tr>
<tr>
<td>To express my opinion regarding health or illness or care (I)</td>
<td>165 (76.7)</td>
<td>17 (9.9)</td>
<td>16 (7.4)</td>
</tr>
<tr>
<td>To look for compassion when I’m not feeling well (I)</td>
<td>170 (79.1)</td>
<td>13 (6.1)</td>
<td>16 (7.4)</td>
</tr>
</tbody>
</table>

<sup>a</sup>R: reading scale.  
<sup>b</sup>I: interacting scale.

The Use of Apps on the Internet

Among the Internet users, 166 (77.2%, 166/215) reported that they had used the Internet to search for health information. Forty five (20.9%, 45/215) had visited health-related discussion forums, 39 (18.1%, 39/215) had visited blogs, only one (0.5%, 1/215) had taken part in psychological treatment on the Internet, 73 (33.9%, 73/215) reported use of social media. My Healthcare Contacts had been used by 82 (38.1%, 82/215) and 38 (17.7%, 38/215) of them had taken part in information and test results in the medical e-record services, 8 (3.7%, 8/215) had scheduled appointments, 12 (5.6%, 12/215) had renewed prescriptions, and 5 (2.3%, 5/215) had chosen a general practitioner (GP). My Healthcare Contacts was considered the most valuable Internet health resource (mean=6.7; standard deviation [SD]=3) compared with information sites (mean=6.2; SD=2.6), forums (mean=6.1; SD=2.9), blogs (mean=5.8; SD=3.2), and social media (mean=4.1; SD=3.3).

The daily use of information apps immediately after diagnosis was higher (21.9%, 47/215) than later on (5.1%, 11/215), P<.001. One hundred and twelve (52.1%, 112/215) considered the length of the time immediately after diagnosis to be somewhere between 1 day and 3 months. The total range of reports was 1 day to 5 years and the median time was 3 months. No differences were found regarding use of other apps than information between the time immediately after the diagnosis and thereafter. The vast majority of users visiting information sites (86%) and discussion forums (81%) did so regarding their own health. Use of the other apps was less related to their own health (blogs 58%; social media 28%).

Discussion

Principal Findings

This study found that the persons with cancer who use the Internet for health-related support mainly search for information that enables them to improve their overall health and get the...
best possible health care. The health care delivered tool My Healthcare Contacts was considered very valuable among the ones who used it, hence, seems to be a satisfactory app on the Web. Younger and higher educated used the Internet significantly more than the older and less educated.

Information sites were the most frequented sites compared with social media, discussion forums, and blogs. This finding converges with other studies on health-related Internet use [9,20,24]. Reported reasons in previous studies are perceived lack of information from health care, the efficiency of the Internet, and as also found in this study, a desire to stay updated on the most recent information about disease-related matters [5,8,24]. It is well known that the need for information is associated with health-related variables [11]. This study found that the search for information was significantly higher during the time immediately after diagnosis than later. Hence, it is of major importance for the health care system to provide patients with adequate informational support during this phase. As this study shows, information found on the Internet is considered valuable. It has been reported that well-informed patients report greater engagement in care decisions and an increased confidence in their interactions with health care providers [24].

Peer support is often referred to as an important factor for people with cancer, even though it is not considered as one of the most important health activities on the Internet [3]. The use of blogs and discussion forums was not that high in this study even though the development of these apps as well as their use has increased over the past decade [25]. The relatively low frequency, in this study, of visiting these sites could be explained by the relatively high age in this group since older patients are less likely to use Web-based tools [3]. The score on the HOSQ interacting scale was lower than the score on the reading scale, which corroborates other studies reporting that taking part of information rather than also sharing information is more common [26,27]. It could also be that this group prefers face-to-face support since only a third of the Internet users reported use of social media. By addressing cancer patients’ preferences and providing customized support in navigating the Internet, which has been found necessary, the Internet might become a significant source of peer support for this group.

The demographic factors found to predict Internet use in this study were young in age and having a university education. The variables that frequently appear to influence health-related Internet use are age, gender, educational level, perceived health, and socioeconomic and civil status [3,20,28]. According to the unified theory of acceptance and use of technology (UTAUT), there are factors such as gender and age that mediate actual usage of technology [29]. In this study, still being under treatment or active surveillance predicted a higher frequency of reading on the Internet. Other research has shown that there is also a need for support after a patient has finished treatment and are in clinical remission, at which point the contact with the health care decreases [30].

One third of the Internet users reported use of My Healthcare Contacts, where taking part of information and finding out test results in the medical e-record services, was the most frequent activity. This was the app that was reported as the most valuable.

There are findings suggesting that the majority of cancer patients consider improved access to their medical records as something that should be prioritized [3] Scheduling appointments, renewing prescriptions, and choosing one’s GP was also reported, which can be highly efficient for patients as well as the health care system in reducing the workload.

Despite just over 20 years of Internet, the number of people using it is still expanding in Sweden. The access as well as Internet use is still increasing even though the vast majority of people in Sweden already use the Internet. In particular, the group of younger pensioners using the Internet is growing. Currently, almost 100% of people between the ages of 12-55 years, and approximately 90% of people aged 60-65 years use the Internet in Sweden [31]. Future patients with cancer will be more active Internet users compared with today’s patients. This puts demands on the health care system regarding the development of relevant Web apps to meet their needs.

**Strengths and Limitations**

The response rate was high (81%) and 75% of the participants were Internet users. To avoid selection bias the questionnaire was handed out at the clinic instead of being administered in a Web-based context to Internet users only. This way we were able to compare demographic and disease-related variables between the Internet users and the nonusers. The heterogeneity regarding diagnosis, age, educational level, and sex was satisfactory. Thus, the results may be fairly representative for people with cancer but limited to patients that have completed their initial treatment. However, there is a need for diagnose specific studies as well.

Many of the patients who chose not to answer the questionnaire said that they did not use the Internet, hence, did not think it was relevant for them to respond. Therefore, the percentage of Internet users in this study may be higher than what is representative for the population examined.

The patients’ definition of the time immediately after the diagnosis varied greatly. Therefore, results showing that the need for information was significantly higher immediately after diagnosis compared with later should be interpreted with caution, since the time “immediately after” the diagnosis might overlap the time “later on.”

A recall bias among the Internet users should also be taken into consideration since the median time since diagnosis is 3 years, meaning that the frequencies of Internet use may be under- or overestimated, which decreases the reliability of the findings.

The questionnaire used in this study, the HOSQ, has not been used previously, so the validity and reliability are uncertain. However, it has been psychometrically tested and validated regarding face and content validity in two samples where the response pattern revealed expected differences both between the interaction and reading scales and according to age, gender, education, and health problems [23].

According to UTAUT [29], there are factors mediating actual usage of technology that has not been collected in this study. It should therefore be taken into consideration that there may be
other variables than the one collected that may have an impact on the results in this study.

Conclusions
This study has found that patients turn to the Internet primarily for informational support that enable them to improve their overall health, make more informed decisions, and to get the best possible health care. Also to stay in touch with friends and colleagues and take part of other peoples’ experiences of a similar situation. Instrumental support such as searching for scheduled appointments, phone numbers, and addresses to health care was also something that they used the Internet for. The perceived value of the apps examined in this study was generally high. The use of instrumental support such as My Healthcare Contacts was considered the most valuable activity on the Web.

Internet use was associated with having a university degree and being younger. This may indicate that the threshold for health-related activities on the Web is higher for older and less educated individuals, which needs to be addressed in future research.

Practice Implications
A better understanding of health-related Internet use in different groups is a prerequisite to the provision of adequate Internet delivered support. By learning more about the incentives for health-related Internet use in various contexts of people with cancer, we may be able to develop tailored support that may alleviate potential distress, save costs, and reduce health care workload.
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Diversity in Older Adults’ Use of the Internet: Identifying Subgroups Through Latent Class Analysis
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Abstract

Background: As for all individuals, the Internet is important in the everyday life of older adults. Research on older adults’ use of the Internet has merely focused on users versus nonusers and consequences of Internet use and nonuse. Older adults are a heterogeneous group, which may implicate that their use of the Internet is diverse as well. Older adults can use the Internet for different activities, and this usage can be of influence on benefits the Internet can have for them.

Objective: The aim of this paper was to describe the diversity or heterogeneity in the activities for which older adults use the Internet and determine whether diversity is related to social or health-related variables.

Methods: We used data of a national representative Internet panel in the Netherlands. Panel members aged 65 years and older and who have access to and use the Internet were selected (N=1418). We conducted a latent class analysis based on the Internet activities that panel members reported to spend time on. Second, we described the identified clusters with descriptive statistics and compared the clusters using analysis of variance (ANOVA) and chi-square tests.

Results: Four clusters were distinguished. Cluster 1 was labeled as the “practical users” (36.88%, n=523). These respondents mainly used the Internet for practical and financial purposes such as searching for information, comparing products, and banking. Respondents in Cluster 2, the “minimizers” (32.23%, n=457), reported lowest frequency on most Internet activities, are older (mean age 73 years), and spent the smallest time on the Internet. Cluster 3 was labeled as the “maximizers” (17.77%, n=252); these respondents used the Internet for various activities, spent most time on the Internet, and were relatively younger (mean age below 70 years). Respondents in Cluster 4, the “social users,” mainly used the Internet for social and leisure-related activities such as gaming and social network sites. The identified clusters significantly differed in age (P<.001, ω²=0.07), time spent on the Internet (P<.001, ω²=0.12), and frequency of downloading apps (P<.001, ω²=0.14), with medium to large effect sizes. Social and health-related variables were significantly different between the clusters, except social and emotional loneliness. However, effect sizes were small. The minimizers scored significantly lower on psychological well-being, instrumental activities of daily living (iADL), and experienced health compared with the practical users and maximizers.

Conclusions: Older adults are a diverse group in terms of their activities on the Internet. This underlines the importance to look beyond use versus nonuse when studying older adults’ Internet use. The clusters we have identified in this study can help tailor the development and deployment of eHealth intervention to specific segments of the older population.

Introduction

In Western societies, Internet use is widespread and is increasingly important in diverse aspects of everyday life. For instance, Internet is indispensable in communication; access to news and information; and administrative applications such as applying for allowance, tax declaration, or Internet banking. Age is known to be strongly related to the likelihood that individuals use the Internet. In the Netherlands, among adults aged 65 years and older, 77.8% have access to the Internet, compared with 94% of Internet users among the whole population [1]. In the United States, Internet use among older adults is lower compared with the Dutch older adults, namely, 64% in 2016 [2]. Compared with other European countries, Internet access and using the Internet for Internet banking and social media is higher among older adults in the Netherlands [3]. Internet use among older adults in the Netherlands has increased in the last decade, although 50% of adults aged 75 years or older have never used the Internet [1]. Knowledge and insight in the Internet use of older adults is of importance since the Internet may be related to self-management, such as instrumental activities of daily living (iADL) [4]. The Internet has the potential to enhance social capital among older adults, for instance expanding or maintaining social contacts, decreasing loneliness [5], and enlarging access to information [6]. In addition, the Internet may be used for communication with...
health professionals or informal care givers, which also enhances self-care.

The digital divide framework [7,8] suggests a societal gap between individuals who use and who do not use the Internet. Groups that are traditionally more disadvantaged in socioeconomic sense also appear to be at a greater likelihood to not having access to the Internet (eg, [9,10]). However, this framework focuses on a comparison of users and nonusers of the Internet, and it does not account for the diversity in use of the Internet. Conversely, the usage gap suggests that the potential benefit of the Internet may be related to the activities for which the Internet is being used. For instance, Internet activities related to information, career, or education offer Internet users more chances and resources than Internet activities which are limited to entertainment purposes (eg, [7,11,12]). Higher educated people more actively use the Internet, and they mainly use the Internet for searching information whereas lower educated people use the Internet more frequently for entertainment purposes [13]. In addition, age is also related to usage of the Internet; older adults more often use the Internet for a shorter period of time compared with younger persons and are less likely to use the Internet for activities such as email and Web-based shopping [9]. Compared with younger persons, older adults gain fewer benefits from using the Internet [14]. These findings underline the to investigate the purposes and activities older adults use the Internet for. Until now, research has merely focused on comparing older adults’ use versus nonuse of the Internet (eg, [9,15,16]), overlooking the activities and purposes for which the Internet is being used. Older adults are a heterogeneous group, and the Internet use may be very diverse among this group. Understanding the diversity of the use of Internet use among older adults provides insight in the potential benefits of using the Internet for different subgroups of older adults.

The objective of this study was to identify and describe the diversity in older adults’ activities on the Internet and whether this diversity is related to social and health-related variables. The following research questions were formulated: (1) Which subgroups or clusters can be identified based on their Internet activities? (2) What are the features of these subgroups and how do they differ in their Internet activities, time spent on the Internet, and demographic variables? (3) Is there a difference between the subgroups concerning social and emotional loneliness, psychological health, and activities of daily living (ADL) of older adults?

Methods

Recruitment

We used data collected by an existing Internet panel that is representative of the Dutch population, namely, longitudinal Internet studies for social sciences (LISS) panel. This panel is administered by CentERdata, a Dutch research institute specialized in data collection. Panel members receive questionnaires every month and completed questionnaires are rewarded. The panel is based on a true probability sample of households drawn from the population register by Statistics Netherlands. Households are invited to participate in the panel, and people without an appropriate computer or Internet connection are provided equipment, insuring a representative sample. The LISS panel consists of 4500 households with approximately 7000 individuals.

For this study, data from 2 different questionnaires that are annually completed by LISS panel members were combined, namely, the LISS core studies “social integration and leisure” (data collection in October and November 2015) and “health” (data collection in July and August 2015). Demographic information such as age, gender, and marital status were measured in November 2015. Panel members aged 65 years and older were selected if they completed the “social integration and leisure” questionnaire that included questions regarding Internet use (N=1608). In addition, respondents were included in the analyses when they reported to have access and use the Internet, which was the majority 88.18% (1418/1608).

Measures

All measures were taken from annual core studies among the LISS panel members and therefore, questions were developed and tested by CentERdata. The core study, “social integration and leisure,” provided information regarding Internet use of the respondents. Web-based activities were assessed by 17 dichotomous items (never or ever spend time on this particular functionality or Web-based activity). Web-based activities included financially related activities (eg, “comparing products and searching product information,” “Internet banking”), functional and more traditional activities (“emailing,” “searching for information”), and social and leisure-related Internet activities (eg, “reading and viewing social media,” “playing Internet or Web-based games”). The amount of time spent on the Internet was asked by the following items: “Can you indicate how many hours you use the Internet on a computer or laptop/tablet/smartphone per week, on average (including emailing), besides when completing questionnaires of this panel?” These items were added up to an overall amount of hours using the Internet. Answers ranged between 0 and 175 h per week. Since 175 h per week is an obvious outlier, we categorized the answers into 7 categories ranging from 1: ≤5 h, 2: 5-10 h, 3: 10-15 h...7: ≥30 h per week. Frequency of downloading apps was assessed by the items: “How often do you download apps on your tablet / smartphone” (1=never to 7=almost every day). We calculated mean scores based on both items with higher scores representing more frequent downloading apps.

Social and emotional loneliness was measured with the 6-item version of the loneliness scale of de Jong Gierveld [17]. Two examples of items are: “I experience a general sense of emptiness” and “There are many people I can trust completely” (answers: yes, no, more, or less). Overall scores for social as well as emotional loneliness were calculated ranging from 0-3, and high scores indicated more loneliness. The Mental Health Inventory 5 [18] was used to measure psychological well-being. This scale asks respondents how they felt in the last 4 weeks, for example, did you feel “calm and peaceful” or “depressed and gloomy” (6-point scale never—continuously). Sum scores were calculated in which higher scores indicated better psychological well-being [19]. ADL and iADL were measured with 2 standardized and frequently used questionnaires (eg,
[20,21]) that assess limitations in general daily activities due to health problems. ADL was measured with 7 items on a 5-point scale (without any trouble—not at all): “Can you indicate, for each activity, whether you can perform it, dressing and undressing including shoes and socks / walking across the room / bathing or showering / eating, such as cutting you food into small bits / getting in and out of bed / using the toilet, including sitting down and standing up, reading a map to find your way in an unfamiliar area.” iADL was measured with 6 items on the same question and scale: preparing a hot meal / shopping telephoning / taking medicines / performing housekeeping work or maintaining the garden / taking care of financial affairs such as paving bills and keeping track of expenditure. Higher scores represent having more problems with performing iADL and ADL. Finally, demographic information that was collected included: age, gender, marital status, education level, urbanization of place of residence, and ethnicity.

**Statistical Analysis: Latent Class Analysis**

The first step in the analyses was performing a latent class analysis (LCA) to identify underlying structure of the categorical data about Internet use among older people. LCA is a statistical and probabilistic method that can be used to classify individuals from a heterogeneous group into smaller more homogenous unobserved subgroups [22]. LCA was performed using the program Latent GOLD Choice 5.0 [23]. Variables included in the LCA were Web-based activities mentioned by at least 15% of the study population in order to avoid inclusion of activities that were rarely done. The Web-based activities (dichotomous yes/no) included in the LCA were (1) email; (2) searching for information; (3) searching for and comparing products or product information; (4) purchasing items; (5) Internet banking; (6) reading Web-based news and magazines; (7) reading and viewing social media (eg, Facebook, Instagram, Twitter, YouTube, LinkedIn, Google+, Pinterest, Flicker, or similar services); (8) chatting or video calling or sending messages via social media such as Instagram or Skype; (9) playing Internet games or Web-based gaming; (10) watching Web-based films or TV programs; (11) newsgroups; and (12) posting messages, photos, and short films on social media yourself (eg, Facebook, Instagram, Twitter, YouTube, LinkedIn, Google+, Pinterest, Flicker, or similar services). Model fit indices were used to select the latent model and number of clusters that is not too complex, yet also had a good fit with the data. Bayesian information criterion (BIC) and the Akaike’s information criterion 3 (AIC3) were used, that are both relative indicators of model fit. Lower values indicate better fit of the model to the data. Classification error represents the chance that a respondent is assigned to the wrong cluster and should be ideally around 10%. In case bivariate residuals were high, the assumption of local independence may be violated. Therefore, direct effects between variables were added post-hoc to the model one by one in order to reach a solution in which bivariate residuals are ≤10.

**Statistical Analysis: Describing and Comparing Identified Clusters**

The second step in the analyses was describing and comparing the identified clusters. SPSS version 22 was used to conduct these analyses. A probability level of \( P \leq 0.01 \) was used. Descriptive analyses were carried out to describe the different clusters on Internet use variables and demographic variables. Chi-square test (categorical variables) and analysis of variances (ANOVA) (continuous variables) were conducted to compare the identified clusters on Internet use variables, demographic variables, and social and emotional loneliness, psychological health, ADL, and iADL. For the ANOVA, the robust Welch F test was used in case the assumption of homogeneity of variances was violated. To compare the clusters pairwise, the following post-hoc tests were used: Bonferroni and Games-Howell post-hoc tests, in case assumption of homogeneity of variance was violated. Omega squared (\( \omega^2 \)) was calculated as effect size estimate, as \( \omega^2 \) is robust when one of the assumptions is being violated [24]. Interpretation of \( \omega^2 \) was as follows: \( \omega^2 \leq 0.06 \) small effect, \( \omega^2 > 0.06 \leq 0.14 \) medium effect, and \( \omega^2 > 0.14 \) large effect.

**Results**

**Description of Study Sample**

In total, N=1418 respondents were included for the analyses who were individuals aged 65 years and older and using the Internet. Of these respondents, 52.82% were men (749/1418). Mean age of the respondents was 71.8 (standard deviation, SD 5.7). Of the selected sample, 8.04% (114/1418) was provided with equipment from LISS panel to be able to fill in the questionnaires monthly. Table 1 shows detailed background information of the study sample.
Table 1. Background data of the study sample (N=1418).

<table>
<thead>
<tr>
<th>Variable</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age</strong> (mean 71.79, SD 5.68, range 65-93)</td>
<td>1418 (100.00)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>749 (52.82)</td>
</tr>
<tr>
<td>Women</td>
<td>669 (47.18)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td>1418 (100.00)</td>
</tr>
<tr>
<td>Married</td>
<td>931 (65.66)</td>
</tr>
<tr>
<td>Separated</td>
<td>4 (0.28)</td>
</tr>
<tr>
<td>Divorced</td>
<td>173 (12.20)</td>
</tr>
<tr>
<td>Widow or widower</td>
<td>235 (16.57)</td>
</tr>
<tr>
<td>Never been married</td>
<td>75 (5.29)</td>
</tr>
<tr>
<td><strong>Level of education</strong></td>
<td>1416 (99.86)</td>
</tr>
<tr>
<td>Low education</td>
<td>618 (43.64)</td>
</tr>
<tr>
<td>Middle education</td>
<td>346 (24.44)</td>
</tr>
<tr>
<td>High education</td>
<td>452 (31.92)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td>1409 (99.37)</td>
</tr>
<tr>
<td>Dutch background</td>
<td>1240 (88.01)</td>
</tr>
<tr>
<td>First generation foreign, Western background</td>
<td>61 (4.33)</td>
</tr>
<tr>
<td>First generation foreign, non-Western background</td>
<td>20 (1.42)</td>
</tr>
<tr>
<td>Second generation foreign, Western background</td>
<td>82 (5.82)</td>
</tr>
<tr>
<td>Second generation foreign, non-Western background</td>
<td>6 (0.43)</td>
</tr>
<tr>
<td><strong>Urbanization of place of residence</strong></td>
<td>1413 (99.65)</td>
</tr>
<tr>
<td>Extremely urban</td>
<td>160 (11.32)</td>
</tr>
<tr>
<td>Very urban</td>
<td>378 (26.75)</td>
</tr>
<tr>
<td>Moderately urban</td>
<td>310 (21.94)</td>
</tr>
<tr>
<td>Slightly urban</td>
<td>357 (25.27)</td>
</tr>
<tr>
<td>Not urban</td>
<td>208 (14.72)</td>
</tr>
</tbody>
</table>

*Low education refers to primary education or prevocational secondary education. Middle education refers to preuniversity education or secondary vocational education. High education refers to higher professional education or university education.

Results Latent Class Analysis

We compared the model fit indices, number of parameters, and classification error for models ranging from 1-8 clusters (see Table 2). The 4-cluster model was chosen as the most appropriate model since BIC (16602.92) was lowest and also AIC3 (16385.81) was low. The classification error was appropriate for the 4-cluster model (0.15). We included 4 direct effects in the model in order to decrease bivariate residuals: (1) newsgroups—reading Web-based news and magazines, (2) searching for information—email, (3) product information—searching for information, (4) reading Web-based news and magazines—watching Web-based films or TV programs. In this model with direct effects, bivariate residuals were all below 7. The entrophy $R^2$ of the 4-cluster model with direct effects was 0.71.
Results Describing and Comparing Identified Clusters

Cluster 1 included 36.88% (523/1418) of the respondents, and these respondents can be described as the “practical users.” The majority of respondents in this cluster used the Internet for functional and financially related activities such as “comparing products and searching product information,” “purchasing items,” and “Internet banking.” In addition, “email” and “searching for information” was a frequently mentioned activity for which these practical users used the Internet. Among the practical users, the amount of men was high compared with the other clusters (65.0%, 340/523, \( P < .001 \)) although effect size was small (Cramer \( V = .21 \)). Cluster 2 comprised 32.23% (457/1418) of the respondents and can be labeled as the “minimizers.” Respondents in this group spent the lowest amount of hours per week on the Internet compared with the other clusters (see Tables 4 and 5) and reported the lowest frequencies of Internet activities compared with the other clusters (see Table 3). The minimizers mainly used the Internet for traditional purposes such as “email” and “searching for information” although the frequency of these activities were lowest compared with the other clusters. The mean age of the minimizers (mean 73.8, SD 6.3) was significantly higher compared with the other clusters with a medium effect size (Welch \( F = 36.7, P < .001, \omega^2 = 0.07 \)). Respondents in cluster 3 were labeled as the “maximizers” and included 17.77% (252/1418) of the respondents. The diversity of reported Internet activities in this cluster was high; and for many Internet activities, the maximizers reported the highest frequency of an Internet activity of all clusters, for instance, “watching Web-based films or TV programs,” “downloading software,” “reading Web-based news or magazines,” and “chatting, video calling, sending messages.” The mean age of the maximizers was lower compared with other clusters (mean 69.6, SD 4.4) and they spent the highest amount of hours per week on the Internet compared with the other clusters with a medium effect size (mean 3.4, SD 2.1, Welch \( F = 63.3, P < .001, \omega^2 = 0.12 \)). The maximizers downloaded apps on their devices significantly more often compared with the other clusters with a large effect size (Welch \( F = 81.2, P < .001, \omega^2 = 0.14 \)). Among the maximizers, the amount of men and women as well as different education levels is quite equally distributed. In sum, the maximizers more frequently used the Internet and used the Internet for a great diversity of Internet activities. Finally, cluster 4 comprised 13.12% (186/1418) of the respondents and can be described as the “social users.” The social users mainly used the Internet for social and leisure-related Internet activities. For instance, “reading and viewing social media,” “playing Internet or Web-based games,” and “posting messages or photos or short films on social media” was frequently mentioned as Internet activity by social users. The amount of women is high among the social users (63.98%, 119/186). The social users are most comparable with the practical users (cluster 1) in terms of age, time spent on the Internet, and frequency of downloading apps (see Tables 4 and 5). The majority of the social users, as was the case among the minimizers, were respondents with lower education (respectively 54.84%, 102/186 and 56.24% 257/457).

ANOVA tests were carried out to compare the 4 clusters on social and health-related variables, namely, social and emotional loneliness, psychological well-being, ADL, and iADL. Overall, no big differences were found in social and health-related variables between the identified clusters since effects sizes were all rather small (see Tables 4 and 5). Nevertheless, the practical users reported significant higher psychological well-being compared with the minimizers (practical users: mean 79.9, SD 13.6; minimizers: mean 76.7, SD 15.4). Additionally, in iADL, significant differences were found between the minimizers on the one hand (mean 9.2, SD 3.4) and the maximizers and practical users on the other hand (practical users: mean 8.3, SD 2.3; maximizers: mean 8.2, SD 2.1). This indicated that the minimizers had more problems with iADL compared with the practical users and the maximizers. Finally, the minimizers scored significantly lower in their experienced health compared with the maximizers (minimizers: mean 2.8, SD 0.7; maximizers: mean 3.0, SD 0.7).
Table 3. Frequency (%) of respondents ever spending time on an Internet activity per cluster.

<table>
<thead>
<tr>
<th>Internet activity</th>
<th>Practical users n=523</th>
<th>Minimizers n=457</th>
<th>Maximizers n=252</th>
<th>Social users n=186</th>
<th>Chi-square P value</th>
<th>Cramer V</th>
</tr>
</thead>
<tbody>
<tr>
<td>Email</td>
<td>99.6</td>
<td>83.2</td>
<td>100</td>
<td>98.9</td>
<td>&lt;.001</td>
<td>.33</td>
</tr>
<tr>
<td>Searching for information</td>
<td>98.5</td>
<td>79.0</td>
<td>98.0</td>
<td>91.4</td>
<td>&lt;.001</td>
<td>.31</td>
</tr>
<tr>
<td>Comparing products or product information</td>
<td>94.8</td>
<td>33.9</td>
<td>100</td>
<td>53.2</td>
<td>&lt;.001</td>
<td>.64</td>
</tr>
<tr>
<td>Purchasing items</td>
<td>81.8</td>
<td>8.5</td>
<td>100</td>
<td>14.0</td>
<td>&lt;.001</td>
<td>.79</td>
</tr>
<tr>
<td>Watching Web-based films or TV programs</td>
<td>15.1</td>
<td>4.6</td>
<td>38.5</td>
<td>17.2</td>
<td>&lt;.001</td>
<td>.31</td>
</tr>
<tr>
<td>Downloading software or music or films&lt;sup&gt;a&lt;/sup&gt;</td>
<td>15.1</td>
<td>2.8</td>
<td>28.2</td>
<td>10.2</td>
<td>&lt;.001</td>
<td>.26</td>
</tr>
<tr>
<td>Internet banking</td>
<td>98.1</td>
<td>46.4</td>
<td>95.6</td>
<td>68.8</td>
<td>&lt;.001</td>
<td>.55</td>
</tr>
<tr>
<td>Playing Internet or Web-based games</td>
<td>20.8</td>
<td>19.3</td>
<td>40.5</td>
<td>52.7</td>
<td>&lt;.001</td>
<td>.27</td>
</tr>
<tr>
<td>Reading Web-based news or magazines</td>
<td>55.3</td>
<td>19.7</td>
<td>73.0</td>
<td>48.9</td>
<td>&lt;.001</td>
<td>.39</td>
</tr>
<tr>
<td>Newsgroups</td>
<td>18.4</td>
<td>10.1</td>
<td>29.8</td>
<td>24.7</td>
<td>&lt;.001</td>
<td>.18</td>
</tr>
<tr>
<td>Reading and viewing social media</td>
<td>23.5</td>
<td>8.5</td>
<td>99.6</td>
<td>93.5</td>
<td>&lt;.001</td>
<td>.77</td>
</tr>
<tr>
<td>Reading or writing blogs&lt;sup&gt;a&lt;/sup&gt;</td>
<td>7.3</td>
<td>1.8</td>
<td>21.8</td>
<td>14.0</td>
<td>&lt;.001</td>
<td>.25</td>
</tr>
<tr>
<td>Posting messages or photos or short films on social media</td>
<td>1.0</td>
<td>2.4</td>
<td>59.9</td>
<td>57.5</td>
<td>&lt;.001</td>
<td>.67</td>
</tr>
<tr>
<td>Chatting or video calling or sending messages</td>
<td>33.3</td>
<td>5.9</td>
<td>80.6</td>
<td>52.7</td>
<td>&lt;.001</td>
<td>.55</td>
</tr>
<tr>
<td>Dating websites&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1.5</td>
<td>0.9</td>
<td>2.8</td>
<td>3.8</td>
<td>.05</td>
<td>.07</td>
</tr>
<tr>
<td>Visiting forums and communities&lt;sup&gt;a&lt;/sup&gt;</td>
<td>3.3</td>
<td>0.9</td>
<td>11.9</td>
<td>3.8</td>
<td>&lt;.001</td>
<td>.19</td>
</tr>
<tr>
<td>Other activities</td>
<td>15.1</td>
<td>5.9</td>
<td>32.1</td>
<td>14.0</td>
<td>&lt;.001</td>
<td>.25</td>
</tr>
</tbody>
</table>

<sup>a</sup>Not included in the latent class analysis because frequency of activity mentioned by <15% of the respondents.

Table 4. Comparison (chi-square tests) of the identified clusters on demographic variables.

<table>
<thead>
<tr>
<th>Demographic variables</th>
<th>Practical users</th>
<th>Minimizers</th>
<th>Maximizers</th>
<th>Social users</th>
<th>Chi-square</th>
<th>P value</th>
<th>Cramer V</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>340 (65.0)</td>
<td>206 (45.1)</td>
<td>136 (54.0)</td>
<td>67 (36.0)</td>
<td>63.4</td>
<td>&lt;.001</td>
<td>.21</td>
</tr>
<tr>
<td>Women</td>
<td>183 (35.0)</td>
<td>251 (54.9)</td>
<td>116 (46.0)</td>
<td>119 (64.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>27.4</td>
<td>.007</td>
<td>.08</td>
</tr>
<tr>
<td>Married</td>
<td>348 (66.5)</td>
<td>301 (65.9)</td>
<td>170 (67.5)</td>
<td>112 (60.2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Separated</td>
<td>1 (0.2)</td>
<td>-</td>
<td>2 (0.8)</td>
<td>1 (0.5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Divorced</td>
<td>64 (12.2)</td>
<td>37 (8.1)</td>
<td>39 (15.5)</td>
<td>33 (17.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Widow or widower</td>
<td>81 (15.5)</td>
<td>93 (20.4)</td>
<td>29 (11.5)</td>
<td>32 (17.2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>29 (5.6)</td>
<td>26 (5.7)</td>
<td>12 (4.8)</td>
<td>8 (4.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Level of education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>90.0</td>
<td>&lt;.001</td>
<td>.18</td>
</tr>
<tr>
<td>Low education</td>
<td>187 (35.8)</td>
<td>257 (56.2)</td>
<td>72 (28.6)</td>
<td>102 (54.8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle education</td>
<td>121 (23.1)</td>
<td>96 (21.0)</td>
<td>83 (32.9)</td>
<td>46 (24.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High education</td>
<td>215 (41.1)</td>
<td>104 (22.8)</td>
<td>96 (38.1)</td>
<td>37 (19.9)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

The results of this study show that older adults are a diverse group concerning their activities on the Internet. We identified 4 clusters of older adults based on the activities for which they use the Internet. First, the minimizers are the oldest respondents (mean age 74 years old) and spend the least time on the Internet. The minimizers report the lowest frequency on most of the Internet activities and mainly use the Internet for traditional purposes such as email. Second, on the other end of the spectrum are the maximizers, who are relatively young (mean age below 70 years old), spend the most time on the Internet, and are reported to spend time on almost all of the Internet activities. Among the maximizers, the amount of men and women, as well as the different education levels, are equally distributed. The third and fourth clusters are in between the minimizers and maximizers: the practical users and social users. These clusters score in between the maximizers and minimizers regarding both time spent on the Internet and their age (mean age 71 years old). The practical users, in contrast with the social users, mainly use the Internet for financial and practical matters such as searching for information, comparing products, and Internet banking. As opposed to practical users, the social users mainly use the Internet for social and leisure related activities (social media, games, etc). The amount of men is higher among the practical users and the amount of women higher among the social users.

The clusters did not differ to a large extent in social and health-related variables. However, the minimizers reported lower psychological well-being compared with the practical users, more problems with iADL in comparison with the maximizers and practical users, and lower experienced health compared with the maximizers. In sum, it appeared that the minimizers show a somewhat lower health, but this cluster also comprised the oldest respondents (mean age 74 years old). As causality between the variables is unclear, it is unknown whether age causes older adults to be only minimally active on the Internet or that a lower health status causes lower Internet activity.

It has been established that physical and mental limitations may form a barrier for older adults to use computers and the Internet [25]. In our study sample, the majority of older adults belonged to the practical users and the minimizers. It would be worthwhile to replicate this study in the upcoming years to study whether the distribution over the clusters will change. Possibly the amount of maximizers will increase considering the fact that a new generation will be more active in using the Internet. Longitudinal research may provide insight in whether older adults shift from one cluster to the other when they become older. In addition, it is of interest to further investigate the association between health (decline), age, and older adults’ Internet activities. In particular, previous research has suggested that aging processes may lead older adults to consciously or unconsciously limit the number of Web-based activities they engage in [26]. This is in line with Baltes and Baltes’ [27] concept of “selection” that describes how seniors, who are confronted with more options than their internal and external resources can handle, are forced to concentrate their energy on a subset of those options. Further research is needed to comprehend why older adults would limit or expand their number of Web-based activities.

Table 5. Comparison (analysis of variances) of the identified clusters on age, Internet variables, and social and health-related variables.

<table>
<thead>
<tr>
<th>Variables, mean (SD)</th>
<th>Practical users</th>
<th>Minimizers</th>
<th>Maximizers</th>
<th>Social users</th>
<th>Welch F or F ratio (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>71.3 (5.3) 2,3</td>
<td>73.8 (6.3) 1,3,4</td>
<td>69.6 (4.4) 1,2,4</td>
<td>71.1 (4.9) 2,3</td>
<td>36.7e (3610)</td>
<td>&lt;.001 0.07</td>
</tr>
<tr>
<td>Amount of hours spend on Internet per week</td>
<td>2.4 (1.6) 2,3</td>
<td>1.6 (1.3) 1,3,4</td>
<td>3.4 (2.1) 1,2,4</td>
<td>2.5 (1.7) 2,3</td>
<td>63.3e (3550)</td>
<td>&lt;.001 0.12</td>
</tr>
<tr>
<td>Frequency downloading apps</td>
<td>1.7 (1.8) 2,3</td>
<td>0.7 (1.4) 1,3,4</td>
<td>2.6 (1.7) 1,2,4</td>
<td>1.5 (1.8) 2,3</td>
<td>87.2e (3567)</td>
<td>&lt;.001 0.14</td>
</tr>
<tr>
<td>Psychological well-being</td>
<td>79.9 (13.6) 2</td>
<td>76.7 (15.4) 1</td>
<td>78.7 (14.6)</td>
<td>76.3 (15.5)</td>
<td>5.0f (3558)</td>
<td>.002 0.01</td>
</tr>
<tr>
<td>Emotional loneliness</td>
<td>0.5 (0.9)</td>
<td>0.5 (0.9)</td>
<td>0.5 (0.9)</td>
<td>0.6 (1.0)</td>
<td>1.7e (3576)</td>
<td>.17 0.00</td>
</tr>
<tr>
<td>Social loneliness</td>
<td>1.1 (1.2)</td>
<td>1.0 (1.2)</td>
<td>1.0 (1.12)</td>
<td>1.0 (1.1)</td>
<td>0.1 (31,411)</td>
<td>.96 0.00</td>
</tr>
<tr>
<td>iADL</td>
<td>6.8 (1.9)</td>
<td>7.1 (2.2)</td>
<td>6.7 (1.8)</td>
<td>6.8 (1.6)</td>
<td>3.9e (3591)</td>
<td>.009 0.01</td>
</tr>
<tr>
<td>Experienced health</td>
<td>8.3 (2.3) 2</td>
<td>9.2 (3.4) 1,3</td>
<td>8.2 (2.1) 2</td>
<td>8.8 (2.4)</td>
<td>9.5e (3588)</td>
<td>&lt;.001 0.02</td>
</tr>
<tr>
<td></td>
<td>2.9 (0.7)</td>
<td>2.8 (0.7) 3</td>
<td>3.0 (0.7) 2</td>
<td>2.9 (0.7)</td>
<td>4.0 (31,383)</td>
<td>.007 0.01</td>
</tr>
</tbody>
</table>

aSD: standard deviation.
bdf: degrees of freedom.
cADL: activities of daily living.
diADL: instrumental activities of daily living.
eWelch F test and Games-Howell post hoc test were used since for these variables assumption of homogeneity of variances were violated.
fThe superscript numbers 1-4 indicate significant differences (.01) between the clusters on Bonferroni and Games-Howell posthoc test.
Comparison With Prior Work

One study [28] also investigated differences for which adults aged 65 years and older use the Internet, although only four Internet activities were included. In line with our findings it was found that the oldest respondents, aged 80 years and older, mainly use the Internet for practical purposes categorized as email or texting [28]. As mentioned before, most research has been focused on comparing older adults who use and who do not use the Internet. However, patterns of Internet use among the general population have been investigated more extensively. As mentioned earlier, previous findings have indicated that lower educated people use the Internet more often for entertainment-related purposes [13]. This was in line with our findings—among the minimizers and the social users education level was somewhat lower. One study found indications that digital literacy, that is, using the Internet and email, was related to lower IADL impairment [29]. The results of this study found more IADL impairments among the minimizers compared with the maximizers and practical users. Furthermore, we found that in general the oldest respondents, above 73 years old, spend a smaller amount of time on the Internet compared with younger respondents (between 65 and 70 years old) which was in line with prior work [9]. In the same study it was found that being older was related to being less active on the Internet [9]. One of the reasons for this is possibly the fact that older adults are from a different technological generation and therefore find it more difficult to use nowadays technological devices [30]. In this study we also found a significant age differences between the different clusters based on older adult’s activities on the Internet. Nevertheless, age differences were rather small and the study sample consisted only of adults aged 65 years and older by which a comparison with younger respondents was not part of the study. Therefore, longitudinal research and replication of this study is recommended to study whether results are equal in the upcoming years when the younger respondents (below 70 years old) become the older ones.

Limitations

To our knowledge this is the first study that identifies clusters of older adults based on the activities for which older adults use the Internet. The large sample size strengthens the findings of this study. We strongly recommend other studies to consider using LISS panel data since the quality of the data is excellent. The Dutch population is considered to be comparable to other Western populations in terms of Internet use; therefore, we expect that the findings of this study apply to a large extent to other Western populations. Nevertheless, attention should be paid to the following limitations. Data of two surveys were combined and data collection took place on two different moments within a time span of 3 months. We are of the opinion that the variables included in this study are quite stable and are not expected to fluctuate to a large extent in a period of 3 months. The information on which the LCA was based was limited to dichotomous information whether respondents ever spend time on a particular Internet activity or not. We did not have information about the time spent on each of the Internet activities, nor did we have information about attitudes of the respondents with regard to Internet use. In addition, no information was available about support that older adults receive in using technologies which is known to be related to older adults’ use of technologies [31,32]. Finally, due to the cross-sectional design it was impossible to investigate causality between the included variables.

Practical Implications

In the Netherlands, considerable emphasis is placed on increasing the use of eHealth, in particular among older adults and patient with chronic illnesses [33]. However, research shows that awareness of eHealth services among Dutch users of primary care is rather low and could be improved [33,34]. The identified clusters in this study can be of use in increasing the awareness and use of eHealth interventions among older adults in two ways. First, our results provide information on which channels can be employed to raise awareness of eHealth applications. Choosing the right channels to reach older adults is of importance since our results show that older adults are only on the Web a couple of hours per week. Raising awareness through social media campaigns is likely to be effective for reaching older adults belonging to the cluster social users and maximizers. In contrast, practical users may be reached by advertising campaigns on Web-based shops or product comparison websites. Minimizers may be reached by advertising in search engines, but offline methods also need to be considered for this particular cluster. Second, the identified clusters are an indication of Internet experience among older adults. This information is useful in choosing and designing effective components of eHealth interventions. For instance, practical users and minimizers have less experience in engaging in Web-based discussions than social users and maximizers. In case an eHealth intervention contains a social discussion component, it should be taken into account that particular older adults are familiar with social media interfaces whereas other are not familiar with this. Another important difference between the clusters is the fact that practical users and maximizers are more experiences in purchasing on the Web compared with the other two clusters. This can have implications for determining the range and type of payment options of eHealth services for older adults. Finally, knowledge about the amount of older adults that engage in different Internet activities may be useful for health care organizations in their marketing strategies.

Conclusions

The findings of this study establish that older adults are a diverse group in terms of their activities on the Internet. This underlines the importance to look beyond use versus nonuse when investigating older adults’ Internet use. The heterogeneity in activities for which older adults use the Internet is widespread and is vital to consider when attempting to stimulate or facilitate Internet use among older adults. The clusters we have identified in this study can be useful in creating awareness of eHealth interventions among specific segments of the older population.
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Abstract

Background: The Canadian Computed Tomography (CT) Head Rule, a clinical decision rule designed to safely reduce imaging in minor head injury, has been rigorously validated and implemented, and yet expected decreases in CT were unsuccessful. Recent work has identified empathic care as a key component in decreasing CT overuse. Health information technology can hinder the clinician-patient relationship. Patient-centered decision tools to support the clinician-patient relationship are needed to promote evidence-based decisions.

Objective: Our objective is to formatively evaluate an electronic tool that not only helps clinicians at the bedside to determine the need for CT use based on the Canadian CT Head Rule but also promotes evidence-based conversations between patients and clinicians regarding patient-specific risk and patients’ specific concerns.

Methods: User-centered design with practice-based and participatory decision aid development was used to design, develop, and evaluate patient-centered decision support regarding CT use in minor head injury in the emergency department. User experience and user interface (UX/UI) development involved successive iterations with incremental refinement in 4 phases: (1) initial prototype development, (2) usability assessment, (3) field testing, and (4) beta testing. This qualitative approach involved input from patients, emergency care clinicians, health services researchers, designers, and clinical informaticists at every stage.

Results: The Concussion or Brain Bleed app is the product of 16 successive iterative revisions in accordance with UX/UI industry design standards. This useful and usable final product integrates clinical decision support with a patient decision aid. It promotes shared use by emergency clinicians and patients at the point of care within the emergency department context. This tablet computer app facilitates evidence-based conversations regarding CT in minor head injury. It is adaptable to individual clinician practice styles. The resultant tool includes a patient injury evaluator based on the Canadian CT Head Rule and provides patient specific risks using pictographs with natural frequencies and cues for discussion about patient concerns.

Conclusions: This tool was designed to align evidence-based practices about CT in minor head injury patients. It establishes trust, empowers active participation, and addresses patient concerns and uncertainty about their condition. We hypothesize that, when implemented, the Concussion or Brain Bleed app will support—not hinder—the clinician-patient relationship, safely reduce CT use, and improve the patient experience of care.
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Introduction

After a patient sustains a minor head injury, computed tomography (CT) imaging can diagnose structural brain injuries like hemorrhages but cannot detect the presence or severity of concussion [1]. The Canadian CT Head Rule, a clinical decision rule designed to safely reduce imaging in minor head injury, was developed and validated but has not decreased CT use [2-4]. This rule is 100% sensitive for predicting the need for neurosurgical intervention and more specific than other guidelines [3,5-7]. It should decrease CT use by one-third, making care more affordable, efficient, and safer [8-12]. The American Board of Internal Medicine and the American College of Emergency Physicians Choosing Wisely Initiative recommends avoiding unnecessary head CTs in emergency department (ED) patients with minor head injuries as the top national priority for addressing overuse in emergency care [13]. Conversely, CT imaging rates increased, and clinical decision support (CDS) implementation efforts have only had a modest effect (5%-8%) on decreasing CT use [4,14,15]. Research on nonclinical factors that influence overuse of CT revealed clinicians and patients identified establishing trust, patient engagement, and reassurance as essential to decreasing overuse of imaging [16,17].

Empathic care requires tools that facilitate conversation between patient and clinician [17-19]. Unfortunately, contemporary electronic health records (EHRs) tend to impede conversation [20-24]. The EHR interface physically separates the clinician from the patient, compromising communication. It distracts and decreases eye contact, touch, and decreases patient time with clinicians [20-23] and focuses almost entirely on physician behavior even if it is patient-specific (and evidence-based). Informing patients directly has rarely been part of the effort [25-27]. CDS is most effective when it is part of the clinician workflow at the time and location of decision making [27,28].

Patient decision aids, on the other hand, focus on patients, trying to help them decide among options by clarifying patient values, preferences, and goals and providing the best scientific evidence available to increase understanding of possible risks, benefits, alternatives, and their associated outcomes [29]. A successful decision aid facilitates conversation between the patient and clinician and improves patient engagement [18].

Current EHRs prohibit empathic care. Technology must support—not hinder—the clinician-patient relationship. Although paper charts were intuitive and simple, they were criticized for being disorganized and illegible, leading to medical errors. EHRs promised to improve patient safety and outcomes by reducing errors. In the rush to adopt EHRs to qualify for federal incentive payments, clinicians and hospitals adopted products with poor usability and poor integration that impede clinical workflow [30]. The EHR's potential for improving care has not yet been realized [27,28]. A large-scale study of EHR implementation found no negative association with mortality or adverse events across 17 hospitals [31]. EHR implementation has done harm in other ways [21,24,30]. Ratanawongsa et al [21] found high computer use by clinicians to be associated with lower patient satisfaction and communication. Sinsky et al [22] also found that physicians only spend 27% of their time face to face with patients, with 49% of their time spent on the EHR and desk work. In addition, EHR documentation requires an additional 1 to 2 hours daily of after-hour charting. A productivity analysis in the emergency care setting found that data entry accounted for 43% of physician time, requiring 4000 mouse clicks per shift [23]. Furthermore, EHRs in their current form physically obstruct and separate the clinician and patient, denying patients time with their clinician as well as compromising communication and human connection by distracting and decreasing eye contact and touch [20-23]. We propose that the patient-centered decision support presented here is the first step toward a more empathic medical interface that can support the clinician-patient relationship.

We developed a computerized, user-centered decision support tool called Concussion or Brain Bleed [32] for use on tablet computers (with 1536 × 2048 resolution) that integrates a patient decision aid and CDS at the bedside for decisions about CT use in ED patients with minor head injury. Herein is the design, development, and user experience and user interface (UX/UI) evaluation of Concussion or Brain Bleed. Concussion or Brain Bleed aims to engage patients in their care by giving them an understanding of their condition and helping them trust their clinician to safely reduce CT use in minor head injury.

Methods

Design

A user-centered design approach based on UX/UI industry standards was followed to develop a decision tool to promote shared decision making [33-35]. User-centered design is an iterative, multistage design and evaluation approach that is driven and refined by user input and customizes the interface based upon an explicit understanding of users, tasks, and environments [36]. UX design refers to user experience, while UI design stands for user interface. Both elements are crucial to app development. UX/UI refers to different aspects of the design. UX design is more comprehensive than UI—encompassing user needs, values, abilities, and limitations as they relate to the user’s interaction with and perception of the design product. UI design focuses on ensuring that the graphical interface has elements that can be used, accessed, and understood based on user needs. UX/UI development was adopted with a goal of creating a tool that deviates from traditional CDS (eg, alerts and reminders). UX/UI design elicits feedback and input from a multidisciplinary team, here including patients, emergency care clinicians...
(attending physicians, residents, physician assistants, and nurse practitioners), health services researchers, interaction design experts, and health systems information specialists (including a software system engineer and a computer programmer) to make incremental refinements to the prototypes. The development process involved successive iterations of the prototype within 4 UX/UI phases: (1) initial prototype development, (2) usability testing, (3) field testing, and (4) beta testing (Figure 1). Each phase continued until thematic saturation [37]. The initial prototype, including review and synthesis of the evidence and analysis of usual practice, has been previously described [16,19]. In the second phase, we performed formative usability evaluation in a simulated clinical environment using clinicians with standardized patients to maximize ease of use and clinical integration. Next, the prototype was field-tested by the research team with ED patients and, finally, the tool was beta-tested during clinical care by physician users.

**Study Setting and Population**

Participants were patients and clinicians recruited from an urban, academic Level I trauma center ED with 103,000 patient visits per year and a satellite ED with 24,000 patient visits per year. Clinicians were recruited from the 48 attending physician faculty, 58 resident physicians, and 47 midlevel providers.

**Protocol**

The study protocol was approved by the hospital institutional review board (IRB). All participants provided their verbal consent as specified by the IRB. Some portions of the evaluation were performed at an outside institution. The protocol was also approved by that institution’s IRB. Usability evaluation subjects were compensated for their time and travel with $100 gift cards. In beta testing, physicians were compensated for their time with $50 gift cards for each patient enrolled. Patients were not compensated in beta testing during their ED visit.
User-Centered Design

Development of Initial Prototype

The full details of the initial development process including review and synthesis of the evidence and analysis of usual practice are reported elsewhere [16,19]. To identify nonclinical human factors that promote or inhibit appropriate use of CT in patients presenting to the ED with minor head injury, we performed qualitative studies in 3 phases: (1) patient focus groups, (2) clinician focus groups, and, (3) cognitive task analysis with direct ED observation and individual semistructured interviews using the critical decision method [16]. Next, a multidisciplinary team applied the findings from the qualitative study as user requirements for the initial prototype [19]. Primary goals were to promote smooth navigation through screens while completing tasks of patient education, risk communication, and shared decision making in the ED.

Usability Evaluation

Formative usability evaluations were conducted in a simulated environment to observe, record, and analyze a standardized clinician-patient encounter with the prototype. Using a “think aloud” protocol, scripted simulations of patient encounters with clinicians and standardized patients were observed and analyzed [38]. Attending emergency physicians were given a case study (Multimedia Appendix 1) to use the prototype while commenting on what they saw, thought, did, and felt. Inferences were made about the reasoning process behind task completion.
Afterwards, a usability feedback questionnaire and semistructured interview (Multimedia Appendix 2) were conducted to determine the tool’s ease-of-use, usefulness, and how the decision-making process was affected by the tool.

Field Testing
To optimize naturalistic decision making under the constraints of the complex, high-pressure ED, field testing was conducted by the research team. ED patients available and amenable to participation were identified by the treating clinicians on duty. The prototype was implemented and reviewed by patients during their clinical encounter when they were not actively under evaluation. Patterns of conversation were analyzed while issues and challenges with the tool’s use were noted; all notes and experiences were shared and used to track the performance of successive iterations of the prototype based on content and quality of the conversation between the study clinician and the patient. Patients completed a semistructured interview (Multimedia Appendix 3) regarding the tool’s content and format within the ED context. The tool was iteratively refined according to ecological interface design to optimize communication of patient-specific risk [39,40]. After thematic saturation, the wireframe prototype was programmed for use as a Web app on an iPad (Apple Inc). Technical specifications and system requirements were similar to the initial prototype [19].

Beta Testing
Beta testing was conducted by emergency physicians using the interactive prototype during clinical care of ED patients with minor head injury. Physicians described their experience to improve workflow. Structured email interviews were conducted after physicians had seen multiple patients. Survey responses informed the final prototype.

Results
Concussion or Brain Bleed underwent 16 successive revisions with content, process, and format adjustment based on usability, field, and beta testing.

Development of Initial Prototype
The initial results of the prototype were previously reported [16,19]. Cognitive task analysis (critical decision method interviews and 150 hours of direct observation in the ED of peer-nominated senior emergency physicians recognized for their skill in safely minimizing testing while maintaining patient safety and engagement) revealed 5 core domains: trust, anxiety, constraints, influence of others, and patient expectations [16]. The initial prototype followed a visual metaphor of design reminiscent of decision aids on paper cards [19]. After the patient filled out eligibility and questionnaire forms to autopopulate subjective components of the clinical decision rule, 3 sections followed. The first section centered around patient education (information about concussions, CT scans) to be used by the patient alone prior to the clinician’s evaluation and gave the patient the opportunity to flag concerns on a digital checklist. These concerns would later show up in the second section to be used by the clinician with the patient (screen capture of this section displayed in Figure 2). After completing a CDS checklist, the tool generated patient-specific risk estimates for pertinent outcomes and risk of cancer from a head CT. The final section involved a process of shared decision making in which patients and clinicians decided together whether to obtain a CT scan, to continue to be observed in the ED, or to go home.
Usability Evaluation

Usability evaluation was conducted 3 times with 9 users. Observation revealed the tool required modification to facilitate conversation between the patient and clinician to be incorporated seamlessly into the clinical workflow [18,19]. Therefore, the initial user-centered design was augmented by interaction design using patient-centered and participatory decision aid development [18,19,41-44]. An interaction designer (MB) joined the research team [18,45,46]. Subsequent rounds involved rapid prototyping and low-fidelity wireframing.

This enhanced approach focused on tool usefulness (and lack of use by test subjects). Interview responses revealed users were not using the tool because the tool was overly prescriptive with too much text on the screen that interrupted or distracted from conversation with patients. Earlier prototypes were overdesigned, which forced clinicians to give more attention to the tool than the patient or to abandon the tool. Eliminations included the patient section with educational materials for patient review prior to the clinician’s evaluation (based on previous qualitative findings that patients come to the ED for a clinician’s expert evaluation) and a patient demographic survey and questionnaire about the injury. Revisions dramatically reduced the number of screen taps, checkboxes, and data entry. Furthermore, the Concerns section expanded to 6 boxes a patient could select to discuss (Figure 3). This minimalist version allowed clinicians to adapt the tool to their practice style and patient-specific education. It reassured patients by providing...
structure to the clinical conversation with cues (eg, How soon can I get back to work?). The tool was less prescriptive and increased the likelihood of implementation.

Figure 3. Revised Concerns section after initial round of usability evaluation.

Field Testing
Field testing was conducted with 10 patients. Additional incremental revisions were made to the prototype. Observation and analysis of use in the ED context and application of ecological interface design principles distilled the workflow for the final Concussion or Brain Bleed app (Figure 4). This further elucidated important patient issues. The final app now supports the clinician’s decision and patient engagement and education around patient-specific risk about head injuries, CT imaging, counseling, and patient concerns.

Data entry was streamlined, and explicit user input was nearly eliminated. Grouping risk categories provides the clinician with the patient’s individualized risk assessment by a single tap of the screen (Figure 5). This efficient Canadian CT Head Rule display gives the clinician more time for risk communication with the patient.

The risk visualization format and content underwent revisions from the initial prototype through usability and field testing (Figure 6 a-d). The initial prototype used text-based risks (eg, clinically important brain injury) [2,19,47]. Later versions used pictographs, plain language, absolute risks with a constant denominator, and a color scheme to differentiate the 4 categories of patient-centered outcomes [42,44,48,49].

A key finding was how important it is to teach and emphasize that a concussion is not visible on CT. The tool evolved into helping patients understand specific recommendations and their implications. The Risk Discussion section offers plain language on the utility (or lack thereof in low-risk patients) of CT as well as cues to discuss concussion and the individual patient’s concerns (Figure 7).

Figure 4. Conceptualization of the workflow and potential pathways for the Concussion or Brain Bleed application.
Figure 5. Clinical Decision Support portion of app after field testing.
Figure 6. Risk visualization for low-risk patients from the initial prototype (top left) through usability testing (early, top right; late, bottom left) and field testing (bottom right).

Figure 7. Risk discussion screen for low-risk patients after field testing.
Beta Testing
Beta testing was conducted over 6 weeks with 4 attending emergency physicians in the care of 7 low-risk, minor head injury ED patients. The final Considerations section for low-risk patients was revised based on user feedback that it was too busy. Prior to beta testing, this section had a wall of text including a large inventory of sections that could be discussed at the clinician’s discretion. Beta testing revealed just a checklist with the option to expand sufficed. The section’s content remained relatively unchanged with the format converted to a checklist with single-tap dropdown options that provided more information (via hypertext) when specifically selected (Figure 8). Readability increased with limited distractions while remaining flexible to differing clinician practice styles and individual patient needs.

We developed a work-around for integration with EHR workflow using Epic (Epic Systems Corp) SmartPhrases (Multimedia Appendix 4). This charting tool allows clinicians to autopopulate text using shorthand. SmartPhrases allow rapid documentation of use of the Concussion or Brain Bleed app in the EHR.

Figure 8. Considerations screen for low-risk patients after beta testing.

Discussion
Principal Findings
A total of 16 successive iterations have resulted in a tool that integrates Canadian CT Head Rule CDS at point of care with a patient decision aid to promote conversation around individualized risk and patients’ specific concerns. Design, development, and formative evaluation were informed by the philosophy that technology can accelerate the provision of evidence-based care that is efficient and empathic, effectively reducing unnecessary care [17,19,24]. The user can traverse the app in its entirety in 3 to 5 screen taps. Concussion or Brain Bleed addresses the human factors that research demonstrates are critical for optimizing CT use in minor head injury by creating the time and space for conversation between patients and their clinician [16]. The app equips clinicians to foster trust and manage patient expectations in a fast-paced ED environment characterized by uncertainty and high emotions.

We elected a formative evaluation inclusive of usability evaluation—namely, the well-established practice-based, patient-centered, and participatory decision aid development process adapted for our computerized tool [18,19,41-44]. It allowed for problematic elements of the prototype to be rapidly identified and addressed and usability of unchanged elements to be tested by multiple users through existing and subsequent iterations. The final product is refined based on user input and represents the culmination of rigorous testing in simulations and real-world clinical encounters. Feedback from a multidisciplinary team has been incorporated with the express goal of practicality and usability. Our tool addresses multiple items across the dimensions of the International Patient Decision Aids Standards including the use of a systematic development process, presenting information on probabilities of outcomes and using the scientific literature on which content is based, conveyed with plain language [43]. Involving end-users and a variety of clinicians in both simulated and real-world clinical environments in an iterative process ensures that the format and information content of our tool is responsive to user preferences and the complexities of decision context.

Comparison With Prior Work
CDS is most effective when it is part of the clinician’s workflow at the time and location of decision making [27,28]. Decision support strategies to date have focused on physician behavior [25-27]. By bringing CDS to the point of care and integrating
it with a decision aid on a tablet computer shared by the patient and clinician, *Concussion or Brain Bleed* could improve both the quantity and quality of time at the bedside. Patient decision aids have been established as an effective way to translate evidence-based care into practice [29,50]. Visualizing benefits and harms can lead to increased patient knowledge and involvement in decision making, greater satisfaction with the decision-making process, and optimal health outcomes consistent with patient values and preferences [29]. Patient involvement begins with the development of a partnership and includes participation in information exchange, deliberation, and decision making [51]. Patients—even older patients with more experience in a historically paternalistic mode—report great interest in getting involved in similar decision making again [52,53]. While paper-based patient decision aids are beneficial, they do not provide CDS for the clinician and are static in nature with regard to patient-specific estimates and concerns [18,29,44,50]. Tablet computers retain the portability and usability of a paper-based decision aid while also providing the customization and flexibility of computerized CDS with regard to patient-specific risk visualization. In developing a digital tool, we also have the additional benefit of having a database to collect, edit, store, and retrieve data generated by the tool and further reduce workflow burden through direct integration with EHR systems.

**Conclusions**

The fight to stem medical overuse will require the use of disruptive technologies—often innovative but simple, high-value solutions that can be widely adopted and easily used. In creating this patient-centered clinical decision support tool, we aim to decrease CT use for minor head injury. This tool combines evidence-based practices with patient engagement that establishes trust, empowers active participation, and addresses patient concerns and uncertainty about their condition at the point of care. It helps clinicians to determine who needs a CT and then helps patients to understand why. We hypothesize that, when implemented, the *Concussion or Brain Bleed* app will support—not hinder—the clinician-patient relationship, safely reduce CT use, and improve the patient experience of care.
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Abstract

Background: Web-based health behavior change interventions may be more effective if they offer autonomy-supportive communication facilitating the internalization of motivation for health behavior change. Yet, at this moment no validated tools exist to assess user-perceived autonomy-support of such interventions.

Objective: The aim of this study was to develop and validate the virtual climate care questionnaire (VCCQ), a measure of perceived autonomy-support in a virtual care setting.

Methods: Items were developed based on existing questionnaires and expert consultation and were pretested among experts and target populations. The virtual climate care questionnaire was administered in relation to Web-based interventions aimed at reducing consumption of alcohol (Study 1; N=230) or cannabis (Study 2; N=228). Item properties, structural validity, and reliability were examined with item-response and classical test theory methods, and convergent and divergent validity via correlations with relevant concepts.

Results: In Study 1, 20 of 23 items formed a one-dimensional scale (alpha=.97; omega=.97; H=66; mean 4.9 [SD 1.0]; range 1-7) that met the assumptions of monotonicity and invariant item ordering. In Study 2, 16 items fitted these criteria (alpha=.92; H=.45; omega=.93; mean 4.2 [SD 1.1]; range 1-7). Only 15 items remained in the questionnaire in both studies, thus we proceeded to the analyses of the questionnaire’s reliability and construct validity with a 15-item version of the virtual climate care questionnaire. Convergent validity of the resulting 15-item virtual climate care questionnaire was confirmed by positive associations with autonomous motivation (Study 1: r=.66, P<.001; Study 2: r=.37, P<.001) and perceived competence for reducing alcohol intake (Study 1: r=.52, P<.001). Divergent validity could only be confirmed by the nonsignificant association with perceived competence for learning (Study 2: r=.05, P=.48).

Conclusions: The virtual climate care questionnaire accurately assessed participants’ perceived autonomy-support offered by two Web-based health behavior change interventions. Overall, the scale showed the expected properties and relationships with relevant concepts, and the studies presented suggest this first version of the virtual climate care questionnaire to be reasonably valid and reliable. As a result, the current version may cautiously be used in future research and practice to measure perceived support for autonomy within a virtual care climate. Future research efforts are required that focus on further investigating the virtual climate care questionnaire’s divergent validity, on determining the virtual climate care questionnaire’s validity and reliability.
Introduction

Unhealthy lifestyle behaviors—for example, smoking tobacco or cannabis, consuming too much alcohol, overeating calories or not eating a sufficient amount of fruit and vegetables, or being insufficiently physically active—are a major cause of chronic illnesses like cancer, diabetes, and cardiovascular diseases [1]. They have a detrimental effect on quality of life, decrease work productivity, and put an enormous, preventable strain on health care [2]. Developing effective interventions to promote healthy lifestyle behaviors that prevent or delay these diseases, as well as making these interventions available on a large scale and to a great variety of people, is thus important.

To improve one’s lifestyle, self-determination theory (SDT) [3] proposes that an autonomous form of motivation and perceiving competence for changing are imperative. When it concerns the improvement of health-related behaviors like those mentioned before, people are assumed to perceive themselves to be autonomous in their motivation to change when the behavior is accompanied by an experience of psychological freedom of choice. Supportive of this theoretical assumption, earlier research found autonomous motivation to be an important predictor of health behavior change, its maintenance, and subsequent positive health outcomes [4]. According to SDT, someone’s autonomous motivation can be increased by providing support for autonomy. The concept of autonomy-support was first of all applied to a face-to-face context where one person, such as a health professional, interacts with another person, such as a patient, and tools have been developed to measure this concept in face-to-face settings. When provided by a health care professional, such as a general practitioner or lifestyle counselor, support for autonomy involves strategies like eliciting and acknowledging a person’s perspective, providing a clear rationale for change, offering choice, and using noncontrolling language [5,6]. Perceived support for autonomy from a health care professional is measured through instruments like the health care climate questionnaire (HCCQ) [7]. Similarly, perceived autonomy-support from a physical education teacher can be assessed by the perceived autonomy support scale for exercise settings (PASSES) [8].

Nowadays, interventions aimed at a healthy lifestyle are increasingly delivered via the Internet [9,10], creating a virtual instead of face-to-face care climate. Web-based health behavior change interventions can successfully promote a healthy lifestyle [11] and have several advantages over and above face-to-face interventions; they are highly accessible, participants can use them at any convenient time, and many people can be reached at minimal cost [9]. It can be assumed to be equally important to provide support for autonomy within a virtual care climate in order to increase people’s autonomous motivation for initiating and maintaining health behavior change. However, instead of human interaction, Web-based interventions deliver this support in different formats and rather make use of computer-human interaction. For interventions that make use of virtual health care providers, like a virtual clinician [12] or computerized personal trainer [13], the interaction between the virtual health care provider and receiver of the intervention might resemble the interaction between two humans. Consequently, only slight adjustments to questionnaires like the HCCQ and PASSES might be sufficient. There is, however, an abundance of Web-based interventions that do not involve virtual care providers, but in which autonomy-support is integrated in the structure of the Web-based tool (for examples of such interventions, see [14-16]). In this context, the operationalization of the concept of perceived autonomy-support would need to be reconsidered to a larger extent and available measurement instruments would need to be adapted to this new context. To illustrate, one of the items from the HCCQ reads, “My physician listens to how I would like to do things;” whereas a physician or other person is indeed able to listen, a Web-based intervention where no virtual health care provider is involved does not possess this ability. As a consequence, the item would not be applicable.

Although substantial evidence is available for the positive effects of perceived autonomy-support within the face-to-face setting [4,6], as well as some evidence for these effects when it concerns virtual health care providers [12,13], no such evidence exists for the role of autonomy-support in virtual care settings without virtual health care providers involved. To develop an evidence base for this growing field of Web-based interventions, an instrument is needed with adequate measurement properties specifically for assessing perceived support for autonomy in such settings. Therefore, the objective of this study was to develop and validate the virtual care climate questionnaire (VCCQ): the first measurement instrument of perceived support for autonomy in virtual care settings. By developing the VCCQ, this study aimed to fulfill the need for such tools and thus enable further research into how Web-based health behavior change interventions can successfully support autonomy, increase autonomous motivation, and ultimately promote a healthy lifestyle.

Methods

The VCCQ was constructed in three steps: item development, pretesting, and psychometric validation.
**Item Development**

The items of the VCCQ were developed primarily based on the HCCQ [7]. The 15 items of the HCCQ were adapted to measure perceived autonomy-support in a virtual instead of face-to-face care setting. The adaptation of the items consisted of rewording items from a setting in which there is direct contact with a physician (e.g., “My physician answers my questions fully and carefully”) to a setting in which the respondent interacts with a Web-based intervention (e.g., “<name intervention> answers my questions fully and carefully”). Additionally, the target behavior was added when applicable to increase the specificity of the items (e.g., “I feel that <name intervention> provides me with effective possibilities to <target behavior>”). The name of the new questionnaire, that is, virtual care climate questionnaire, aims to recognize the basis of most of its items, that is, the health care climate questionnaire. Yet, to ensure that a wide variety of autonomy-supportive strategies were represented in the VCCQ, four additional items were included based on the PASSES [8] (items 16 and 17) and a discussion with experts on motivation and Web-based health behavior change interventions (items 18 and 19).

Similar as in the HCCQ, a 7-point response scale was used with totally disagree (1) and totally agree (7) as endpoints. All items and possible responses were translated from English to Dutch.

**Pretesting**

To investigate the face validity of the VCCQ, a pretest was conducted among experts. Moreover, a pretest was conducted among the target population in order to identify improving alterations to the questionnaire.

**Sample and Procedure**

Pretests were conducted in the context of a Web-based, computer-tailored intervention aimed at reducing alcohol intake (Drinktest [15]) and took place among five experts as well as five Dutch adults who (occasionally) drink alcohol, with varying age and socioeconomic status.

The experts were identified through the first author’s professional network and were considered experts when they had a track record in the field of motivation, health behavior, or Web-based health behavior change interventions. Experts were asked whether they thought the 19-item VCCQ measured the same concept as the HCCQ, whether items were properly reworded to fit a virtual care setting, and whether they thought the VCCQ was a comprehensive instrument to measure perceived autonomy-support in a virtual care setting. Furthermore, experts were asked to indicate any perceived ambiguities in wording and whether they felt any aspects of autonomy-support were not covered. Experts also gave feedback on the translation of the items from English to Dutch.

The Dutch adults were invited to complete the VCCQ after they had visited and consulted the Web-based intervention Drinktest, and reflected on whether the questions and instructions in the VCCQ were clearly formulated and whether they thought the questionnaire had an acceptable length. During their participation, they were asked to take notes, which were discussed with them afterwards.

**Pretest Results**

Most experts indicated that, generally due to the rewording of the HCCQ-items to a virtual care setting, the VCCQ items did not always measure the underlying concept of perceived support for autonomy. To ensure the VCCQ truly measured perceived autonomy-support in a virtual care setting, experts suggested to primarily use the content of the HCCQ-items as a basis and reformulate items when necessary, instead of a literal translation and rewording to the virtual context. Furthermore, experts indicated the VCCQ to be reasonably comprehensive. Yet, to ensure the VCCQ included a wide range of autonomy-supportive strategies, four additional items were included based on their feedback (items 20-23). Moreover, based on both expert input and feedback from the participating Dutch adults, the wording of 14 VCCQ-items was simplified to guarantee comprehensibility by the target group. This resulted in the final 23-item questionnaire presented in Table 1.
Table 1. The 23 items of the initial VCCQ (virtual care climate questionnaire) with their description and source.

<table>
<thead>
<tr>
<th>No.</th>
<th>Item</th>
<th>Item description</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>VCCQ-choice&lt;sup&gt;a&lt;/sup&gt;</td>
<td>I feel that &lt;name intervention&gt; has provided me with choices and options</td>
<td>HCCQ&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>2</td>
<td>VCCQ_understood</td>
<td>I felt understood by &lt;name intervention&gt;</td>
<td>HCCQ</td>
</tr>
<tr>
<td>3</td>
<td>VCCQ_honest</td>
<td>I am able to be honest and open when completing questions about &lt;target behavior&gt; on &lt;name intervention&gt;</td>
<td>HCCQ</td>
</tr>
<tr>
<td>4</td>
<td>VCCQ_confidence&lt;sup&gt;a&lt;/sup&gt;</td>
<td>&lt;name intervention&gt; conveys confidence in my ability to &lt;target behavior&gt;</td>
<td>HCCQ</td>
</tr>
<tr>
<td>5</td>
<td>VCCQ_judgment&lt;sup&gt;a&lt;/sup&gt;</td>
<td>I feel that &lt;name intervention&gt; does not judge me</td>
<td>HCCQ</td>
</tr>
<tr>
<td>6</td>
<td>VCCQ_knowledge</td>
<td>Because of &lt;name intervention&gt; I really understand what I need to do to &lt;target behavior&gt; on &lt;name intervention&gt;</td>
<td>HCCQ</td>
</tr>
<tr>
<td>7</td>
<td>VCCQ_answers&lt;sup&gt;a&lt;/sup&gt;</td>
<td>&lt;name intervention&gt; encourages me to search for answers to the questions that I have</td>
<td>HCCQ</td>
</tr>
<tr>
<td>8</td>
<td>VCCQ_trust&lt;sup&gt;a&lt;/sup&gt;</td>
<td>I feel a lot of trust in &lt;name intervention&gt;</td>
<td>HCCQ</td>
</tr>
<tr>
<td>9</td>
<td>VCCQ_questions&lt;sup&gt;a&lt;/sup&gt;</td>
<td>&lt;name intervention&gt; answers my questions fully and carefully</td>
<td>HCCQ</td>
</tr>
<tr>
<td>10</td>
<td>VCCQ_input&lt;sup&gt;a&lt;/sup&gt;</td>
<td>&lt;name intervention&gt; allows me to provide input on how I would like to do things</td>
<td>HCCQ</td>
</tr>
<tr>
<td>11</td>
<td>VCCQ_emotions&lt;sup&gt;a&lt;/sup&gt;</td>
<td>&lt;name intervention&gt; takes into account my emotions in the advice given</td>
<td>HCCQ</td>
</tr>
<tr>
<td>12</td>
<td>VCCQ_care&lt;sup&gt;a&lt;/sup&gt;</td>
<td>I feel that &lt;name intervention&gt; cares about me as a person</td>
<td>HCCQ</td>
</tr>
<tr>
<td>13</td>
<td>VCCQ_communication</td>
<td>I don’t feel very good about the way &lt;name intervention&gt; communicates with me</td>
<td>HCCQ</td>
</tr>
<tr>
<td>14</td>
<td>VCCQ_see&lt;sup&gt;a&lt;/sup&gt;</td>
<td>&lt;name intervention&gt; tries to incorporate how I see things in the advice given</td>
<td>HCCQ</td>
</tr>
<tr>
<td>15</td>
<td>VCCQ_feelings</td>
<td>I feel that &lt;name intervention&gt; asks enough questions about my feelings</td>
<td>HCCQ</td>
</tr>
<tr>
<td>16</td>
<td>VCCQ_stimulant&lt;sup&gt;b&lt;/sup&gt;</td>
<td>&lt;name intervention&gt; encourages me to &lt;target behavior&gt;</td>
<td>PASSES&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>17</td>
<td>VCCQ_feedback</td>
<td>&lt;name intervention&gt; provides me with positive feedback when I do something to &lt;target behavior&gt;</td>
<td>PASSES&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>18</td>
<td>VCCQ_steering</td>
<td>I feel the advice of &lt;name intervention&gt; is directive</td>
<td>Experts</td>
</tr>
<tr>
<td>19</td>
<td>VCCQ_effective&lt;sup&gt;a&lt;/sup&gt;</td>
<td>I feel that &lt;name intervention&gt; provides me with effective possibilities to &lt;target behavior&gt;</td>
<td>Experts</td>
</tr>
<tr>
<td>20</td>
<td>VCCQ_way&lt;sup&gt;a&lt;/sup&gt;</td>
<td>&lt;name intervention&gt; gives me the feeling that I can choose a way to &lt;target behavior&gt; myself</td>
<td>Experts</td>
</tr>
<tr>
<td>21</td>
<td>VCCQ_idea&lt;sup&gt;a&lt;/sup&gt;</td>
<td>&lt;name intervention&gt; explains to me why it would be a good idea to &lt;target behavior&gt;</td>
<td>Experts</td>
</tr>
<tr>
<td>22</td>
<td>VCCQ_use&lt;sup&gt;a&lt;/sup&gt;</td>
<td>&lt;name intervention&gt; asks me the right questions about &lt;target behavior&gt;</td>
<td>Experts</td>
</tr>
<tr>
<td>23</td>
<td>VCCQ_must&lt;sup&gt;a&lt;/sup&gt;</td>
<td>I feel that &lt;name intervention&gt; is telling me what to do about &lt;target behavior&gt; without my having a say</td>
<td>Experts</td>
</tr>
</tbody>
</table>

<sup>a</sup>Items were included in the final VCCQ (virtual care climate questionnaire) based on the psychometric validation; the Dutch version of the final VCCQ is available upon request.

<sup>b</sup>HCCQ: health care climate questionnaire.

<sup>c</sup>PASSES: perceived autonomy support scale for exercise settings.

Psychometric Validation

To validate the VCCQ psychometrically, two studies were conducted. Study 1 was conducted in the context of a Web-based, computer-tailored intervention to reduce alcohol intake (Drinktest [15,17]) among Dutch adults who drink alcohol (occasionally). Study 2 was conducted in the context of a Web-based, computer-tailored intervention to reduce cannabis intake (Weed-check [18]) among a sample of Dutch students.

Sample and Procedure

Study 1

The sample consisted of 230 Dutch adults who drink alcohol (occasionally). Participants were recruited via the ISO-certified (International Organization for Standardization, ISO) research panel PanelClix [19] and, after providing informed consent, completed the study through the Web. Before filling out the VCCQ, participants visited and consulted Drinktest [17], a Dutch, Web-based, computer-tailored intervention to reduce alcohol intake [15]. When consulting this intervention, participants answered a variety of questions concerning their current alcohol consumption as well as their cognitions related to this behavior, based on which they received feedback that is tailored to their personal situation and beliefs. This feedback was presented to participants on their computer screen, and participants were also to send this feedback to an email address of their choice as well as to print it. To ensure that participants made proper use of the Web-based intervention, they were
instructed to imagine they wanted to reduce their alcohol intake and that they used the Web-based intervention to this end. For participants to be able to imagine wanting to reduce their alcohol intake, an inclusion criterion was set based on participants’ alcohol intake. Participants who indicated never to have drunk alcoholic beverages before or those who had not drunk any alcoholic beverages in the past 12 months were excluded from participation—as were respondents who did not complete the survey entirely, had missing data on key variables, did not engage with the intervention, or participated for too long in the survey (ie, had z-scores > 3 for participation time). After visiting and consulting the Web-based intervention, they were informed that they would be asked for their opinions about—and personal experiences with—this intervention in a subsequent questionnaire (ie, the VCCQ) and to answer several related questions regarding their motivation and perceived competence for changing. Participants were rewarded for their approximately 15-minute participation by means of 100 Clix, the usual incentive used by PanelClix, worth about €1.25.

Study 2
The sample consisted of 228 Dutch students using cannabis. Participants were recruited via the student participation website of the faculty of Social and Behavioral Sciences of the University of Amsterdam and, after providing informed consent, completed the study through the Web. As part of the survey, participants visited and consulted Weed-check [18], a Dutch, Web-based, computer-tailored intervention to reduce cannabis consumption. Similar as in the intervention used for Study 1, as part of their consultation of this intervention participants answered questions concerning their cannabis consumption and their cognitions associated with cannabis consumption, based on which they received feedback that was tailored to their personal situation and beliefs. Again, feedback was visible on the participants’ computer screen, and options were provided to send the feedback to an email address and to print it. To ensure that participants made proper use of the Web-based intervention, they were instructed to imagine they wanted to have an overview of their cannabis usage and that they used the Web-based intervention to this end. In order for participants to be able to imagine wanting an overview of their cannabis consumption, an inclusion criterion was set based on participants’ cannabis usage. Participants who indicated never to have used cannabis before or those who had used cannabis but only for medical reasons were excluded—as were respondents who did not complete the survey entirely, participated twice, indicated to have no understanding of the intervention, participated for too long in the survey, or had a too high number of neutral answers (ie, had z-scores > 3 for participation time and the number of neutral answers, respectively). After visiting and consulting the Web-based intervention, participants were informed that they would be asked for their opinions about—and personal experiences with—this intervention and to answer several related questions regarding their motivation and perceived competence for changing. As a reward for their approximately 20-minute participation, students could choose their own incentive (ie, 0.5 research credits or € 2.50).

Measures
Both studies assessed several common and study-specific background variables, autonomous motivation to change, and perceived competence concepts, as detailed below.

Background Variables
Participants’ age and gender were assessed via single items. Moreover, in Study 1 several characteristics of alcohol consumption were measured: the total number of weekdays consuming alcoholic beverages, average number of alcoholic beverages consumed during a typical weekday, total number of weekend days consuming alcoholic beverages, average number of alcoholic beverages consumed during a typical weekend day, and the total number of times consuming more than four alcoholic beverages in a day within the last 6 months. In Study 2, four characteristics of cannabis consumption were measured: number of times consuming cannabis in the last 12 months, cannabis use in the last 30 days, number of times consuming cannabis in the last 30 days, total number of joints on a typical day.

Autonomous Motivation
The degree to which one’s motivation to change is autonomous (vs controlled) was measured by the treatment self-regulation questionnaire (TSRQ) [20], consisting of 16 items relating to autonomous or controlled motivation, or amotivation. The autonomous motivation subscale (6 items) showed good internal consistency (Study 1: Cronbach alpha=.95 and omega=.93; Study 2: Cronbach alpha=.91 and omega=.91), as did the controlled motivation subscale (7 items; Study 1: Cronbach alpha=.93 and omega=.93; Study 2: Cronbach alpha=.92 and omega=.92).

Perceived Competence for Changing
Participants’ feelings of competence to change were measured by the perceived competence scale (PCS) [21] for reducing alcohol intake (Study 1) and cannabis intake (Study 2), respectively. The PCS asked participants the extent to which they agreed with the four statements, such as “I feel confident in my ability to reduce my alcohol intake” (Study 1), or “I am capable to reduce my cannabis consumption” (Study 2). All items were measured on a scale ranging from strongly disagree (1) to strongly agree (7), and the scale proved to be reliable (Study 1: Cronbach alpha=.95 and omega=.95; Study 2: Cronbach alpha=.93 and omega=.93). For divergent validity analysis purposes, in Study 2 perceived competence for learning was also assessed using the PCS [22] (Cronbach alpha=.94 and omega=.94).

Analyses
All statistical analyses were conducted using R statistical package [23]. Item selection followed several steps following the criteria described below.

Item Descriptives and Inter-Item Correlations
The first step was to investigate the distribution of responses to VCCQ items via descriptive statistics and examine the strength of association between items based on Spearman correlations. Items were flagged if they showed inadequate distributions (eg, < 10 responses per response option [24]) or low associations...
with other items (eg, nonsignificant correlations with other items), but were kept in further analyses for detailed diagnosis.

**Nonparametric Item Response Theory Analyses**

To examine the VCCQ’s structural validity taking into account variations in item difficulty [25], nonparametric item response theory (NIRT) analyses (Mokken scale analysis, MSA) were conducted using the *mokken* package in R [26]. MSA examines whether an item set orders respondents accurately on a continuum representing a single latent trait (ie, in this study perceived autonomy-support). According to MSA, items can be considered a scale (fit the monotone homogeneity model) if three conditions are met: unidimensionality, monotonicity, and local independence (LI). If the items also meet a fourth criterion, invariant item ordering (IIO), the scale can be used for group comparison [25,27].

Unidimensionality entails that items can be located on a single latent continuum in terms of probabilities of obtaining high scores [25]. It was examined by assessing coefficients of homogeneity (*H*; ranging from 0 to 1, from no association to perfect association considering item distributions) and via an automated item selection procedure (*aisp*) algorithm [26]. Loevinger’s scalability coefficients estimated item and scale homogeneity of the items (*H* coefficients and *H* coefficients) [28]. The *aisp* analysis performs an exploration of the scale unidimensionality at increasing levels of homogeneity [28]. Monotonicity implies that the probability of obtaining high scores on an item does not decrease as latent trait scores increase; *crit* values >40 are considered as violating monotonicity requirements [29] and then the recommended strategy is to remove the item with the most serious (highest) violation and rerun the analysis. LI means that associations between items are explained only by their relationship with the latent trait (perceived autonomy-support) [26]. At the moment, LI is still under research as a new MSA test [30]; until very recently, no tests were even available to test this assumption. Therefore, in this study no exclusion decisions were made based on LI results. If the items also show IIO, the scale represents a “person-free” item hierarchy in terms of their difficulty, that is, the order of items remains the same at different levels of the latent dimension [31]. LI and IIO are tested via dedicated functions that flag items that violate these criteria to be considered for exclusion. For monotonicity and IIO, minimum group size was set at 50; LI was examined with default parameter values.

**Confirmatory Factor Analysis and Reliability**

After selecting an item set fitting the MSA criterion, a confirmatory factor analysis (CFA) was conducted using the function *cfa* in the *lavaan* R package [32] to examine whether the unidimensional structure is supported by this alternative analysis, and thus allows comparisons with prior literature on autonomy-support scales; default parameter values were used (eg, maximum likelihood estimator, covariance matrix). Model diagnostics, parameter estimates, and goodness-of-fit indices were examined. Model fit was judged against the following criteria: Tucker-Lewis index (TLI) and Comparative Fit Index (CFI) >0.95; root mean square error of approximation (RMSEA) <0.06; and chi-square *P* value >.05 [33,34]. This analysis was followed by assessing the internal consistency of the final scale using Cronbach alpha and omega [35].

**Construct Validity**

The VCCQ’s construct validity was determined by examining its convergent and divergent validity, based on expectations based on theory [3] and evidence from earlier research [8]. In terms of convergent validity, the VCCQ was expected to positively correlate with the autonomous motivation subscale of the TSRQ as well as with perceived competence for changing (ie, for reducing one’s alcohol intake or cannabis consumption). In terms of divergent validity, the VCCQ was expected to show nonsignificant or negative correlations with the controlled motivation subscale of the TSRQ and with the nonhealth-related concept of perceived competence for learning (Study 2 only). Both studies had 90% power to detect bivariate correlations *r*=.21 and 80% power for *r*=.18, at alpha=.05.

**Results**

**Samples**

Sample characteristics of respondents participating in Study 1 are presented in Table 2. For Study 2, sample characteristics are presented in Table 3. For both studies, the flow of respondents is presented Multimedia Appendix 1.
Table 2. Demographic characteristics of respondents participating in Study 1 (N=230).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Response categories</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>Female</td>
<td>110 (47.8)</td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>120 (52.2)</td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td></td>
<td>46.09 (15.29)</td>
</tr>
<tr>
<td>Number of weekdays alcoholic beverages are used</td>
<td>4</td>
<td>49 (21.3)</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>16 (7.0)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>40 (17.4)</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>46 (20)</td>
</tr>
<tr>
<td></td>
<td>Less than 1</td>
<td>42 (18.3)</td>
</tr>
<tr>
<td></td>
<td>I never drink alcoholic beverages during weekdays</td>
<td>37 (16.1)</td>
</tr>
<tr>
<td>How many glasses do you usually drink during a weekday?</td>
<td>11 or more</td>
<td>3 (1.3)</td>
</tr>
<tr>
<td></td>
<td>7-10</td>
<td>4 (1.7)</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>9 (3.9)</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>7 (3.0)</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>11 (4.8)</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>21 (9.1)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>79 (34.3)</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>59 (25.7)</td>
</tr>
<tr>
<td>Number of weekend days alcoholic beverages are used</td>
<td>3</td>
<td>78 (33.9)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>68 (29.6)</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>55 (23.9)</td>
</tr>
<tr>
<td></td>
<td>Less than 1</td>
<td>29 (12.6)</td>
</tr>
<tr>
<td>How many glasses do you usually drink during a weekend day?</td>
<td>11 or more</td>
<td>8 (3.5)</td>
</tr>
<tr>
<td></td>
<td>7-10</td>
<td>19 (8.3)</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>10 (4.3)</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>13 (5.7)</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>31 (13.5)</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>45 (19.6)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>69 (30.0)</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>35 (15.2)</td>
</tr>
<tr>
<td>How often have you drunk four or more glasses in a day within the last 6 months?</td>
<td>Every day</td>
<td>17 (7.4)</td>
</tr>
<tr>
<td></td>
<td>5-6 times per week</td>
<td>3 (1.3)</td>
</tr>
<tr>
<td></td>
<td>3-4 times per week</td>
<td>18 (7.8)</td>
</tr>
<tr>
<td></td>
<td>1-2 times per week</td>
<td>31 (13.5)</td>
</tr>
<tr>
<td></td>
<td>1-3 times per month</td>
<td>34 (14.8)</td>
</tr>
<tr>
<td></td>
<td>3-5 times per 6 months</td>
<td>25 (10.9)</td>
</tr>
<tr>
<td></td>
<td>1-2 times per 6 months</td>
<td>43 (18.7)</td>
</tr>
<tr>
<td></td>
<td>Never</td>
<td>59 (25.7)</td>
</tr>
</tbody>
</table>
Table 3. Demographics characteristics of respondents participating in Study 2 (N=228).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Response categories</th>
<th>n (%) or mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>Female</td>
<td>157 (68.9)</td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>71 (31.1)</td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td></td>
<td>21.44 (2.30)</td>
</tr>
<tr>
<td>How often have you used cannabis in the last 12 months? n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1 time</td>
<td>25 (11.0)</td>
</tr>
<tr>
<td></td>
<td>2 times</td>
<td>45 (19.7)</td>
</tr>
<tr>
<td></td>
<td>3 times</td>
<td>36 (15.8)</td>
</tr>
<tr>
<td></td>
<td>4 times</td>
<td>24 (10.5)</td>
</tr>
<tr>
<td></td>
<td>5 times or more</td>
<td>98 (43.0)</td>
</tr>
<tr>
<td>Used cannabis in the last 30 days, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>118 (51.8)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>110 (48.2)</td>
</tr>
<tr>
<td>How often have you used cannabis in the last 30 days? n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Daily</td>
<td>14 (6.1)</td>
</tr>
<tr>
<td></td>
<td>More times per week</td>
<td>10 (4.4)</td>
</tr>
<tr>
<td></td>
<td>At least 1 time per week</td>
<td>21 (9.2)</td>
</tr>
<tr>
<td></td>
<td>Less than 1 time per week</td>
<td>73 (32.0)</td>
</tr>
<tr>
<td>Number of joints used on a typical day, mean (SD)</td>
<td></td>
<td>1.2 (0.88)</td>
</tr>
</tbody>
</table>

**Item Descriptives and Inter-Item Correlations**

In Study 1, participants’ average scores on the 23 VCCQ-items ranged between 3.68 (SD 1.66) and 5.59 (SD 1.29) (Table 4). Scores covered the entire range on the scale from 1 to 7. All items were skewed toward agreement that the virtual care climate is autonomy-supportive, though varied in the extent to which agreement was expressed (Multimedia Appendix 2). Only two items had ≥10 answers in each of the two response categories at the lower end of the scale. Inter-item correlations ranged from −.11 to .79 (P<.001) (Multimedia Appendix 3). Two negatively worded items (13 and 23) showed nonsignificant associations with other items.

In Study 2, participants’ average scores on the 23 VCCQ-items ranged between 3.70 (SD 1.61) and 6.01 (SD 1.12) (Table 4). As in Study 1, scores covered the entire range of the scale. When compared with Study 1, items were less skewed toward agreement that the virtual care climate is autonomy-supportive; three items had <10 answers for the response category at the lower extreme and 14 items had <10 answers for the highest response category (Multimedia Appendix 2). Inter-item correlations (Spearman) ranged from −.22 (P<.001) to .67 (P<.001) (Multimedia Appendix 3). The same two negatively worded items (13 and 23) as in Study 1 as well as item 18 and item 3 showed weak or no associations with other items.

Nonetheless, all items in both studies were included in the next steps for a more detailed diagnosis.
Table 4. Descriptive statistics for the 23 VCCQ (virtual care climate questionnaire) items in Study 1 (N=230) and Study 2 (N=228).

<table>
<thead>
<tr>
<th>No.</th>
<th>VCCQ (virtual care climate questionnaire) items</th>
<th>Study 1 Mean (SD)</th>
<th>Skew</th>
<th>Study 2 Mean (SD)</th>
<th>Skew</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>VCCQ_choice</td>
<td>5.06 (1.32)</td>
<td>−0.34</td>
<td>4.46 (1.78)</td>
<td>−0.49</td>
</tr>
<tr>
<td>2</td>
<td>VCCQ_understood</td>
<td>4.97 (1.29)</td>
<td>−0.24</td>
<td>3.79 (1.69)</td>
<td>−0.13</td>
</tr>
<tr>
<td>3</td>
<td>VCCQ_honest</td>
<td>5.59 (1.29)</td>
<td>−0.75</td>
<td>6.01 (1.12)</td>
<td>−1.49</td>
</tr>
<tr>
<td>4</td>
<td>VCCQ_confidence</td>
<td>4.70 (1.32)</td>
<td>−0.19</td>
<td>4.01 (1.49)</td>
<td>−0.35</td>
</tr>
<tr>
<td>5</td>
<td>VCCQ_judgment</td>
<td>5.19 (1.37)</td>
<td>−0.54</td>
<td>4.58 (1.84)</td>
<td>−0.43</td>
</tr>
<tr>
<td>6</td>
<td>VCCQ_knowledge</td>
<td>4.78 (1.33)</td>
<td>−0.17</td>
<td>3.73 (1.51)</td>
<td>−0.10</td>
</tr>
<tr>
<td>7</td>
<td>VCCQ_answers</td>
<td>4.73 (1.34)</td>
<td>−0.13</td>
<td>3.70 (1.61)</td>
<td>−0.04</td>
</tr>
<tr>
<td>8</td>
<td>VCCQ_trust</td>
<td>4.96 (1.27)</td>
<td>−0.21</td>
<td>4.09 (1.58)</td>
<td>−0.30</td>
</tr>
<tr>
<td>9</td>
<td>VCCQ_questions</td>
<td>4.91 (1.24)</td>
<td>−0.11</td>
<td>4.21 (1.51)</td>
<td>−0.38</td>
</tr>
<tr>
<td>10</td>
<td>VCCQ_input</td>
<td>4.72 (1.21)</td>
<td>0.07</td>
<td>3.75 (1.50)</td>
<td>−0.11</td>
</tr>
<tr>
<td>11</td>
<td>VCCQ_emotions</td>
<td>4.96 (1.32)</td>
<td>0.02</td>
<td>4.03 (1.56)</td>
<td>−0.29</td>
</tr>
<tr>
<td>12</td>
<td>VCCQ_care</td>
<td>4.88 (1.32)</td>
<td>−0.21</td>
<td>3.86 (1.68)</td>
<td>−0.29</td>
</tr>
<tr>
<td>13</td>
<td>VCCQ_communication</td>
<td>3.68 (1.66)</td>
<td>0.05</td>
<td>3.85 (1.66)</td>
<td>0.09</td>
</tr>
<tr>
<td>14</td>
<td>VCCQ_see</td>
<td>4.70 (1.14)</td>
<td>0.24</td>
<td>4.10 (1.51)</td>
<td>−0.43</td>
</tr>
<tr>
<td>15</td>
<td>VCCQ_feelings</td>
<td>4.53 (1.33)</td>
<td>0.04</td>
<td>4.14 (1.47)</td>
<td>−0.24</td>
</tr>
<tr>
<td>16</td>
<td>VCCQ_stimulant</td>
<td>4.77 (1.33)</td>
<td>−0.13</td>
<td>4.19 (1.78)</td>
<td>−0.25</td>
</tr>
<tr>
<td>17</td>
<td>VCCQ_feedback</td>
<td>4.84 (1.22)</td>
<td>−0.01</td>
<td>4.28 (1.33)</td>
<td>−0.57</td>
</tr>
<tr>
<td>18</td>
<td>VCCQ_steering</td>
<td>4.59 (1.24)</td>
<td>−0.03</td>
<td>4.92 (1.42)</td>
<td>−0.68</td>
</tr>
<tr>
<td>19</td>
<td>VCCQ_effective</td>
<td>4.79 (1.18)</td>
<td>−0.14</td>
<td>4.11 (1.50)</td>
<td>−0.39</td>
</tr>
<tr>
<td>20</td>
<td>VCCQ_way</td>
<td>4.90 (1.21)</td>
<td>−0.20</td>
<td>4.28 (1.42)</td>
<td>−0.51</td>
</tr>
<tr>
<td>21</td>
<td>VCCQ_idea</td>
<td>5.08 (1.24)</td>
<td>−0.17</td>
<td>5.12 (1.45)</td>
<td>−0.94</td>
</tr>
<tr>
<td>22</td>
<td>VCCQ_use</td>
<td>5.10 (1.21)</td>
<td>−0.22</td>
<td>4.51 (1.59)</td>
<td>−0.62</td>
</tr>
<tr>
<td>23</td>
<td>VCCQ_must</td>
<td>4.19 (1.46)</td>
<td>−0.20</td>
<td>4.25 (1.65)</td>
<td>−0.05</td>
</tr>
</tbody>
</table>

Nonparametric Item Response Theory Analyses

In Study 1, items 13 and 23 violated the assumption of unidimensionality (ie, item $H<.30$; Table 5); therefore, these items were excluded from further analyses. Table 5 therefore shows results for the resulting 21-item unidimensionality analysis. All items and the total scale had scores $>.30$ ($H=.660$, standard error, SE=0.029), hence the 21-item VCCQ scale could be considered unidimensional. In other words, its items measured a single underlying concept, as intended. No significant violations of monotonicity were found for the 21-item VCCQ. In other words, its items measured a single underlying concept, as intended. No significant violations of monotonicity were found for the 21-item VCCQ (ie, all crit values $<.40$).

In Study 2, items 13, 23, 18, and 3 were found to have item $H<.30$ (Table 5) and were therefore excluded. Table 5 shows the results of the unidimensionality analysis of the remaining 19 items. All item $H$s and the scale $H$ were $>.30$ ($H=.445$, SE=0.030). The results confirmed that the 19-item VCCQ scale could be considered unidimensional. No significant violations of monotonicity were found (ie, all crit values $<.40$).

Violations of IIO were found for items 15, 17, and 2, which were therefore excluded, resulting in a final 16-item VCCQ.

With regard to LI, in Study 1 items 11 and 14 and in Study 2 items 16, 20, and 21 were flagged as possibly violating LI – whereas these items were retained in the questionnaire in this study as LI is still under construction, these items may be considered for exclusion when developing a VCCQ short-form.
Table 5. Loewinger’s scalability coefficients ($H$) for the 23-item and 21-item VCCQ (virtual care climate questionnaire) in Study 1 (N=230) and the 23-item and 19-item VCCQ in Study 2 (N=228).

<table>
<thead>
<tr>
<th>No.</th>
<th>Description</th>
<th>Study 1</th>
<th>Study 2</th>
<th>Study 1</th>
<th>Study 2</th>
<th>Study 1</th>
<th>Study 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>23-item</td>
<td>21-item</td>
<td>23-item</td>
<td>19-item</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$H$ (SE)</td>
<td>$H$ (SE)</td>
<td>$H$ (SE)</td>
<td>$H$ (SE)</td>
<td>$H$ (SE)</td>
<td>$H$ (SE)</td>
</tr>
<tr>
<td>1</td>
<td>VCCQ_choice</td>
<td>0.563 (0.043)</td>
<td>0.627 (0.045)</td>
<td>0.333 (0.037)</td>
<td>0.409 (0.042)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>VCCQ_understood</td>
<td>0.599 (0.034)</td>
<td>0.665 (0.035)</td>
<td>0.429 (0.028)</td>
<td>0.519 (0.031)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>VCCQ_honest</td>
<td>0.493 (0.047)</td>
<td>0.555 (0.050)</td>
<td>0.096 (0.045)</td>
<td>Excluded</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>VCCQ_confidence</td>
<td>0.604 (0.033)</td>
<td>0.659 (0.035)</td>
<td>0.366 (0.034)</td>
<td>0.431 (0.038)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>VCCQ_judgment</td>
<td>0.596 (0.036)</td>
<td>0.667 (0.037)</td>
<td>0.345 (0.035)</td>
<td>0.434 (0.039)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>VCCQ_knowledge</td>
<td>0.620 (0.032)</td>
<td>0.688 (0.032)</td>
<td>0.394 (0.035)</td>
<td>0.463 (0.040)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>VCCQ_answers</td>
<td>0.607 (0.031)</td>
<td>0.671 (0.032)</td>
<td>0.402 (0.033)</td>
<td>0.462 (0.037)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>VCCQ_trust</td>
<td>0.615 (0.035)</td>
<td>0.686 (0.035)</td>
<td>0.402 (0.031)</td>
<td>0.479 (0.035)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>VCCQ_questions</td>
<td>0.643 (0.029)</td>
<td>0.713 (0.029)</td>
<td>0.412 (0.032)</td>
<td>0.488 (0.035)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>VCCQ_input</td>
<td>0.622 (0.032)</td>
<td>0.681 (0.033)</td>
<td>0.392 (0.036)</td>
<td>0.471 (0.040)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>VCCQ_emotions</td>
<td>0.594 (0.034)</td>
<td>0.662 (0.034)</td>
<td>0.412 (0.032)</td>
<td>0.492 (0.035)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>VCCQ_care</td>
<td>0.638 (0.028)</td>
<td>0.707 (0.028)</td>
<td>0.399 (0.033)</td>
<td>0.480 (0.037)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>VCCQ_communication</td>
<td>−0.011 (0.075)</td>
<td>Excluded</td>
<td>−0.043 (0.053)</td>
<td>Excluded</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>VCCQ_see</td>
<td>0.604 (0.034)</td>
<td>0.651 (0.037)</td>
<td>0.398 (0.034)</td>
<td>0.478 (0.038)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>VCCQ_feelings</td>
<td>0.560 (0.036)</td>
<td>0.610 (0.038)</td>
<td>0.270 (0.039)</td>
<td>0.320 (0.045)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>VCCQ_stimulant</td>
<td>0.596 (0.037)</td>
<td>0.649 (0.040)</td>
<td>0.321 (0.039)</td>
<td>0.381 (0.045)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>VCCQ_feedback</td>
<td>0.626 (0.035)</td>
<td>0.685 (0.036)</td>
<td>0.360 (0.040)</td>
<td>0.406 (0.046)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>VCCQ_steering</td>
<td>0.511 (0.054)</td>
<td>0.548 (0.059)</td>
<td>0.151 (0.051)</td>
<td>Excluded</td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>VCCQ_effective</td>
<td>0.638 (0.032)</td>
<td>0.691 (0.035)</td>
<td>0.406 (0.035)</td>
<td>0.473 (0.040)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>VCCQ_way</td>
<td>0.654 (0.028)</td>
<td>0.719 (0.029)</td>
<td>0.402 (0.036)</td>
<td>0.486 (0.039)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>VCCQ_idea</td>
<td>0.576 (0.040)</td>
<td>0.648 (0.041)</td>
<td>0.318 (0.041)</td>
<td>0.363 (0.045)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>VCCQ_use</td>
<td>0.610 (0.042)</td>
<td>0.678 (0.045)</td>
<td>0.353 (0.038)</td>
<td>0.417 (0.043)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>VCCQ_must</td>
<td>0.195 (0.077)</td>
<td>Excluded</td>
<td>−0.003 (0.054)</td>
<td>Excluded</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scale</td>
<td></td>
<td>H (SE)</td>
<td>H (SE)</td>
<td>H (SE)</td>
<td>H (SE)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VCCQ</td>
<td></td>
<td>0.547 (0.029)</td>
<td>0.660 (0.029)</td>
<td>0.321 (0.027)</td>
<td>0.445 (0.030)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*SE: standard error.

b Item was excluded based on violation of the IIO assumption.

Only 15 items remained in the VCCQ in both Study 1 and Study 2. For research as well as clinical purposes it is most desirable to keep the respondent burden of questionnaire completion as low as possible, and use the same items across interventions aimed at different behaviors. Therefore, we proceeded to the analyses of the questionnaire’s reliability and construct validity with a 15-item version of the VCCQ. The remaining 15 items maintained the breadth of the theoretical concept. That is, an item was only excluded when its content showed overlap with other items (six instances), it was excluded based on item response theory (IRT) results in both studies (one instance), or when the item was retrospectively deemed inappropriate in the context of Web-based, computer-tailored interventions (one instance). Remaining items are presented in bold font in Table 1. Item step response functions of the 15 remaining items are presented in Multimedia Appendix 4.

Confirmatory Factor Analysis and Reliability

The CFA with data from Study 1 showed that the CFI of the one-factor model was 0.897, the TLI was 0.879, and the RMSEA was 0.128 (95% CI 0.115-0.140). In Study 2, results were similar: CFI=0.902; TLI=0.885; RMSEA=0.087 (95% CI 0.074-0.100). Chi-square tests were significant for both models ($\chi^2_{90}=426.6$ and 244.8, $P<.001$). The scale showed good internal consistency both in Study 1 (Cronbach alpha=.97 and omega=.66, mean 4.9 [SD 1.0]) and Study 2 (Cronbach alpha=.92 and omega=.92, $H=6.6$, mean 4.9 [SD 1.0]). CFA diagrams are presented in Multimedia Appendix 5.
Construct Validity

Convergent Validity

In Study 1, the correlation between the final 15-item VCCQ and the autonomous motivation subscale of the TSRQ was strong and positive \((r=.66, P<.001)\). That is, the extent to which participants perceived Drinktest to be autonomy-supportive—as measured by the VCCQ—was significantly and positively correlated with participants’ autonomous motivation to reduce their alcohol intake. Furthermore, the correlation between the VCCQ and PCS for reducing alcohol intake was also strong and positive \((r=.52, P<.001)\). The extent to which participants perceived Drinktest to be autonomy-supportive was significantly and positively correlated to participants’ perceived competence for reducing their alcohol intake. These findings support the hypothesis of positive relationships between perceived autonomy-support in a virtual care setting and both autonomous motivations and perceived competence for reducing alcohol intake, indicating the convergent validity of the VCCQ.

In Study 2, the correlation between the final 15-item VCCQ and the autonomous motivation subscale of the TSRQ was moderately strong and positive \((r=.37, P<.001)\), whereas the correlation between the VCCQ and the PCS for cannabis reduction was weak and not significant \((r=.01, P=.12)\).

Divergent Validity

In line with expectations, results from Study 1 showed that the correlation between the VCCQ and the controlled motivation subscale of the TSRQ was moderate, though contrary to expectations this correlation was positive \((r=.29, P<.001)\). The extent to which participants perceived Drinktest to be autonomy-supportive was significantly and positively correlated with participants’ controlled motivations to reduce their alcohol intake—though the correlation was much weaker compared with the correlation between the VCCQ and autonomous motivation. Consequently, some support was found for the hypothesized divergent validity of the VCCQ.

In Study 2, similar results were found: the correlation between the VCCQ and the controlled motivation subscale of the TSRQ was moderately strong and positive \((r=.37, P<.001)\)—this correlation had a similar strength as the correlation between the VCCQ and autonomous motivation. In line with expectations, the association between the VCCQ and the PCS for learning was weak and not significant \((r=.05, P=.48)\), supporting the divergent validity of the VCCQ. Together, however, the results concerning the scale’s divergent validity in this study were mixed.

Table 6 summarizes results for convergent and divergent validity in both studies.

<table>
<thead>
<tr>
<th>Results from correlation analyses</th>
<th>VCCQ study 1</th>
<th>VCCQ study 2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Convergent validity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TSRQ(^b) autonomous motivation subscale</td>
<td>.66(^c)</td>
<td>.37(^c)</td>
</tr>
<tr>
<td>PCS(^d) for reducing alcohol intake</td>
<td>.52(^c)</td>
<td>N/A(^e)</td>
</tr>
<tr>
<td>PCS for reducing cannabis consumption</td>
<td>N/A</td>
<td>.01(^f)</td>
</tr>
<tr>
<td><strong>Divergent validity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TSRQ Controlled motivation subscale</td>
<td>.29(^c)</td>
<td>.37(^c)</td>
</tr>
<tr>
<td>PCS for learning</td>
<td>N/A</td>
<td>.05 (NS)</td>
</tr>
</tbody>
</table>

\(^a\) VCCQ: virtual care climate questionnaire.
\(^b\) TSRQ: treatment self-regulation questionnaire.
\(^c\) \(P<.001\).
\(^d\) PCS: perceived competence scale.
\(^e\) N/A: not applicable.
\(^f\) NS: nonsignificant.

Discussion

Principal Findings

The objective of this study was to develop and validate the VCCQ: the first instrument specifically intended to measure perceived support for autonomy in a virtual care setting. On the basis of on NIRT analyses, we found that several items needed to be excluded from the questionnaire: three items in Study 1 and seven items in Study 2. The final 15-item version included items that were adjusted from the original HCCQ [7] and PASSES [8] items, as well as new Internet-specific items based on expert consultation. This suggests that, as expected, neither the HCCQ nor the PASSES would have sufficiently covered the concept of perceived autonomy-support in a virtual care setting and provide support for the approach that was taken for item development, that is, to use both existing questionnaires and expert consultation as input.

The final 15-item VCCQ was characterized by unidimensionality, monotonicity, and IIO, as required by NIRT. Therefore, the items can be used to compute a total score that reflects the respondents’ relative positions on the latent construct of “perceived autonomy support,” and these scores can also be
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used for comparing groups. Most items also met the local independence criterion, though before any items can be excluded based on this new psychometric test, further research is needed. Yet the items flagged, based on the criterion of local independence in our studies, can be first candidates for exclusion from a short-form VCCQ. Furthermore, the CFA of the 15-item VCCQ showed an acceptable model fit consistent with MSA results. Fit values were slightly below the recommended thresholds [33,34], though there is a scientific debate on the use of and value that should be attached to these thresholds when determining a scale’s model fit [36]. Reliability of the 15-item VCCQ was confirmed by two alternative tests (alpha and omega). Therefore, this version can be used confidently in future research, while continuing investigations into its measurement properties in different contexts and populations.

All three negatively worded items (ie, 13, 18, and 23) were excluded from the questionnaire due to low inter-item correlations in both studies. While including such items in questionnaires is recommended to reduce acquiescence bias, it may lead to response inconsistencies and may prove difficult to specify in measurement models. Therefore, some experts advise against their use [37,38]. Excluding these items, together with other misfitting items, resulted in good measurement properties of the current VCCQ version without limiting the construct breadth—an item was only excluded when its content showed overlap with other items, it was excluded from the scale in both studies, or was retrospectively deemed inappropriate in the context of Web-based, computer-tailored interventions. Future psychometric work on the VCCQ could investigate the risk of acquiescence in reporting on perceived autonomy support and possible solutions.

The scale’s convergent validity was confirmed by positive associations with autonomous motivation for reducing alcohol intake and cannabis consumption, and with perceived competence for reducing alcohol intake. Divergent validity was confirmed by the nonsignificant association with perceived competence for learning, yet the expected negative or nonsignificant relationship with controlled motivation could not be confirmed. In fact, in both studies we found a significant positive association between perceived support for autonomy and controlled motivation, although weaker than the association with autonomous motivation in Study 1. Moreover, in both our studies, autonomous motivation showed a strong significant positive correlation with controlled motivation (r = .68 in Study 1; r = .61 in Study 2), supporting our idea that autonomous and controlled motivation may represent different motivational dimensions that can coexist within people. This has also been suggested in earlier SDT-based research into motivational profiles, suggesting not only a high quality (ie, high autonomous and low controlled motivation), but also a high quantity motivational profile (ie, high autonomous and high controlled motivation) that does not necessarily lead to inferior results in terms of learning and physical activity than the high-quality profile [39]. In addition, earlier research has shown that introjected motivation, a form of controlled motivation that is characterized by performance of a behavior to avoid feelings of guilt or anxiety or to attain ego enhancement such as pride [3], may have positive effects on health behavior change [40]. Thus, an increase in especially this type of controlled motivation from using an Web-based intervention may also be a desired outcome. In our studies, perceived support for autonomy as measured by the VCCQ showed a stronger association with the introjected motivation subscale (r = .35 in Study 1; r = .38 in Study 2) than with the extrinsic motivation subscale (r = .21 in Study 1; r = .34 in Study 2). Whether this can be the direct result of providing support for autonomy can, however, not be concluded from the present study due to its cross-sectional nature. Following this line of reasoning, an alternative explanation may be that both autonomously motivated and respondents with high levels of controlled motivation were included in the present studies, with both groups finding potentially different elements in the intervention as supportive of their autonomy. Longitudinal research that includes measurement of the different types of motivation both before and after participation in a virtual care intervention is needed to examine whether perceiving higher autonomy support as measured by the VCCQ indeed increases autonomous motivation and reduces or increases the different forms of controlled motivation, and to determine whether autonomy-supportive interventions differ in their effectiveness for people with different types of motivation—in terms of both motivational and behavioral outcome measures. In addition, longitudinal research may be used to obtain evidence related to the questionnaire’s predictive validity.

Strengths and Limitations

An important strength of this study is that before proceeding to classical test theory analyses to determine the VCCQ’s validity and reliability, we investigated the questionnaire’s structure using NIRT analyses [26]. A known limitation of factor analytic methods is that they do not take into account differences in item difficulty, which are considered in IRT analyses, including MSA [40]. Moreover, as other parametric methods, they attempt to estimate quantitative differences between respondents, and are therefore unnecessarily restrictive for constructs that only refer to differences in degree [26]; perceived autonomy support is arguably among these constructs and more adequately investigated via MSA. So far, not many studies have used NIRT analyses in addition to classical test theory analyses and we are unaware of any previous studies that did so in the context of SDT-based questionnaires.

The VCCQ was developed to measure perceived support for autonomy in a variety of virtual care settings, targeting different kinds of health behavior. Yet, in the present study it was tested for its reliability and validity solely in the context of Web-based interventions aimed at two addictive behaviors, namely alcohol consumption and cannabis use. To increase the generalizability of the results to interventions targeting other nonaddictive health behaviors such as physical activity and healthy dietary behaviors, future research could consider testing the validity and reliability of the VCCQ in the context of other Internet-based interventions. Moreover, as both studies described were cross-sectional, test-retest reliability and predictive validity of the VCCQ could not be ascertained. To investigate these properties, longitudinal research designs should be considered. An additional limitation pertains to the use of a scenario (ie, to ensure that participants made proper use of the Web-based interventions, they were instructed to imagine they wanted to...
Conclusions

By developing the VCCQ, this study aimed to address the lack of validated tools that measure support for autonomy in the context of virtual care settings. Scientifically, the VCCQ enables further research into the role of autonomy-support in virtual care settings without virtual health care providers involved, a context in which evidence for its positive effects is currently lacking. Practically, using the VCCQ will help to identify how Web-based health behavior change interventions can most successfully support autonomy, subsequently increase autonomous forms of motivation, and ultimately promote a healthy lifestyle. Health behavior change interventions are increasingly provided via the Internet [9], and people tend to search for health-related information first and foremost through this medium [10]. While limited resources are available for the widespread implementation of effective lifestyle interventions and health care decision makers should select interventions based on their cost-effectiveness, Web-based health behavior change interventions are likely to be highly competitive when compared with other types of interventions [43,44]. Investigating the role of autonomy support in these settings is necessary, as it may lead to further improvements in the effectiveness of such interventions.

The VCCQ appeared to accurately assess participants’ perceived autonomy-support offered by two Web-based health behavior change interventions. Overall, the scale showed the expected properties and relationships with relevant concepts and the studies presented suggest this first version of the VCCQ to be reasonably valid and reliable. As a result, the current version should be used cautiously in future research and practice to measure perceived support for autonomy within a virtual care climate. However, future research efforts are required that focus on further investigating the VCCQ’s divergent validity, on determining the VCCQ’s validity and reliability when used in the context of Web-based interventions aimed at improving nonaddictive or other health behaviors, and on developing and validating a VCCQ-short form. A Dutch version is available from the authors upon request.
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Abstract

Background: The application of technology in the area of dietary assessment has resulted in the development of an array of tools, which are often specifically designed for a particular country or region.

Objective: The aim of this study was to describe the development, validation, and user evaluation of a Web-based dietary assessment tool “Foodbook24.”

Methods: Foodbook24 is a Web-based, dietary assessment tool consisting of a 24-hour dietary recall (24HDR) and food frequency questionnaire (FFQ) alongside supplementary questionnaires. Validity of the 24HDR component was assessed by 40 participants, who completed 3 nonconsecutive, self-administered 24HDR using Foodbook24 and a 4-day semi-weighed food diary at separate time points. Participants also provided fasted blood samples and 24-hour urine collections for the identification of biomarkers of nutrient and food group intake during each recording period. Statistical analyses on the nutrient and food group intake data derived from each method were performed in SPSS version 20.0 (SPSS Inc). Mean nutrient intakes (and standard deviations) recorded using each method of dietary assessment were calculated. Spearman and Pearson correlations, Wilcoxon Signed Rank and Paired t test were used to investigate the agreement and differences between the nutritional output from Foodbook24 (test method) and the 4-day semi-weighed food diary (reference method). Urinary and plasma biomarkers of nutrient intake were used as an objective validation of Foodbook24. To investigate the user acceptability of Foodbook24, participants from different studies involved with Foodbook24 were asked to complete an evaluation questionnaire.

Results: For nutrient intake, correlations between the dietary assessment methods were acceptable to very good in strength and statistically significant (range r = .32 to .75). There were some significant differences between reported mean intakes of micronutrients recorded by both methods; however, with the exception of protein (P = .03), there were no significant differences in the reporting of energy or macronutrient intake. Of the 19 food groups investigated in this analysis, there were significant differences between 6 food groups reported by both methods. Spearman correlations for biomarkers of nutrient and food group intake and reported intake were similar for both methods. A total of 118 participants evaluated the acceptability of Foodbook24. The tool was well-received and the majority, 67.8% (80/118), opted for Foodbook24 as the preferred method for future dietary intake assessment when compared against a traditional interviewer led recall and semi-weighed food diary.
**Conclusions:** The results of this study demonstrate the validity and user acceptability of Foodbook24. The results also highlight the potential of Foodbook24, a Web-based dietary assessment method, and present a viable alternative to nutritional surveillance in Ireland.
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**Introduction**

**Background**
Dietary assessment methodologies are known to have both strengths and limitations [1]. Some of the methodological caveats among current dietary assessment methods include the participant burden, reliance on participant’s honesty and ability to remember food and drinks consumed, and their individual portion sizes [2,3]. Cost, particularly when large-scale epidemiological studies and national nutrition surveys are concerned, can be another limiting factor [1]. The 24-hour dietary recall (24HDR) method is associated with low participant burden and can provide reliable intake data with minimal bias [3]. However, recalls can be expensive, time consuming to adminster, and require skilled nutritionists or dietitians [4].

The application of technology in dietary assessment has made it possible to minimize the reliance on trained interviewers and instead facilitate automated self-administered 24HDR via Web-based platforms and mobile phone apps [5]. Web-based methodologies facilitate the collection of dietary intake across many geographic locations [6], from large cohorts [7], and are often preferred by participants compared with the traditional methods [8,9]. An example of a successful Web-based 24-hour recall tool is the ASA24 developed by the National Cancer Institute, USA. From its launch in 2009, more than 200 researchers have used ASA24 to carry out over 120,000 recalls [4].

**Biomarker Analysis**
A prerequisite for the acceptance and use of such Web-based dietary assessment tools is their validity. It is vital that new tools and methods measure what they are designed to measure. Assessing the relative validity of a new method or tool can be achieved by comparing intakes recorded by a new method to intakes derived from a method that is deemed more accurate [10]. The advent of biomarker analysis now also offers an objective measure of intake, which may overcome the bias associated with self-reported data [11]. Biomarkers of both nutrient and food intake can be analyzed in plasma, serum, and urine to indicate both short- and long-term intake and can provide an objective validation of dietary assessment tools as they reflect, but are independent of food intake. Although a feasible validation tool, biomarker analysis is not always included in the validation of new dietary assessment techniques, which is perhaps in part due to the invasive nature of sample collection and associated cost. Another common validation reference used is direct observation of participants during eating occasions that can then be compared with reported or recalled dietary intake data [12,13]. However, this too can be costly and can often take place in a laboratory setting, potentially influencing an individual’s choices.

In a recent review of dietary assessment or tracker apps for mobile phones [14], the authors concluded that very few of the apps identified were based on scientifically valid nutrient composition databases and few had consulted nutrition professionals in the development process. With such unprecedented access to health and nutrition information the needs for scientifically validated, Web-based methods of dietary assessment are essential. The aim of this study was to describe the development, validation, and user evaluation of Ireland’s first Web-based, self-administered 24HDR tool “Foodbook24.”

**Methods**

**Foodbook24**

**The Development of Foodbook24**
The design of the Foodbook24 tool was informed by guidelines issued on the collection of dietary information that can be used to estimate nutrient intake and to assess exposure to biological agents and chemical substances by the European Food Safety Authority in 2009 [15]. In addition, interviews with key stakeholder organizations or institutions in Ireland and an extensive review of the literature concerning Web-based dietary assessment platforms were conducted to further inform the design of Foodbook24. The final proposed design of Foodbook24 was a self-administered, Web-based tool consisting of different independent components that facilitate the collection of dietary intake data without direct interaction with a researcher. These components include a screening and consent stage, demographic questionnaire, 2x24-hour multiple pass recall (administered on nonconsecutive days), food frequency, and food choice questionnaires, and finally a tool evaluation questionnaire. All of these stages occur at predetermined time points and have been developed independently of each other, meaning different parts of the tool could potentially be activated or deactivated depending on the requirements of any given survey or study.

For the dietary recall component of Foodbook24, the user is required to complete multiple passes (as described by Mosheilegh et al [16]) to report their dietary intake for the previous 24-hour period. Initially, the user lists the meals and snacks consumed the previous day, reports the times that these meals were consumed (as depicted in Figure 1), and also the location of food preparation. The user then adds individual food and drink items to each of the defined meals or snacks using a free text search function to select food and drink items from a predefined database. Further questions known as “completeness of...
collection mechanisms” are presented to the user such as probe or linked food options and portion size information is then determined by selecting relevant amounts or portion size photographs. Finally, the user is presented with a review of selected items, a list of frequently forgotten foods, and queried about nutritional supplement intake and whether the reported intake was representative of usual intake. To populate the content of the Foodbook24 tool, various databases, completeness of collection mechanisms, and questionnaires were developed. These included a food list, nutrient composition, nutritional supplements and portion size databases, completeness of collection mechanisms for the 24-hour recall component and various supplementary questionnaires such as demographic and food choice questionnaires. The processes and considerations surrounding these components of the tool are described below.

Figure 1. The meal information stage of Foodbook24.

Food List and Nutrient Composition
The food and drink list used in Foodbook24 is a shortened list of food and drinks consumed in the Irish National Adult Nutrition Survey (NANS 2008-2010) [17]. The food composition data linked to the NANS dataset are derived from UK food composition tables [18] and the Irish Food Composition Database (IFCDB) [19]. The reduction process of the list involved the merging of food codes of a similar description and/or composition [20]. The aim of the reduction process was to reduce the food list that participants would have to search through to describe their dietary intake, thus reducing participant burden without compromising the nutrient composition output. This process significantly reduced the total number of food and drinks from 2552 to 751 individual items. An investigation into the agreement of the shortened food list to the original comprehensive list is reported elsewhere [20], but overall shows excellent agreement and was therefore deemed appropriate for inclusion in Foodbook24. The food and drink items were grouped into 58 different food groups and further categorized into 18 categories.

Completeness of Collection Mechanisms
On review of Web-based 24HDR tools, the use of “probe” and “linked” (as described by Foster [21]) food options are commonly used to ensure the complete capture of dietary intake data. Linked food options were added to 132 food and drink items within the Foodbook24 food and drink list (an example of a linked food option is highlighted in Figure 2). These options are linked to the primary selection and are a list of options known to be commonly consumed with the primary selection. The use of “probe questions,” that is, questions posed to a respondent based on their primary food or drink selection provides more detail and further classifies that selection were implemented for 123 food and drink items (an example of a probe food question is depicted in Figure 3, where the user is asked to clarify whether the food item was homemade or retail). To improve the user experience of searching for food and drink items, “food tags” were applied to 484 of the 751 food and drink items. As the search function in this tool was based on the actual description of the food or drink item, “slang words” or brand names were tagged to the parent food to address common misspellings and multiple names of various food and drink items, for example, searching for “Houmus” would still retrieve “Hummus.”
Portion Size

Portion size can be estimated in two different ways within Foodbook24. Building on an existing dataset of portion size images (created as part of the Food4me project) [6], 96 additional portion size images were created for Foodbook24. The range of food and drink weights for which the portion size images depict was based on ranges of weights consumed in NANS [17]. For the majority of food and drink items, there are a set of 3 portion size images representing small, medium, and large portions (although these terms were not alluded to in the tool) as shown in Figure 3. The respondent also had the option to select “less than this” for any of the 3 images in a set, “exactly this size” or “greater than this.” Midpoint weights consumed in the NANS survey (eg, between small and medium portion size) underpin these options also. In Foodbook24, there are 174 sets of portion size images totaling 531 individual portion size images. For 195 food and drink items, average portion sizes from the Ministry for Agriculture, Fisheries and Food [22] were used. These are generally food items served in units such as cream crackers or biscuits; these were also followed by a question regarding how many serving of this item were consumed.

Nutritional Supplements

A database of 542 branded nutritional supplements with related nutrient composition was compiled to feature in the Foodbook24 tool. This nutritional supplement data consisted of supplements recorded as part of NANS [17] and those that were recorded as part of the Food4me study [6] by participants. These nutritional
supplements were grouped into 26 supplement categories, for example, zinc supplements contains several different brands of zinc supplements for participants to choose from. An unknown or generic supplement composition option was also created using the median nutrient composition of all those supplements in that category.

**Supplementary Questionnaires**

The following components feature in the overall tool design; however, these components were not utilized in the validation study. A food frequency questionnaire (FFQ) was compiled for inclusion in the Foodbook24 tool based on EU Menu guidelines [15] and the Food4me FFQ [6]. The final questionnaire included 81 items and used the same frequency responses as featured in EPIC FFQ [23]; however, the Foodbook24 FFQ did not collect information on portion size. The FFQ was included in the tool to capture the intake of food and drink items less commonly consumed rather than contribute to nutrient intake. The food choice questionnaire [24] was also included as a multidimensional measure of motives related to food choice. The user is presented with a statement related to food choice such as, “It is important to me that the food I eat on a typical day contains a lot of vitamins and minerals” and can then agree or disagree with this using a 7-point scale. Screening, demographic, and evaluation questionnaires were built into the tool alongside a study information sheet and consent form, the contents of which can be easily changed depending on the use of the tool.

**Validation Study**

**Recruitment and Inclusion and Exclusion Criteria**

Ethical approval for the study was obtained through University College Dublin (UCD) Human Research Ethics Committee (LS-15-27-Gibney-Timon). Participants were recruited via email using UCD mailing lists, University societies, and posters around campus. Individuals who expressed an interest in the study were contacted by phone and screened for eligibility. Subjects were eligible if the individuals were aged 18-64 years, fluent in English, had regular access to the Internet, were not pregnant, did not have any disease or condition that required chronic therapeutic nutritional or medical treatment, and had not been enrolled in or completed a degree, MSc or PhD in Human Nutrition. In total, 55 participants signed-up to take part in the study; however, 15 dropped out, which left a final sample size of 40.

**Study Design**

Participants were required to visit the Institute of Food and Health, UCD on three separate study visits during the study duration. At the first visit, informed consent, demographic information, and anthropometric measurements (including weight and body fat percentage and height) were collected. After the first visit, participants completed 3 nonconsecutive, unannounced, self-administered 24HDRs using the Web-based Foodbook24 tool. For this study, only the 24-h dietary component of the tool was used to record dietary intakes. Portion size photographs embedded in the tool depict a range of weights reported in NANS were used as portion size assessment aids. Emails were sent to participants on the morning and they were required to complete a recall using Foodbook24 without prior notice. In the middle of data collection using Foodbook24, participants attended study visit 2 and provided a fasting blood sample and a 24-hour urine collection. Following a 10-day wash out period, participants completed a 4-day semi-weighed food diary using a Tanita digital scale (KD-400) to weigh food and drink consumption as often as possible. On completion of this, participants attended the final study visit where they provided an additional fasting blood sample and 24-hour urine collection, completeness of check on their food diary, and completed a study evaluation questionnaire.

**Collection of Biological Samples**

Both blood and urine samples were collected from each participant in order to analyze specific biomarkers of nutrient intake. Blood samples (2x6 mL) were collected into lithium heparin tubes following a 12 h fasting period. Samples were spun for 15 min at relative centrifugal force (RCF) 1500 at 4°C. Plasma was transferred to labeled microtubes in 500 μL aliquots, two of which contained 10% meta-phosphoric acid (MPA) for the stabilization of ascorbic acid. All plasma samples were then frozen at ~80°C. Plasma samples were analyzed by Vitas Analytical Services (Norway) for the determination of plasma ascorbic acid, carotenoids, and fatty acid content. Participants also provided a 24-hour urine collection and were instructed to collect the sample according to the protocol outlined in the National Diet and Nutrition Survey [25]. The urine samples were subsequently analyzed for urinary urea (as an indicator of protein intake [26]) using Daytona RX Clinical Analyzer (Randox, Nishinomiya, Japan) and urinary sodium, potassium, and creatinine were measured using the Cobas Integra 700 Analyzer (Roche Diagnostics) by the Department of Clinical Chemistry at St Vincent’s University Hospital. The ratio of observed over expected urinary creatinine excretion (UCE; creatinine index) [27] alongside other criteria such as reported >1 missed void and samples with a total volume <0.5 L was used to exclude incomplete 24-hour urine collections from biomarker analysis [28].

**Data and Statistical Analysis**

Foodbook24 automatically generates a food and nutrient intake output for each user. The data from the semi-weighed food diaries was manually entered into WISP version 3 (Timuviel Software, Anglesey, UK) by a single researcher in an attempt to maintain consistency and were reviewed independently by another researcher. Nutrient outputs for the semi-weighed food diaries were then generated. Mean daily nutrient intakes, standard deviations, and descriptive statistics (demographic data and evaluation questionnaire data) were computed in SPSS (version20) to determine the validity and user acceptability of Foodbook24. The normality of the data was assessed using the Shapiro-Wilk test before investigating the agreement between the dietary assessment methods, and parametric or nonparametric tests were used accordingly for subsequent analysis. Pearson and Spearman coefficient analyses was used to investigate the agreement between both methods in the reporting of nutrient intake, and to investigate the relationship between reported nutrient and food group intake and biological markers of intake. Correlation analysis was performed on energy...
adjusted data (nutrient intakes were energy-adjusted, that is, the percentage of energy intake for macronutrients and gram per milligram per milligram (g/mg/mg) per 10 MJ energy intake for micronutrients). Deattenuated correlation coefficients were also computed by multiplying the initial coefficient by $R_1$, this was calculated as follows: $R_1=R_0\sqrt{1-\left(\frac{sw^2}{sb^2}\right)/n}$, where $(sw^2)/(sb^2)$ is the ratio of the within- and between-person variances and $n$ is the number of replicates per person for the given variable. The within- and between-person variances were obtained from an analysis of variance (ANOVA) model. Correlations coefficients were considered as follows: very good (0.7 and greater), good (0.5-0.69), acceptable (0.3-0.49), and poor (0.3 or less) [29].

The relative agreement between Foodbook24 and the food diary was assessed using cross-classification of nutrient and food group intakes to estimate the percentage of participants who were classified by the two methods into quartiles of “exact agreement,” “exact agreement plus adjacent,” “disagreement,” and “extreme disagreement.” Bland and Altman [30] analysis was performed to assess the limits of agreement in the reporting of macronutrient intake, considering the two methods of dietary assessment to be comparable if greater than 95% of the data plots were within the limits of agreement. Wilcoxon Signed Rank and Paired Student $t$ test were used to identify the differences in the nutrient intake, and independent samples $t$ test were used to compare daily food group intakes reported by both methods.

**Evaluation of Foodbook24**

Participants involved in two studies that investigated both the comparability of Foodbook24 (relative to an interviewer led 24-hour recall, results of which are not included in this publication) and the validity of Foodbook24 (compared with a 4-day semi-weighed food diary) were asked to complete an evaluation questionnaire once the study had concluded. In total, 118 participants (58 male and 60 female aged between 18 and 62 years) completed the optional questionnaire, 40 participants from the validation study and 79 from the comparison study. The design of the evaluation questionnaire was based around questionnaires used in similar studies that investigated the user acceptability of technology-based dietary assessment tools [31,32]. The questionnaire consisted of a 16-item evaluation questionnaire that was administered online. The focus of the questionnaire was to assess the participant’s overall experience using the 24-hour recall component of the tool only (as participants did not use other components of the tool, eg, FFQ as part of these studies), and their acceptability of some of the software design features, method preference, and future use.

**Results**

**Study Population**

A total of 55 participants signed-up to complete the validation study, of which 15 participants withdrew and therefore did not complete the entire study (dropout rate of 27%), with N=40 completing. Of those that withdrew, 9 reported that the collection of biological samples was too burdensome, 3 could not attend the study visits due to prior commitments, and 3 did not disclose their reason for dropping out. This left a final sample size of 40 participants that completed the study; however, 1 participant was excluded from the analysis as he or she did not follow the study protocol correctly. Table 1 displays the demographic characteristics of participants (n=39). The mean of age of participants was 32 years (age range 18-62 years). Over half of participants were either employed as staff (46.2%) or enrolled as students (10.3%) in UCD. The remainder of participants were either employed locally to the university or heard about the study through an Irish volunteer website.
Table 1. Demographic characteristics of participants.

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Mean (SD) or n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age and BMI</strong>&lt;sup&gt;a&lt;/sup&gt;, mean (SD)</td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td>32.2 (13.4)</td>
</tr>
<tr>
<td>BMI&lt;sup&gt;b&lt;/sup&gt; (kg/m²)</td>
<td>24.40 (3.75)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>20 (51)</td>
</tr>
<tr>
<td>Male</td>
<td>19 (49)</td>
</tr>
<tr>
<td><strong>Occupation, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>4 (10)</td>
</tr>
<tr>
<td>University staff</td>
<td>18 (46)</td>
</tr>
<tr>
<td>Employed outside of the University</td>
<td>16 (41)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Smoking habits, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Smoker</td>
<td>4 (10)</td>
</tr>
<tr>
<td>Nonsmoker</td>
<td>29 (74)</td>
</tr>
<tr>
<td>Ex-smoker</td>
<td>6 (16)</td>
</tr>
<tr>
<td><strong>Medical conditions, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>25 (65)</td>
</tr>
<tr>
<td>One or more</td>
<td>14 (35)</td>
</tr>
</tbody>
</table>

<sup>a</sup>BMI: body mass index.

<sup>b</sup>SD: standard deviation.

Comparison of Nutrient Intake Reported by Both Methods of Dietary Assessment

The unadjusted, mean daily intakes for energy, nutrients, and food groups recorded using Foodbook24 and a semi-weighed food diary are displayed in Multimedia Appendix 1 and Table 2. The energy adjusted correlations, deattenuated correlations, mean difference, and the limits of agreement (2 standard deviations of the mean) between the two methods for the reporting of nutrients are also displayed in Multimedia Appendix 1. For nutrient intake, the majority of correlations between the dietary assessment methods ranged from acceptable to very good, and are statistically significant (range \(r=0.32\) to \(0.75\)).
Table 2. Food group intakes recorded by participants using the Foodbook24 tool and a 4-day semi-weighed food diary.

<table>
<thead>
<tr>
<th>Food group</th>
<th>Foodbook24 (g), mean (SD)</th>
<th>Food diary (g), mean (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grains, rice, pasta, and savories</td>
<td>207 (111.5)</td>
<td>171 (127.1)</td>
<td>.20</td>
</tr>
<tr>
<td>Bread and rolls</td>
<td>90.4 (54.54)</td>
<td>102 (46.29)</td>
<td>.31</td>
</tr>
<tr>
<td>Breakfast cereals</td>
<td>119 (83.9)</td>
<td>86.7 (80.99)</td>
<td>.09</td>
</tr>
<tr>
<td>Biscuits, cakes, and pastries</td>
<td>52.9 (36.67)</td>
<td>50.7 (44.68)</td>
<td>.82</td>
</tr>
<tr>
<td>Milk and yogurt</td>
<td>192 (228.4)</td>
<td>346 (223.4)</td>
<td>.05</td>
</tr>
<tr>
<td>Creams, ice creams, and desserts</td>
<td>67.0 (70.5)</td>
<td>73.7 (70.86)</td>
<td>.8</td>
</tr>
<tr>
<td>Cheeses</td>
<td>25.2 (13.40)</td>
<td>35 (16.1)</td>
<td>&lt;.01&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Butter, spreading fats, and oils</td>
<td>14.93 (7.74)</td>
<td>10.42 (9.77)</td>
<td>&lt;.05&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Eggs and egg dishes</td>
<td>98.3 (69.61)</td>
<td>80.2 (52.68)</td>
<td>.26</td>
</tr>
<tr>
<td>Potatoes and potato dishes</td>
<td>135 (95.4)</td>
<td>147 (128.5)</td>
<td>.66</td>
</tr>
<tr>
<td>Veg and veg dishes</td>
<td>172 (107.5)</td>
<td>237 (152.5)</td>
<td>&lt;.05&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Fruit and fruit dishes</td>
<td>372 (264.3)</td>
<td>252 (130.5)</td>
<td>&lt;.01&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Fish and fish dishes</td>
<td>54.6 (58.23)</td>
<td>101 (102.0)</td>
<td>.05</td>
</tr>
<tr>
<td>Meat and meat products</td>
<td>244 (141.9)</td>
<td>249 (179.7)</td>
<td>.62</td>
</tr>
<tr>
<td>Alcoholic beverages</td>
<td>1314 (1208.2)</td>
<td>667 (761.5)</td>
<td>.09</td>
</tr>
<tr>
<td>Beverages other (sugar-sweetened)</td>
<td>1855 (1160.1)</td>
<td>1516 (854.7)</td>
<td>.14</td>
</tr>
<tr>
<td>Sugars, confectionary, preserves, and savory snacks</td>
<td>81.9 (50.81)</td>
<td>54.4 (47.63)</td>
<td>&lt;.01&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Soups, sauces, and miscellaneous foods</td>
<td>91.8 (96.85)</td>
<td>130 (120.0)</td>
<td>.13</td>
</tr>
<tr>
<td>Nuts, seeds, herbs, and spices</td>
<td>16.8 (20.24)</td>
<td>37.4 (36.61)</td>
<td>&lt;.001&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>SD: standard deviation.

<sup>b</sup>Significant difference in the reporting of food group intake between the two dietary assessment methodologies as defined by independent samples t-test.

However, some correlation coefficients were not statistically significant including monounsaturated fat ($r=.308, n=39, P=.05$). Of the 34 nutrients investigated, there were significant differences between the reported mean intakes of 11 nutrients reported by the two methods; however, with the exception of protein ($P=.02$), there were no significant differences in the reporting of energy and macronutrient intake. Deattenuated correlation coefficients were higher, but the improvement was modest with the exception of intakes of fat (g/d).

Bland and Altman (Figures 4-8) analysis was used to further investigate the agreement between and the semi-weighed food diary. For macronutrients, Foodbook24 reported slightly lower intakes than the food diary; however, 95% or more of the data cases fell within the limits of agreement suggesting that the methods provide comparable intakes of these nutrients. The cross-classification of mean energy and nutrient intakes reported by the two methods are displayed in Table 3. The percentage of participants classified in “exact agreement” category of intake by both methods varied from 26% (% energy from saturated fat) to 74% (zinc). The majority of participants were classified in the “exact agreement and adjacent” category of intake by both methods with percentages varying from 69% (carotene) to 92% (zinc, potassium, and sodium). The percentages of participants that were classified into the “extreme disagreement” were low; and for some nutrients (protein, niacin, potassium, and sodium), no participants were classified into this category.
Table 3. Cross-classification of quartiles of mean energy and nutrient intake derived from Foodbook24 and a 4-day semi-weighed food diary.

<table>
<thead>
<tr>
<th>Nutrient</th>
<th>Exact agreement (%)(^a)</th>
<th>Exact agreement and adjacent (%)(^b)</th>
<th>Disagreement (%)(^c)</th>
<th>Extreme disagreement (%)(^d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy (kcal/d)</td>
<td>46.2</td>
<td>84.6</td>
<td>7.7</td>
<td>7.7</td>
</tr>
<tr>
<td>% Energy carbohydrate</td>
<td>30.8</td>
<td>76.9</td>
<td>20.5</td>
<td>2.6</td>
</tr>
<tr>
<td>% Energy protein</td>
<td>41.0</td>
<td>84.6</td>
<td>12.8</td>
<td>2.6</td>
</tr>
<tr>
<td>% Energy total fat</td>
<td>28.2</td>
<td>82.1</td>
<td>10.3</td>
<td>7.7</td>
</tr>
<tr>
<td>% Energy saturated fat</td>
<td>26.3</td>
<td>73.7</td>
<td>21.1</td>
<td>5.3</td>
</tr>
<tr>
<td>Protein (g/d)</td>
<td>56.4</td>
<td>84.6</td>
<td>7.7</td>
<td>0</td>
</tr>
<tr>
<td>Carbohydrate (g/d)</td>
<td>46.2</td>
<td>82.1</td>
<td>10.3</td>
<td>7.7</td>
</tr>
<tr>
<td>Sugars (g/d)</td>
<td>33.3</td>
<td>79.5</td>
<td>12.8</td>
<td>7.7</td>
</tr>
<tr>
<td>Starch (g/d)</td>
<td>43.6</td>
<td>84.6</td>
<td>10.3</td>
<td>5.1</td>
</tr>
<tr>
<td>Dietary fiber (g/d)</td>
<td>41.0</td>
<td>79.5</td>
<td>17.9</td>
<td>2.6</td>
</tr>
<tr>
<td>Fat (g/d)</td>
<td>38.5</td>
<td>74.4</td>
<td>17.9</td>
<td>7.7</td>
</tr>
<tr>
<td>Saturated fat (g/d)</td>
<td>43.6</td>
<td>76.9</td>
<td>17.9</td>
<td>5.1</td>
</tr>
<tr>
<td>Monounsaturated fat (g/d)</td>
<td>33.3</td>
<td>74.4</td>
<td>20.5</td>
<td>5.1</td>
</tr>
<tr>
<td>Polyunsaturated fat (g/d)</td>
<td>43.6</td>
<td>79.5</td>
<td>15.4</td>
<td>5.1</td>
</tr>
<tr>
<td>Retinol (µg/d)</td>
<td>30.8</td>
<td>71.8</td>
<td>20.5</td>
<td>7.7</td>
</tr>
<tr>
<td>Carotene (µg/d)</td>
<td>35.0</td>
<td>69.2</td>
<td>28.2</td>
<td>2.6</td>
</tr>
<tr>
<td>Vitamin D (µg/d)</td>
<td>33.3</td>
<td>87.2</td>
<td>10.3</td>
<td>2.6</td>
</tr>
<tr>
<td>Vitamin E (mg/d)</td>
<td>38.5</td>
<td>82.1</td>
<td>15.4</td>
<td>2.6</td>
</tr>
<tr>
<td>Riboflavin (mg/d)</td>
<td>43.6</td>
<td>83.7</td>
<td>12.8</td>
<td>2.6</td>
</tr>
<tr>
<td>Niacin (mg/d)</td>
<td>51.3</td>
<td>87.2</td>
<td>12.8</td>
<td>0</td>
</tr>
<tr>
<td>Vitamin B6 (mg/d)</td>
<td>41.0</td>
<td>84.6</td>
<td>12.8</td>
<td>2.6</td>
</tr>
<tr>
<td>Vitamin B12 (µg/d)</td>
<td>28.2</td>
<td>82.1</td>
<td>10.3</td>
<td>7.7</td>
</tr>
<tr>
<td>Folate (µg/d)</td>
<td>46.2</td>
<td>84.6</td>
<td>12.8</td>
<td>2.6</td>
</tr>
<tr>
<td>Vitamin C (mg/d)</td>
<td>41.0</td>
<td>79.5</td>
<td>12.8</td>
<td>7.7</td>
</tr>
<tr>
<td>Calcium (mg/d)</td>
<td>35.9</td>
<td>79.5</td>
<td>15.4</td>
<td>5.1</td>
</tr>
<tr>
<td>Magnesium (mg/d)</td>
<td>41.0</td>
<td>84.6</td>
<td>12.8</td>
<td>2.6</td>
</tr>
<tr>
<td>Iron (mg/d)</td>
<td>38.5</td>
<td>79.5</td>
<td>17.9</td>
<td>2.6</td>
</tr>
<tr>
<td>Copper (mg/d)</td>
<td>38.5</td>
<td>82.1</td>
<td>15.4</td>
<td>2.6</td>
</tr>
<tr>
<td>Zinc (mg/d)</td>
<td>74.4</td>
<td>92.3</td>
<td>5.1</td>
<td>2.6</td>
</tr>
<tr>
<td>Potassium (mg/d)</td>
<td>51.3</td>
<td>92.3</td>
<td>7.7</td>
<td>0</td>
</tr>
<tr>
<td>Sodium (mg/d)</td>
<td>46.2</td>
<td>92.3</td>
<td>7.7</td>
<td>0</td>
</tr>
</tbody>
</table>

\(^a\)Exact agreement: percentage of cases cross-classified into the same quartile.

\(^b\)Exact agreement and adjacent: percentage of cases cross-classified into the same or adjacent quartile.

\(^c\)Disagreement: percentage of cases cross-classified 2 quartiles apart.

\(^d\)Extreme disagreement: percentage of cases cross-classified 3 quartiles apart.
Figure 4. Bland and Altman plot examining the mean difference in reporting of energy intake by the two methods.

Figure 5. Bland and Altman plot examining the mean difference in reporting of carbohydrate intake by the two methods.
Figure 6. Bland and Altman plot examining the mean difference in reporting of protein intake by the two methods.

Figure 7. Bland and Altman plot examining the mean difference in reporting of fat intake by the two methods.
Comparison of Food Group Intakes Reported by Both Methods of Dietary Assessment

The mean food group intakes reported by both methods and the significant difference in the reporting of food group intake between the methods is presented in Table 2. Of the 19 food groups investigated, there were significant differences between the reporting of 6 food groups including “fruit and fruit dishes,” “alcoholic beverages,” and “sugars and confectionary, preserves, and savoury snacks.” The cross-classification of mean food group intakes reported by the two methods is displayed in Table 4. The percentage of participants classified in “exact agreement” category of intake by both methods varied from 25.6% (“sugars, confectionary, preserves, and savoury snacks”) to 79% (“creams, ice creams, and desserts”). The majority of participants were classified in the “exact agreement and adjacent” category of intake by both methods; however, in the “creams, ice creams, and desserts” food group, no participants were classified into this category. Similar to the results for nutrients intakes, the percentages of participants that were classified into the “extreme disagreement” were low; and for some food groups (e.g., alcoholic beverages), no participants were classified into this category.

Comparison of Biological Markers of Intake Against Food and Nutrient Intake Reported by Methods of Dietary Assessment

The relationships between urinary (recovery) and plasma (concentration) biomarkers and nutrient and food group intake recorded by both methods are reported in Table 5. Despite the researcher’s best efforts to recruit individuals that did not take supplements, this was not possible in every case. The researchers did ask participants not to take nutritional supplements during the study, where possible. As a result, participants who reported taking supplements, including protein, multivitamin, vitamin, mineral and/or fish oil, before the provision of blood and urine samples during this study were excluded from analysis. This excluded 15 participants from plasma biomarker analysis (resulting in n=24 for plasma biomarker analysis) and 11 participants from urinary biomarker analysis (resulting in n=28 for urinary biomarker analysis). With the exception of comparison of fruit and vegetable intakes (g/d) derived from Foodbook24 and total plasma carotenoids ($r=.315, n=28, P=.10$), there were good, significant correlations ($r=.42$ to $.64$) between food group and nutrient intakes reported by Foodbook24 and biomarkers of nutrient and food group intake from plasma and urine samples. Nutrient and food group intakes derived from the semi-weighed food diary compared with biomarkers from urine and plasma samples resulted in strong, significant correlations except in the case of urinary potassium.
Table 4. Cross-classification of quartiles of mean food group intake derived from Foodbook24 and a 4-day semi-weighed food diary.

<table>
<thead>
<tr>
<th>Food group</th>
<th>Exact agreement (%)</th>
<th>Exact agreement and adjacent (%)</th>
<th>Disagreement (%)</th>
<th>Extreme disagreement (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grains, rice, pasta, and savories</td>
<td>43.6</td>
<td>71.8</td>
<td>17.9</td>
<td>10.3</td>
</tr>
<tr>
<td>Bread and rolls</td>
<td>35.9</td>
<td>82.1</td>
<td>7.7</td>
<td>10.3</td>
</tr>
<tr>
<td>Breakfast cereals</td>
<td>28.2</td>
<td>71.8</td>
<td>17.9</td>
<td>10.3</td>
</tr>
<tr>
<td>Biscuits, cakes, and pastries</td>
<td>28.2</td>
<td>61.5</td>
<td>30.8</td>
<td>5.1</td>
</tr>
<tr>
<td>Milk and yogurt</td>
<td>35.9</td>
<td>79.5</td>
<td>17.9</td>
<td>2.6</td>
</tr>
<tr>
<td>Creams, ice creams, and desserts</td>
<td>79.5</td>
<td>0</td>
<td>20.5</td>
<td>0</td>
</tr>
<tr>
<td>Cheeses</td>
<td>48.7</td>
<td>74.4</td>
<td>12.8</td>
<td>12.8</td>
</tr>
<tr>
<td>Butter, spreading fats, and oils</td>
<td>38.5</td>
<td>66.7</td>
<td>25.6</td>
<td>7.7</td>
</tr>
<tr>
<td>Eggs and egg dishes</td>
<td>48.7</td>
<td>71.8</td>
<td>25.6</td>
<td>2.6</td>
</tr>
<tr>
<td>Potatoes and potato dishes</td>
<td>38.5</td>
<td>76.9</td>
<td>20.5</td>
<td>2.6</td>
</tr>
<tr>
<td>Veg and veg dishes</td>
<td>46.2</td>
<td>87.2</td>
<td>10.3</td>
<td>2.6</td>
</tr>
<tr>
<td>Fruit and fruit dishes</td>
<td>35.9</td>
<td>79.5</td>
<td>17.9</td>
<td>2.6</td>
</tr>
<tr>
<td>Fish and fish dishes</td>
<td>51.3</td>
<td>79.5</td>
<td>20.5</td>
<td>0</td>
</tr>
<tr>
<td>Meat and meat products</td>
<td>61.5</td>
<td>92.3</td>
<td>7.7</td>
<td>0</td>
</tr>
<tr>
<td>Alcoholic beverages</td>
<td>63.2</td>
<td>15.8</td>
<td>21.0</td>
<td>0</td>
</tr>
<tr>
<td>Beverages other (sugar-sweetened)</td>
<td>48.7</td>
<td>41.0</td>
<td>10.3</td>
<td>0</td>
</tr>
<tr>
<td>Sugars, confectionary, preserves, and savory snacks</td>
<td>25.6</td>
<td>71.8</td>
<td>17.9</td>
<td>10.3</td>
</tr>
<tr>
<td>Soups, sauces, and miscellaneous foods</td>
<td>25.6</td>
<td>76.9</td>
<td>12.8</td>
<td>10.3</td>
</tr>
<tr>
<td>Nuts, seeds, herbs, and spices</td>
<td>35.9</td>
<td>74.4</td>
<td>17.9</td>
<td>7.7</td>
</tr>
</tbody>
</table>

- Exact agreement: percentage of cases cross-classified into the same quartile.
- Exact agreement and adjacent: percentage of cases cross-classified into the same or adjacent quartile.
- Disagreement: percentage of cases cross-classified 2 quartiles apart.
- Extreme disagreement: percentage of cases cross-classified 3 quartiles apart.

Table 5. Biomarker and food group relationship (as derived from Foodbook24 and food diary).

<table>
<thead>
<tr>
<th>Biomarkers</th>
<th>Nutrient or food group</th>
<th>Foodbook24 correlation coefficient</th>
<th>Diary correlation coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>((r\text{ value})^c)</td>
<td>((r\text{ value})^c)</td>
</tr>
<tr>
<td>Concentration biomarkers</td>
<td>Fruit and veg (g/d)</td>
<td>0.421</td>
<td>0.505</td>
</tr>
<tr>
<td></td>
<td>Plasma ascorbic acid (µM)</td>
<td>0.315$^e$</td>
<td>0.671</td>
</tr>
<tr>
<td></td>
<td>Plasma total carotenoids (µmol/L)</td>
<td>0.468</td>
<td>0.769</td>
</tr>
<tr>
<td></td>
<td>Plasma omega-3 index</td>
<td>0.518</td>
<td>0.605</td>
</tr>
<tr>
<td></td>
<td>Vitamin C (mg/d)</td>
<td>0.56</td>
<td>0.476</td>
</tr>
<tr>
<td>Recovery biomarkers</td>
<td>Protein (g/d)</td>
<td>0.645</td>
<td>0.824</td>
</tr>
<tr>
<td></td>
<td>Potassium (mg/d)</td>
<td>0.542</td>
<td>0.269$^e$</td>
</tr>
<tr>
<td></td>
<td>Sodium (mg/d)$^d$</td>
<td>0.56</td>
<td>0.476</td>
</tr>
</tbody>
</table>

- Concentration biomarkers identified from fasted blood samples and 24-hour urine collections (respectively) collected from participants directly after recording intake using either dietary assessment methods.
- Recovery biomarkers are identified from 24-hour urine collections.
- Spearman correlation coefficient.
- Sodium excretion measures were corrected to account for 90% excretion of all sodium consumed (28).
- Not statistically significant correlations (P<.05).
User Evaluation of Foodbook24

The main results of participants’ evaluation of the 24-hour recall component of Foodbook24 are depicted in Table 6. The majority of respondents were very positive in their evaluation of Foodbook24. Overall, the majority found the Foodbook24 system user-friendly with 69.5% (82/118) reporting it easy or “OK” to use. When asked if participants felt that Foodbook24 changed what they ate and drank, a majority of 62.7% (74/118) felt it did not change at all, whereas 34.7% (41/118) felt it changed it a little, and 2.5% (3/118) felt it changed a lot. Importantly, when asked if there were any foods or drinks that participants did not want to record, a majority of 95.8% (113/118) stated “no.”

Table 6. Participant acceptability of Foodbook24.

<table>
<thead>
<tr>
<th>Question posed to participant</th>
<th>Participant responses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Impact of Foodbook24 on diet</td>
<td>Changed a lot (%)</td>
</tr>
<tr>
<td></td>
<td>Changed a little (%)</td>
</tr>
<tr>
<td></td>
<td>Did not change at all (%)</td>
</tr>
<tr>
<td>2.5</td>
<td>34.7</td>
</tr>
<tr>
<td>Completion time</td>
<td></td>
</tr>
<tr>
<td>Too long (%)</td>
<td>Okay (%)</td>
</tr>
<tr>
<td></td>
<td>Short (%)</td>
</tr>
<tr>
<td></td>
<td>Very short (%)</td>
</tr>
<tr>
<td>6.8</td>
<td>63.6</td>
</tr>
<tr>
<td>User friendliness</td>
<td></td>
</tr>
<tr>
<td>Difficult (%)</td>
<td>Okay (%)</td>
</tr>
<tr>
<td></td>
<td>Easy (%)</td>
</tr>
<tr>
<td></td>
<td>Very easy (%)</td>
</tr>
<tr>
<td>3.4</td>
<td>33.1</td>
</tr>
<tr>
<td>Remembering to use Foodbook24</td>
<td></td>
</tr>
<tr>
<td>Difficult (%)</td>
<td>Okay (%)</td>
</tr>
<tr>
<td></td>
<td>Easy (%)</td>
</tr>
<tr>
<td></td>
<td>Very easy (%)</td>
</tr>
<tr>
<td>6.8</td>
<td>38.1</td>
</tr>
<tr>
<td>Preferred method</td>
<td></td>
</tr>
<tr>
<td>Foodbook24 (%)</td>
<td>Reference methoda (%)</td>
</tr>
<tr>
<td></td>
<td>67.8</td>
</tr>
<tr>
<td>Use Foodbook24 for longer</td>
<td></td>
</tr>
<tr>
<td>1 week (%)</td>
<td>1 month (%)</td>
</tr>
<tr>
<td></td>
<td>6 months (%)</td>
</tr>
<tr>
<td></td>
<td>No (%)</td>
</tr>
<tr>
<td>27.1</td>
<td>30.5</td>
</tr>
</tbody>
</table>

aTwo different reference methods for comparison and validation study. This equates to 38.5% (30/78) in favor of the traditional interview-led 24HDR and 17.5% (7/40) for semi-weighed food diary.

Participants were asked about using Foodbook24 for longer periods of time to gain insight into the potential long-term use of the tool. The results were favorable for the shorter time of a week (considering the completion of two 24-hour recalls per week) with 82.2% willing to use Foodbook24 for a week, persistence understandably decreased with 55.1% willing to use for a month, and 24.6% for 6 months. When asked to select which method participants would prefer to use in future (Foodbook24 vs the respective reference method), 67.8% (80/118) opted for Foodbook24 and 31.4% (27/118) for the reference method. The researchers were aware that these particular results may have been influenced by the different reference method used in either study (interviewer-led 24HDR in the comparison study and a 4-day semi-weighed food diary in the validation study). The participant burden associated with a 4-day semi-weighed food diary may have been greater than that of an interview-led 24HDR. As a result, responses were split by study involvement. A majority of 61.5% (48/78) opted for Foodbook24 when compared with 38.5% (30/78) in favor of the interview-led 24HDR. Foodbook24 was an even clearer preference when compared with the semi-weighed food diary with 80% (32/40) in favor of Foodbook24 as opposed to 17.5% (7/40) for semi-weighed food diary and 1 participant (2.5%) opted for “other.”

Discussion

Principal Findings

As far as the researchers are aware, Foodbook24 is the first Web-based dietary assessment tool developed to estimate food and nutrient intakes specifically for Irish adults. The results of this investigation into the validity of Foodbook24 suggest that the tool provides nutrient and food group intake estimates comparable with that of a semi-weighed food diary. The use of an objective measure of validity; biological markers of nutrient intake in blood and urine samples further confirm this agreement between methods.

With regards to food group intake, the results of the paired t test and cross-classification analysis indicate that there is good agreement between the two methods in the reporting of the majority of food group intakes. Interestingly Foodbook24 reported higher intakes of food groups that are perceived unhealthy such as “alcoholic beverages” and “sugars and confectionary” compared with the food diary. This may be due to variation in diet as was the case for fiber intakes. However, the lack of face-to-face interaction between participant and researcher that is encountered on the completion of a food record (food record review with researcher) may encourage participants of Foodbook24 to report their intake with less inhibition or in a less inhibited manner [33,34]. This may highlight an advantage of Web-based dietary assessment in terms of attenuating the influence of social desirability when self-reporting dietary intake. A study conducted by Probst and Tapsell [35] found that
patients using a computer to self-report intake were more willing to report all foods eaten to the computer than to a dietitian. Intakes of “milk and yogurt” were lower with Foodbook24 compared with the food diary, although these differences were not statistically significant. Although milk was a linked food (to prompt the participant to record milk with items such as cereal and hot beverages), it may be the case that milk consumed as a beverage was frequently forgotten when recording dietary intake using Foodbook24.

Overall for nutrient intakes, correlations were acceptable to very good; however, there were few significant differences between nutrient intakes reported using Foodbook24 and the semi-weighed food diary. The correlation ranges observed were also comparable with other studies investigating the validity of Web-based 24-hour recall methods [36-39]. There were, however, nutrients that were not correlated such as the intakes of monounsaturated fat and intakes that were significantly different from the semi-weighed food diary, for example, protein and fiber. In an evaluation of the shortened food-list (n=751) for integration into Foodbook24 [20], it was observed that there was less agreement for mean daily intake of monounsaturated and saturated fat due to the changes in food composition data that resulted from merging similar food and drink items that had similar composition into single food or drink descriptors or codes. Expanding the number of food items within this category may improve the agreement between methods for these nutrients.

Foodbook24 reported lower intakes of protein compared with the semi-weighed food diary, potentially due to different portion size estimations (portion size photographs using Foodbook24 compared with free weight entry using semi-weighed food diary). The within-person variance (ie, day-to-day variation in diet) during the two different data collection time points also accounted for the differences of intakes reported by both methods for fiber. Food items with high fiber content, for example, baked beans in tomato sauce, fruit smoothies, and breakfast cereals were more frequently reported by participants recording dietary intake using Foodbook24 than with the food diary. The challenges of the variation of diet during dietary assessment validation whereby two separate methods (the test and references measure) assess dietary intakes over two different time points have been noted by others [40,41]. However, despite the differences in fiber intake recorded, none of the cases fell outside of the limits of agreement in the Bland and Altman plot for fiber intake (Figure 8) suggesting that there may be an acceptable level of agreement between the two methods.

Biological markers of nutrient intake can serve as an objective validation of dietary assessment methods as they reflect nutritional status, metabolism, and recent dietary intake, but the error associated with biological markers is independent of dietary intake assessment error [42]. Urinary urea excretion was used as an independent marker of protein intake in this study as it can be assumed that urinary urea is excreted in constant proportion to urinary nitrogen for individuals in energy balance and consuming a westernized diet [26]. Overall, a slightly stronger correlation was observed for intakes derived from the food diary compared with Foodbook24, but this was to be expected considering more accurate portion size assessment observed with semi-weighed food records [43]. Dietary intakes recorded by both methods correlated significantly with recovery biomarkers (urinary urea, potassium, and sodium) with the exception of urinary potassium, which did not significantly correlate with potassium intakes reported from the food diary but did with dietary intakes reported from Foodbook24. This was an unexpected, but promising finding considering potassium is present in a large variety of food groups and is considered a reliable recovery biomarker in dietary studies [44]. Concentration biomarkers can be used to assess which assessment method yielded the most reliable estimates of intakes [45]. The food diary provided more reliable intakes of fish intake and total carotenoids, but estimates were similar for fruit and vegetable intake and ascorbic acid suggesting that both methods are valid and comparable in the reporting of these dietary components. The correlation coefficients between nutrient intakes and biomarkers of nutrient intakes reported in this study are comparable with those reported in other validation studies [46-48], although the correlations between protein intake and urinary urea observed in this study were stronger than those reported in the pooled results from 5 validation studies of dietary self-report instruments [49]. The pooled results study reported an average correlation coefficient for reported protein intakes versus true protein intakes of r=.29 when assessed using an FFQ and r=.48 when assessed using the average of three 24-hour recalls. However, urinary nitrogen was used as a biomarker of protein intake for these studies so that a direct comparison cannot be made. Overall, these results indicate that self-administered 24HDR via Foodbook24 provide estimates of certain nutrients and fruit and vegetable intakes similar to that of a 4-day semi-weighed food diary.

The majority of participants who used Foodbook24 were enthusiastic in their evaluation of the Web-based tool, and a large proportion of respondents claimed that they would be willing to use Foodbook24 for a week. Freese et al [50] reported similar positive responses where 95% of 370 adult participants would be willing to repeat the Web-based 24HDR after completing 3 recalls. In contrast, Maes et al [31] reported that adolescent participants involved in the HELENA (Healthy Lifestyle in Europe by Nutrition in Adolescence) “Food-O-Meter” project were not eager to use their computer-based FFQ more than once. Most importantly, Foodbook24 was the preferred method of dietary intake assessment for the majority of participants. Vereecken et al [51] reported a similar preference for an online method with 73% of parents in the Children's and Adolescents' Nutrition Assessment and Advice on the Web (CANAA-W) study stating that they preferred a 3-day computerized food record over the paper and pencil 3-day food record (12%), whereas 10% selected a computerized FFQ and 6% selected a paper and pencil FFQ. Similarly, Mommerie et al [52] reported a 77% (77/100) preference for online assessment versus a traditional diary over 7 days. Thompson et al [53] also observed a clear participant preference for ASA24 when compared with the traditional interviewer administered method across a range of age groups (20-70 years) and education levels. This may highlight a willingness among Irish adults to record their dietary intake with the aid of technology and as such offers hope that Web-based methods can act as a viable alternative or
accompaniment to nutritional surveillance in Ireland. Future research is required to ascertain the actual potential for Web-based innovations to work in tandem with current methods in nutritional surveillance.

**Strengths and Limitations**

Although this study has many strengths including the use of biomarkers of intake in the tool validation and the inclusion of nationally representative food intake data in the tool design, it is also important to consider the study limitations. The small sample size recruited was a limitation of this study and the exclusion of participants that took nutritional supplements further reduced numbers for certain aspects of analysis. Unfortunately, high dropout rates as observed with this study are commonly reported in studies that require participants to provide biological samples on more than one occasion, particularly 24-hour urine collections. With regards to the analysis of urine samples, the use of urinary nitrogen and para-aminobenzoic acid (PABA) would have been preferable as an objective measure of protein intake and as a check for completeness of collection, respectively; however, these measurements were not possible for this study. Finally, the majority of participants recruited as part of the validation study and in other studies evaluating Foodbook24 were young, healthy, and motivated individuals, and therefore may not represent the opinions of the general adult population with respects to their ability to use Foodbook24 and their preference of dietary assessment methods. To further evaluate Foodbook24, a proof-of-principle (PoP) study that involves Foodbook24 being made freely available to the general Irish adult population is currently underway. The PoP study will provide insight into the acceptability of Foodbook24 with a more representative sample of the general Irish adult population.

**Conclusions**

In this paper, we investigated the relative validity of a Web-based 24HDR tool, Foodbook24. Although this study only investigates the validity of the 24HDR component of the Foodbook24 tool, the tool itself incorporates the use of blended assessment methods that has the potential to yield more accurate data on habitual intake [5]. This study describes the robust validation of Foodbook24 against a semi-weighed food diary and biological markers of nutrient and food group intake. The results from this study demonstrate that Foodbook24 performs well when compared with a semi-weighed food diary and provides comparable estimates of food and nutrient intakes. A major advantage of Foodbook24 and of similar Web-based dietary assessment tools is the reduced cost associated with the collection of dietary intake data compared with traditional methods. More importantly, Web-based methodologies facilitate the collection of data in a neutral environment, in the absence of a researcher with less burden for the participant which may encourage participants to report intake more honestly. Participant acceptability data gathered so far suggests Foodbook24 was well received by the majority of participants in this study sample which indicates the potential of Foodbook24 for use in nutrition related research or as a means of intermittent data collection between national nutrition surveys in Ireland.
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Abstract

Background: Widespread access to the Internet and an increasing number of Internet users offers the opportunity of using Web-based recalls to collect detailed physical activity data in epidemiologic studies.

Objective: The aim of this investigation was to evaluate the validity and reliability of a computer-based 24-hour physical activity recall (cpar24) instrument with respect to the recalled 24-h period.

Methods: A random sample of 67 German residents aged 22 to 70 years was instructed to wear an ActiGraph GT3X+ accelerometer for 3 days. Accelerometer counts per min were used to classify activities as sedentary (<100 counts per min), light (100-1951 counts per min), and moderate to vigorous (≥1952 counts per min). On day 3, participants were also requested to specify the type, intensity, timing, and context of all activities performed during day 2 using the cpar24. Using metabolic equivalent of task (MET), the cpar24 activities were classified as sedentary (<1.5 MET), light (1.5-2.9 MET), and moderate to vigorous (≥3.0 MET). The cpar24 was administered twice at a 3-h interval. The Spearman correlation coefficient (r) was used as primary measure of concurrent validity and test-retest reliability.

Results: As compared with accelerometry, the cpar24 underestimated light activity by −123 min (median difference, P difference <.001) and overestimated moderate to vigorous activity by 89 min (P difference <.001). By comparison, time spent sedentary assessed by the 2 methods was similar (median difference=+7 min, P difference=.39). There was modest agreement between the cpar24 and accelerometer regarding sedentary (r=.54), light (r=.46), and moderate to vigorous (r=.50) activities. Reliability analyses revealed modest to high intraclass correlation coefficients for sedentary (r=.75), light (r=.65), and moderate to vigorous (r=.92) activities and no statistically significant differences between replicate cpar24 measurements (median difference for sedentary activities=+10 min, for light activities=−5 min, for moderate to vigorous activities=0 min, all P difference ≥.60).

Conclusion: These data show that the cpar24 is a valid and reproducible Web-based measure of physical activity in adults.

(J Med Internet Res 2017;19(5):e186) doi:10.2196/jmir.7620

Keywords

web-based method; validity; reliability; usability; lifestyle behavior; physical activity; sedentary behavior
Introduction

Physical activity is associated with decreased risk of numerous chronic diseases, including type 2 diabetes [1], cardiovascular disease [2], and certain types of cancer [3]. However, information regarding which frequencies, intensities, and durations of specific activities or combinations of activities are relevant to reducing disease risk is sparse. Thus, comprehensive assessments of physical activity are required to better characterize the relation of physical activity to risk of chronic disease.

A variety of methods to assess physical activity in epidemiologic studies exist, and each measurement technique has particular advantages and limitations [4-6]. Increased availability of the Internet with rising numbers of Internet users and recent progress in computer technology provide the opportunity to use Internet-based instruments to assess physical activity in large populations with enhanced accuracy, minimal logistic burden, and reduced time and costs. Although a wide range of physical activity questionnaires is established, few instruments are Web-based or provide information about the type, frequency, and duration of physical activity across the entire day. Previous Web-based [7], computer-based [8-11], and cell-phone-based [12] 24-h physical activity recalls were developed in English [8-12] and Japanese [7]. Those instruments showed high validity correlation coefficients of .87 to .91 for total energy expenditure estimates when compared against doubly-labeled water [7] and multi-sensors [8], low to moderate accelerometer-based validation correlation coefficients of .36 to .72 for total energy expenditure [9,10], and of .26 to .59 for total time spent in sedentary and moderate to vigorous intensity activities [10-12].

The purpose of this study was to develop a computer-based 24-h physical activity recall (cpar24) instrument and to evaluate its concurrent validity, test-retest reliability, and usability with respect to the recalled 24-h period based on a population-based sample from a pilot study of the German National Cohort [13]. The cpar24 represents part of the physical activity assessment in the German National Cohort [13], a population-based prospective study of 200,000 men and women aged 20-69 years, which was initiated in 2014.

Methods

Study Protocol and Participants

The study was conducted from July to August, 2011 as part of a pilot study of the German National Cohort and included a random sample of 67 healthy participants (34 women and 33 men) aged 22 to 70 years from Regensburg, Germany. Exclusion criteria were lack of language skills, no Internet access, no computer experience, and unwillingness to wear an accelerometer. Sixty-seven participants took part in the study by completing the cpar24 twice during their visit at the study center. Of those, 49 subjects (73%, 49/67) wore the GT3X+ accelerometer for 3 days and subsequently completed the cpar24 a third time at home. Fifty-three subjects (79%, 53/67) responded to the usability survey. The study protocol was approved by the ethics committee of Regensburg University, and all participants provided written informed consent.

Description of the Computer-Based 24-hour Physical Activity Recall (cpar24) Instrument

The cpar24 is a self-administered, computer-based, Web-based-accessible 24-h physical activity recall instrument designed to assess detailed information about the specific types, durations, and intensities of active and sedentary behaviors on the previous day (midnight to midnight). It was developed to be easy to administer, with minimal user training, and a completion time of 30 min or less for the majority of participants. Specifically, the cpar24 guides a participant to select, in chronological order, specific activities performed throughout the previous 24-h period from a list of 262 activities that are divided into the 13 following broad categories: (1) sleeping and reclining; (2) personal care; (3) food preparation and eating; (4) walking, transportation, and traveling; (5) household chores; (6) occupational activity; (7) shopping, errands, and appointments; (8) leisure and hobbies; (9) sports; (10) family life and social activities; (11) outdoor activities; (12) lawn and garden; and (13) miscellaneous activities. In addition, the respondent may refer to an alphabetical list of activities using a search function or select a specific activity using a search box. The response categories and follow-up probes were designed to allow the respondent to select broad activity classifications (eg, sports) followed by questions regarding more specific aspects of the activity within the category reported (eg, soccer). The participant can view his or her responses through an interactive calendar that allows response editing by dragging or dropping response items.

Once an activity is selected, the respondent is asked to indicate the start and end times of the activity in durations of 5 min or more. A minimal bout length of 5 min was chosen to facilitate reporting of activities of short duration. The respondent is able to enter 2 activities during the same 5 min time period, in line with the recommendation that physical activity diaries should include main activities as well as activities performed in parallel [14]. For activities that require a ranking of intensity (eg, cycling and Nordic walking), the respondent is asked to indicate the level of effort using categories of light, medium, and hard intensities. For activities that can be performed either standing or sitting or a combination of standing and sitting, the respondent is requested to specify the ratio of standing to sitting time using a scale from 0% to 100%. Each activity reported is assigned a metabolic equivalent of task (MET) value based on the most recent compendium of physical activities published by Ainsworth et al [15].

Respondents are asked to fully complete the recall before ending the session. To ensure complete data entry, a review of all items reported is provided, and the respondent is informed about missing or incomplete activity entries (ie, time gaps) with the option of adding new activity items in order to arrive at the desired total amount of 1440 min (=24 h) of logged activities per day. At the end of the recall, a brief survey on respondent burden and usability is administered. Specifically, the respondent is asked to report the time needed to complete the recall and to respond to the following 6 questions, with response options ranging from 1 (excellent) to 6 (unsatisfactory): (1) “How well were you able to recall activities performed yesterday?” (2) “How helpful was the user’s manual?” (3) “How helpful were
the broad activity categories (eg, household chores, outdoor activities) to find a specific activity?” (4) “How would you rate the overall ease of using the cpar24?” (5) “How well were you able to navigate the cpar24 interface?” and (6) “Do you like the design of the cpar24?”

Criterion Measure of Physical Activity

Accelerometry is an established simple, noninvasive, and cost-efficient method for assessing physical activity in a detailed and objective manner [16,17] and was therefore selected as criterion measure. We used the GT3X+ accelerometer (ActiGraph, LLC, Pensacola, FL, USA). This device measures motion in 3 axes with a sampling rate of 100 Hz and the output is expressed as counts per epoch. Participants wore the GT3X+ accelerometer over a 3-day period and subsequently completed the cpar24 at home on the third day, recalling their previous day’s activity, that is, their activities on the second day of accelerometer measurement. Accelerometers were fitted by skilled personnel at the study center and worn on a belt at the natural waistline on the right hip in line with the right axilla. Participants were instructed to wear the monitor at all times (day and night) except during swimming, sauna, and martial arts and to report the number and reasons of wear interruptions in a specific document. Accelerometer data were downloaded using the ActiLife v5.6.4 Firmware v2.1.0 software (ActiGraph, LLC, Pensacola, FL, USA) and were subsequently checked to ensure that the device had been functioning properly. Accelerometer data with less than 12 h (50%) of wear time were excluded from analysis. Since the second day of accelerometer monitoring covered the cpar24 recall period, only data referring to that 24-h time period were included.

Statistical Methods

To examine the validity of the cpar24 in relation to accelerometry, we compared cpar24 data with accelerometer data among participants with complete data from both assessment methods. For cpar24 data, activity intensities were classified as sedentary (<1.5 MET), light (1.5-2.9 MET), and moderate to vigorous (≥3.0 MET). For accelerometer data, the activity intensity classification was based on the Freedson formula [18] in combination with the 100 counts per minute criterion measure. We used the GT3X+ accelerometer (ActiGraph, LLC, Pensacola, FL, USA) and were subsequently checked to ensure that the device had been functioning properly. Accelerometer data with less than 12 h (50%) of wear time were excluded from analysis. Since the second day of accelerometer monitoring covered the cpar24 recall period, only data referring to that 24-h time period were included.

We assessed the reliability of the cpar24 instrument based on two cpar24 recalls from the same 24-h period, the completions of which were separated by approximately 3 h. We used the first cpar24 recall as criterion measure to assess the reliability of the instrument in the entire sample and in subgroups defined by age, gender, and body mass index (BMI). To assess the usability of the cpar24, we evaluated the 6-item usability questionnaire stratified by age, gender, and BMI.

All statistical analyses were conducted using nonparametric methods, including Spearman correlations, median, and rank comparisons. In particular, we tested if the median total time spent in sedentary, light or moderate to vigorous activities varied according to the assessment method (accelerometer vs cpar24) using the Wilcoxon signed rank test. In addition, we computed the difference in the total time spent in a specific physical activity intensity level between the two assessments (accelerometer vs cpar24) for each participant, and we tested if that difference varied across strata defined by the participants’ age, gender, and BMI using the Wilcoxon rank sum test. We also generated Bland-Altman plots [20] to examine the agreement between the activity variables. We conducted 2-sided statistical tests at a significance level of 5%. All analyses were performed using the statistical software R, version 3.2.3 [21].

Results

Participants’ Characteristics

The study sample showed a nearly equal gender distribution (34 women and 33 men, Table 1). The mean age of the participants was 52 years (range=22-70 years), and their mean BMI was 26.1 kg/m² (range=18.1-41.2 kg/m²).

Validity of the Computer-Based 24-Hour Physical Activity Recall (cpar24) Instrument Estimates

The cpar24 and accelerometer estimates of the total activity duration were modestly positively correlated, showing Spearman correlations of .54 for sedentary activity, .46 for light activity, and .50 for moderate to vigorous activity (Table 2). However, the cpar24 underestimated the time spent in light activities by −123 min (corresponding to −28%, P difference <.001), and it overestimated moderate to vigorous activity by 89 min (corresponding to +353%, P difference <.001) when compared with accelerometer measurements. In contrast, the 2 assessment methods agreed with respect to time spent sedentary (P difference=.39). The pattern of agreement of total time spent in sedentary, light, and moderate to vigorous activities was not affected by age, gender, and BMI of participants (all P difference ≥.23).
Table 1. Characteristics of the participants included in the reliability, validity, and usability studies of the computer-assisted 24-hour physical activity recall (cpar24) instrument.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Reliability study</th>
<th>Validity study</th>
<th>Usability study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participants, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>67 (100)</td>
<td>49 (100)</td>
<td>53 (100)</td>
</tr>
<tr>
<td>Men</td>
<td>33 (49)</td>
<td>24 (49)</td>
<td>26 (49)</td>
</tr>
<tr>
<td>Women</td>
<td>34 (51)</td>
<td>25 (51)</td>
<td>27 (51)</td>
</tr>
<tr>
<td>Age, years</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimum</td>
<td>22</td>
<td>22</td>
<td>22</td>
</tr>
<tr>
<td>Maximum</td>
<td>70</td>
<td>69</td>
<td>69</td>
</tr>
<tr>
<td>Mean</td>
<td>52</td>
<td>50</td>
<td>53</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>13</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>Body mass index, kg/m²</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimum</td>
<td>18.1</td>
<td>18.2</td>
<td>18.2</td>
</tr>
<tr>
<td>Maximum</td>
<td>41.2</td>
<td>41.2</td>
<td>41.2</td>
</tr>
<tr>
<td>Mean</td>
<td>26.1</td>
<td>26.1</td>
<td>26</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>4.4</td>
<td>4.7</td>
<td>4.1</td>
</tr>
</tbody>
</table>

Bland-Altman plots illustrated the previously described bias regarding the assessments of light activity and moderate to vigorous activity (Figure 1). The difference between the estimates increased with the magnitude of the estimates. This also held true for sedentary behavior (Figure 1) despite the previously observed comparability of the corresponding median values (Table 2). According to the Bland-Altman analyses, the mean bias and limits of agreement (LoA) were −31 min (LoA=[−380 to +319 min]) for sedentary time, −98 min (LoA=[−399 to +204 min]) for light intensity physical activity, and +128 min (LoA=[−151 to +407 min]) for moderate to vigorous intensity physical activity.

Reliability of the cpar24

Reliability analyses (Table 3) yielded moderate to strong Spearman correlations for time spent sedentary ($r=.75$), light ($r=.65$), and moderate to vigorous activities ($r=.92$). In the reliability analyses, no systematic bias was observed between the two cpar24 assessments of the total durations of sedentary, light, and moderate to vigorous activities (all $P$ difference $\geq .60$). In general, age, gender, and BMI of participants did not influence the results (all $P$ difference $\geq .09$). However, for moderate to vigorous physical activity, the median difference between the two assessments varied statistically significantly across age groups even though the absolute difference was not substantial. Specifically, the median difference between the two 24-h physical activity recalls with respect to total duration of moderate to vigorous physical activities was null among people aged less than 60 years, and it was 8 min among people aged 60 years or more; $P$ difference=.04). Similarly, the average MET values were comparable across the two 24-h recalls, yielding median values of 1.71 and 1.69 for the first and second 24-h recall, respectively ($P$ difference=.34 as assessed by the Wilcoxon signed rank test; Spearman correlation=.91).
Table 2. Comparison of total time spent in sedentary, light, and moderate to vigorous activity during the 24-h period as assessed by accelerometry and by computer-based 24-h physical activity recall (cpar24) instrument.

<table>
<thead>
<tr>
<th>Stratum and variable</th>
<th>Sedentary activity&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Light activity&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Moderate to vigorous activity&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total time during 24-h period</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>All participants</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median total time based on accelerometer data, in min</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1004</td>
<td>377</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>Median total time based on cpar24&lt;sup&gt;e&lt;/sup&gt; data, in min</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>980</td>
<td>265</td>
<td>145</td>
<td></td>
</tr>
<tr>
<td>Median difference between cpar24 and accelerometer total time&lt;sup&gt;b&lt;/sup&gt;, in min (and in %)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7 (+1)</td>
<td>−123 (−28)</td>
<td>89 (+353)</td>
<td></td>
</tr>
<tr>
<td><em>P</em> difference&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.39</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Spearman correlation</td>
<td>.54</td>
<td>.46</td>
<td>.50</td>
</tr>
<tr>
<td><strong>Participants aged &lt; 60 years</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median total time based on accelerometer data, in min</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>978</td>
<td>391</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>Median total time based on cpar24 data, in min</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>980</td>
<td>265</td>
<td>120</td>
<td></td>
</tr>
<tr>
<td>Median difference between cpar24 and accelerometer total time&lt;sup&gt;b&lt;/sup&gt;, in min (and in %)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7 (+1)</td>
<td>−130 (−31)</td>
<td>85 (+353)</td>
<td></td>
</tr>
<tr>
<td><em>P</em> difference&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.66</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Spearman correlation</td>
<td>.56</td>
<td>.48</td>
<td>.46</td>
</tr>
<tr>
<td><strong>Participants aged ≥ 60 years</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median total time based on accelerometer data, in min</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1022</td>
<td>361</td>
<td>42</td>
<td></td>
</tr>
<tr>
<td>Median total time based on cpar24 data, in min</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>968</td>
<td>255</td>
<td>150</td>
<td></td>
</tr>
<tr>
<td>Median difference between cpar24 and accelerometer total time&lt;sup&gt;b&lt;/sup&gt;, in min (and in %)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>−36 (−3)</td>
<td>−102 (−21)</td>
<td>96 (+391)</td>
<td></td>
</tr>
<tr>
<td><em>P</em> difference&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.26</td>
<td>.03</td>
<td>.003</td>
<td></td>
</tr>
<tr>
<td>Spearman correlation</td>
<td>.37</td>
<td>.33</td>
<td>.73</td>
</tr>
<tr>
<td><em>P</em> value for the influence of age on the difference between cpar24 and accelerometer data&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.46</td>
<td>.55</td>
<td>.38</td>
<td></td>
</tr>
<tr>
<td><strong>Men</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median total time based on accelerometer data, in min</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1014</td>
<td>361</td>
<td>39</td>
<td></td>
</tr>
<tr>
<td>Median total time based on cpar24 data, in min</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>985</td>
<td>182</td>
<td>148</td>
<td></td>
</tr>
<tr>
<td>Median difference between cpar24 and accelerometer total time&lt;sup&gt;b&lt;/sup&gt;, in min (and in %)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8 (+1)</td>
<td>−149 (−49)</td>
<td>92 (+350)</td>
<td></td>
</tr>
<tr>
<td><em>P</em> difference&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.82</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Spearman correlation</td>
<td>.65</td>
<td>.47</td>
<td>.62</td>
</tr>
<tr>
<td><strong>Women</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median total time based on accelerometer data, in min</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>978</td>
<td>400</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>Median total time based on cpar24 data, in min</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>930</td>
<td>305</td>
<td>125</td>
<td></td>
</tr>
<tr>
<td>Median difference between cpar24 and accelerometer total time&lt;sup&gt;b&lt;/sup&gt;, in min (and in %)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>−24 (−2)</td>
<td>−83 (−21)</td>
<td>85 (+400)</td>
<td></td>
</tr>
<tr>
<td><em>P</em> difference&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.20</td>
<td>.01</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Spearman correlation</td>
<td>.50</td>
<td>.40</td>
<td>.40</td>
</tr>
<tr>
<td><em>P</em> value for the influence of gender on the difference between cpar24 and accelerometer data&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.27</td>
<td>.26</td>
<td>.99</td>
<td></td>
</tr>
<tr>
<td><strong>Participants with a BMI&lt;sup&gt;f&lt;/sup&gt; &lt;25.0 kg/m&lt;sup&gt;2&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> Median total time based on accelerometer data, in min.
<sup>b</sup> Median total time based on cpar24 data, in min.
<sup>c</sup> Median difference between cpar24 and accelerometer total time, in min (and in %).
<sup>d</sup> *P* value for the influence of age on the difference between cpar24 and accelerometer data.
<sup>e</sup> *P* value for the influence of gender on the difference between cpar24 and accelerometer data.
<sup>f</sup> Body Mass Index.
<table>
<thead>
<tr>
<th>Stratum and variable</th>
<th>Sedentary activity&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Light activity&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Moderate to vigorous activity&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Median total time based on accelerometer data, in min</td>
<td>972</td>
<td>381</td>
<td>38</td>
</tr>
<tr>
<td>Median total time based on cpar24 data, in min</td>
<td>992</td>
<td>265</td>
<td>110</td>
</tr>
<tr>
<td>Median difference between cpar24 and accelerometer total time&lt;sup&gt;b&lt;/sup&gt;, in min (and in %)</td>
<td>17 (+2)</td>
<td>−118 (−28)</td>
<td>70 (+192)</td>
</tr>
<tr>
<td>P difference&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.84</td>
<td>.005</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Spearman correlation</td>
<td>.56</td>
<td>.54</td>
<td>.59</td>
</tr>
</tbody>
</table>

**Participants with a BMI≥25.0 kg/m²**

<table>
<thead>
<tr>
<th>Stratum and variable</th>
<th>Sedentary activity&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Light activity&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Moderate to vigorous activity&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Median total time based on accelerometer data, in min</td>
<td>1017</td>
<td>367</td>
<td>30</td>
</tr>
<tr>
<td>Median total time based on cpar24 data, in min</td>
<td>950</td>
<td>255</td>
<td>145</td>
</tr>
<tr>
<td>Median difference between cpar24 and accelerometer total time&lt;sup&gt;b&lt;/sup&gt;, in min (and in %)</td>
<td>−53 (−5)</td>
<td>−135 (−31)</td>
<td>122 (+600)</td>
</tr>
<tr>
<td>P difference&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.23</td>
<td>.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Spearman correlation</td>
<td>.48</td>
<td>.24</td>
<td>.49</td>
</tr>
</tbody>
</table>

**P value for the influence of the BMI on the difference between cpar24 and accelerometer data<sup>d</sup>**

<table>
<thead>
<tr>
<th>Stratum and variable</th>
<th>Sedentary activity&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Light activity&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Moderate to vigorous activity&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>median difference</td>
<td>.36</td>
<td>.95</td>
<td>.23</td>
</tr>
</tbody>
</table>

<sup>a</sup>For accelerometer counts, we classified the physical activity intensity according to the Freedson formula combined with the 100 counts per min cut-off suggested by Matthews: sedentary activity (counts per min<100), light physical activity (100≤counts per min<1952), moderate to vigorous physical activity (1952≤counts per min); for self-reported physical activity (cpar24), we classified the physical activity intensity according to the corresponding metabolic equivalent of task (MET) value from the Ainsworth compendium: sedentary activity (MET≤1.5), light physical activity (1.5<MET<3.0), moderate to vigorous physical activity (3.0≤MET).

<sup>b</sup>Please note that the median of the difference between 2 variables does not necessarily correspond to the difference between the medians of the 2 variables.

<sup>c</sup>We tested if the median total time spent in sedentary, light or moderate to vigorous activities varied according to the assessment method (accelerometer vs cpar24) using the Wilcoxon signed rank test.

<sup>d</sup>We computed the difference in the total time spent in a specific physical activity intensity level between the two assessments (accelerometry vs cpar24) for each participant, and we tested if that difference varied across the two strata of participants using the Wilcoxon rank sum test.

<sup>e</sup>cpar24: computer-based 24-h physical activity recall.

<sup>f</sup>BMI: body mass index.

In agreement with the reliability analyses from Table 3, Bland-Altman plots did not indicate any systematic bias for total time spent in sedentary, light, and moderate to vigorous activities and for the average MET value for the entire 24-h period (Figure 2). According to the Bland-Altman analyses, the mean bias and limits of agreement were −17 min (LoA=−292 to +259 min) for sedentary time, +20 min (LoA=−256 to +296 min) for light intensity physical activity, −3 min (LoA=−109 to +102 min) for moderate to vigorous intensity physical activity, and 0.0 METs (LoA=−0.3 to +0.3 METs) for the average MET value.

**Usability of the cpar24**

The usability of the cpar24 varied according to age. When considering participants aged less than 60 years, 82% to 91% rated the usability of the cpar24 as “excellent” or “good” with regards to their ability to recall activities performed during the previous 24 h, to find specific activities within broad activity categories, to rate the overall ease of using the cpar24, and to navigate the cpar24 interface. By comparison, when considering participants aged 60 years or more, only 58% to 74% rated the cpar24 as “excellent” or “good” (<i>P</i> difference by age <.05 for all of the aforementioned usability ratings, Figure 3). In contrast, no statistically significant difference was observed between the ratings of participants aged less than 60 years and the rating of participants aged 60 years or more with respect to the usefulness of the user’s manual and the appeal of the cpar24 design, which received “excellent” or “good” ratings from 70% to 85% of participants aged less than 60 years and 68% to 89% of participants aged 60 years or more. In contrast, gender (all <i>P</i> difference ≥.07) and BMI (<i>P</i> difference ≥ .08) did not affect the ratings for any of the usability survey items after stratification by age. Participants completed the cpar24 within an average of 25 min (median, range=10-53 min, interquartile range=20-30 min).
Figure 1. Bland Altman plots comparing computer-based 24-hour physical activity recall (cpar24) instrument data against accelerometry data of the 49 participants of the validity study with respect to (1) the total time spent in sedentary activities, (2) the total time spent in light physical activities, and (3) the total time spent in moderate to vigorous physical activities. LPA=light physical activity; MVPA=moderate to vigorous physical activity.
Table 3. Comparison of total time spent in sedentary, light, and moderate to vigorous activity during the 24-hour period across the two 24-hour physical activity recalls (cpar24).

<table>
<thead>
<tr>
<th>Stratum and variable</th>
<th>Sedentary activity&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Light activity&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Moderate to vigorous activity&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Median total time based on 1st 24-h recall, in min</td>
<td>Median total time based on 2nd 24-h recall, in min</td>
<td>Median difference between 1st and 2nd 24-h recall&lt;sup&gt;b&lt;/sup&gt;, in min (and in %)</td>
</tr>
<tr>
<td>All participants</td>
<td>1010</td>
<td>265</td>
<td>120</td>
</tr>
<tr>
<td></td>
<td>990</td>
<td>300</td>
<td>115</td>
</tr>
<tr>
<td></td>
<td>10 (+1)</td>
<td>−5 (−1)</td>
<td>0 (+0)</td>
</tr>
<tr>
<td>P difference&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.60</td>
<td>.89</td>
<td>.68</td>
</tr>
<tr>
<td>Spearman correlation</td>
<td>.75</td>
<td>.65</td>
<td>.92</td>
</tr>
<tr>
<td>Participants aged &lt; 60 years</td>
<td>1035</td>
<td>250</td>
<td>105</td>
</tr>
<tr>
<td></td>
<td>1025</td>
<td>295</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>10 (+1%)</td>
<td>0 (+0%)</td>
<td>0 (+0%)</td>
</tr>
<tr>
<td>P difference&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.88</td>
<td>.55</td>
<td>.10</td>
</tr>
<tr>
<td>Spearman correlation</td>
<td>.75</td>
<td>.58</td>
<td>.93</td>
</tr>
<tr>
<td>Participants aged ≥60 years</td>
<td>1002</td>
<td>288</td>
<td>120</td>
</tr>
<tr>
<td></td>
<td>990</td>
<td>305</td>
<td>130</td>
</tr>
<tr>
<td></td>
<td>25 (+3%)</td>
<td>−18 (−9%)</td>
<td>8 (+0%)</td>
</tr>
<tr>
<td>P difference&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.55</td>
<td>.24</td>
<td>.22</td>
</tr>
<tr>
<td>Spearman correlation</td>
<td>.76</td>
<td>.87</td>
<td>.83</td>
</tr>
<tr>
<td>P value for the influence of age on the difference between cpar24 and accelerometer data&lt;sup&gt;d&lt;/sup&gt;</td>
<td>.45</td>
<td>.21</td>
<td>.04</td>
</tr>
<tr>
<td>Men</td>
<td>1010</td>
<td>240</td>
<td>160</td>
</tr>
<tr>
<td></td>
<td>1025</td>
<td>255</td>
<td>120</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>−5</td>
<td>0</td>
</tr>
<tr>
<td>P difference&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.15</td>
<td>.61</td>
<td>.23</td>
</tr>
<tr>
<td>Spearman correlation</td>
<td>.75</td>
<td>.64</td>
<td>.94</td>
</tr>
<tr>
<td>Women</td>
<td>1012</td>
<td>282</td>
<td>85</td>
</tr>
<tr>
<td></td>
<td>970</td>
<td>320</td>
<td>82</td>
</tr>
<tr>
<td></td>
<td>−10 (−1)</td>
<td>0 (+0)</td>
<td>0 (+0)</td>
</tr>
<tr>
<td>P difference&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.49</td>
<td>.80</td>
<td>.37</td>
</tr>
<tr>
<td>Spearman correlation</td>
<td>.75</td>
<td>.66</td>
<td>.92</td>
</tr>
<tr>
<td>P value for the influence of gender on the difference between 1st and 2nd 24-h recall&lt;sup&gt;d&lt;/sup&gt;</td>
<td>.17</td>
<td>.57</td>
<td>.09</td>
</tr>
<tr>
<td>Participants with a BMI&lt;25.0 kg/m&lt;sup&gt;2&lt;/sup&gt;</td>
<td>1035</td>
<td>232</td>
<td>128</td>
</tr>
<tr>
<td></td>
<td>990</td>
<td>298</td>
<td>128</td>
</tr>
</tbody>
</table>
To improve the accuracy of estimates, there have been recommendations to administer multiple short-term physical activity recalls (past 24 h, past 7 days) and to average activity levels over those recalls when using self-reports in large-scale epidemiologic studies [4]. In addition, thanks to recent technologic advances, accelerometers can now be employed to measure short-term physical activity (24 h to 7 days) in large studies [24]. The objective nature of accelerometer measurements represents a potential advantage over self-reported physical activity because the latter may be prone to recall bias and to measurement error resulting from the difficulty of classifying physical activity intensity and from reporting socially desirable physical activity patterns. However, as compared with questionnaires, accelerometers come at the costs of greater logistic burden, increased data complexity, and lower acceptance among participants [24]. In addition, accelerometry has difficulty in recognizing resistance components of activities [25-27], such as carrying heavy objects or ascending stairs. Furthermore, in accelerometry, low and high pass filters are used in an attempt to distinguish human acceleration from noise and from motorized acceleration, implying that accelerometers cannot detect very fast human motion [28]. For example, the ActiGraph digital filter rejects frequencies below 0.25 Hz because those frequencies are mainly associated with gravity acceleration [29] and it rejects frequencies above 2.5 Hz because those frequencies are mainly associated with motorized acceleration (eg, when traveling by car or train). The remaining frequency range of 0.25-2.5 Hz is thought to reflect human body acceleration but it can only

**Discussion**

**Principal Findings**

We assessed the validity, reliability, and usability of the cpar24. Information from the cpar24 was modestly positively correlated with information from accelerometry regarding estimates of the total time spent in sedentary, light, and moderate to vigorous activities. However, as compared with accelerometry, the cpar24 tended to overestimate time spent in moderate to vigorous activities while underestimating time spent in light activities. In contrast, we observed strong positive correlations and no systematic bias between repeated cpar24 assessments. Participants assigned high rankings to the usability of the cpar24, particularly those younger than age 60 years.

**Relevance of Short-Term Physical Activity Recalls to Assess Physical Activity in Epidemiologic Studies**

Most available physical activity questionnaires assess the intensity, frequency, and duration of common physical activities performed during the past week, past month, or past year [22]. In the past 20 years, assessments of physical activities of the previous week have become the most prevalent form [23], most likely because estimates of recent past activity patterns (past 24 h, past 7 days) are more accurate than estimates of average physical activity levels representative of longer time periods (eg, past month, past year) [4], leading to an average accelerometer based validity correlation coefficient of .41 for previous week questionnaires as compared with an average correlation coefficient of .30 for previous year assessments [22].

### Table 1: Median total time (in minutes) spent in sedentary, light, and moderate to vigorous activities

<table>
<thead>
<tr>
<th>Stratum and variable</th>
<th>Sedentary activitya</th>
<th>Light activitya</th>
<th>Moderate to vigorous activitya</th>
</tr>
</thead>
<tbody>
<tr>
<td>Median difference between 1st and 2nd 24-h recall, in min (and in percent)</td>
<td>5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>P differencec</td>
<td>.73</td>
<td>.32</td>
<td>.20</td>
</tr>
<tr>
<td>Spearman correlation</td>
<td>.82</td>
<td>.65</td>
<td>.96</td>
</tr>
<tr>
<td><strong>Participants with a BMI≥25.0 kg/m²</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median total time based on 1st 24-h recall, in min</td>
<td>1000</td>
<td>290</td>
<td>105</td>
</tr>
<tr>
<td>Median total time based on 2nd 24-h recall, in min</td>
<td>990</td>
<td>300</td>
<td>70</td>
</tr>
<tr>
<td>Median difference between 1st and 2nd 24-h recall, in min (and in %)</td>
<td>15 (+1)</td>
<td>−15 (−7)</td>
<td>0 (+0)</td>
</tr>
<tr>
<td>P value for the influence of the BMI on the difference between 1st and 2nd 24-h recalld</td>
<td>.29</td>
<td>.25</td>
<td>.73</td>
</tr>
<tr>
<td>Spearman correlation</td>
<td>.69</td>
<td>.71</td>
<td>.89</td>
</tr>
<tr>
<td>Median total time based on 1st 24-h recall, in min</td>
<td>105290</td>
<td>100000</td>
<td></td>
</tr>
<tr>
<td>Median total time based on 2nd 24-h recall, in min</td>
<td>105290</td>
<td>100000</td>
<td></td>
</tr>
<tr>
<td>Median difference between 1st and 2nd 24-h recall, in min (and in %)</td>
<td>15 (+1)</td>
<td>−15 (−7)</td>
<td>0 (+0)</td>
</tr>
</tbody>
</table>

aFor self-reported physical activity (cpar24), we classified the physical activity intensity according to the corresponding metabolic equivalent of the MET value from the Ainsworth compendium: sedentary activity (MET≤1.5), light physical activity (1.5<MET<3.0), moderate to vigorous physical activity (3.0≤MET).

bPlease note that the median of the difference between 2 variables does not necessarily correspond to the difference between the medians of the 2 variables.

cWe tested if the median total time spent in sedentary, light or moderate to vigorous activities varied between the 1st and 2nd 24-h recall using the Wilcoxon signed rank test.

dWe computed the difference in the total time spent in a specific physical activity intensity level between the 1st and 2nd 24-h recall for each participant, and we tested if that difference varied across the two strata of participants using the Wilcoxon rank sum test.

cpar24: computer-based 24-h physical activity recall.
identify gait speeds up to 12 km per h [28]. For higher gait speeds, there is an inverse relation between the true gait speed and the gait speed derived when only considering frequencies in the range of 0.25-2.5 Hz, leading to a circumstance in which frequencies from running at 16, 18, and 20 km per h resemble gait speeds of 10, 8, and 6 km per h, respectively [30,31]. However, few people achieve high gait speeds. In addition, any potential misclassification of the exact speed will not affect estimates for time spent in moderate to vigorous physical activity because even a gait speed of 6 km per h is classified as moderate to vigorous physical activity.

Figure 2. Bland Altman plots comparing data from the second computer-based 24-hour physical activity recall (cpar24) against data from the first cpar24 recall among the 67 participants of the reliability study with respect to (1) the total time spent in sedentary activities, (2) the total time spent in light physical activities, (3) the total time spent in moderate to vigorous physical activities, and (4) the average metabolic equivalent of task (MET) value. LPA=light physical activity; MVPA=moderate to vigorous physical activity; MET=metabolic equivalent of task.
Figure 3. Proportion of the 53 participants of the usability study awarding the ranks 1 (excellent) to 6 (unsatisfactory) to the six items: (1) “How well were you able to recall activities performed yesterday?”, (2) “How helpful was the user’s manual?”, (3) “How helpful were the broad activity categories (eg, household chores, outdoor activities) to find a specific activity?”, (4) “How would you rate the overall ease of using the cpar24?”, (5) “How well were you able to navigate the cpar24 interface?”, and (6) “Do you like the design of the cpar24?”, stratified by age group. The heterogeneity across age was assessed using the Wilcoxon rank sum test. Please note that the result of the Wilcoxon rank sum test was not similar for items (3) and (6) in spite of comparable patterns between the age-specific distributions of rankings for items (3) and (6). The reason was that the Wilcoxon rank sum test assessed the difference between medians and not between distributions. If the difference in distributions across age groups had been tested using Fisher exact test, statistically significant difference in the distributions of rankings by age group would have been observed for all items except for item (5).

Validity of Previous Short-Term Physical Activity Recalls as Compared With the Gold Standard of Doubly-Labeled Water

Studies using doubly-labeled water measurements as the gold standard to validate energy expenditure estimates obtained from short-term physical activity recalls (24 h to 7 days) and from accelerometry revealed similar validation correlation coefficients for both methods although, within each method, the validation correlation coefficients of total energy expenditure tended to be greater than the validation correlation coefficients of physical activity energy expenditure (total energy expenditure estimates from short-term physical activity recalls [7,32-39]: average correlation=.57, range=.32-.88; total energy expenditure from accelerometry [40]: average correlation=.52, range=.18-.83; physical activity energy expenditure from short-term physical activity recalls [7,38,39,41,42]: average correlation=.21, range=.07-.68; physical activity energy expenditure from accelerometry [40]: average correlation=.39, range=.30-.83). Similarly, there appeared to be less variation across accuracy estimates of total energy expenditure than physical activity energy expenditure for both methods when using doubly-labeled
water as the gold standard (total energy expenditure from short-term physical activity recalls [7,32-35,37-39,42-48]: mean percent difference=7%, range=−27%−37%; total energy expenditure from accelerometer [40]: mean percent difference=−12%, range=−22%−1%; physical activity energy expenditure from short-term physical activity recalls [7,38,39,41,48,49]: mean percent difference=20%, range=−20%−113%; physical activity energy expenditure from accelerometer [40]: mean percent difference=24%, range=−59%−40%). However, accelerometer tended to underestimate energy expenditure, whereas short-term physical activity recalls tended to overestimate energy expenditure.

### Validity of Previous Short-Term Physical Activity Recalls as Compared With Accelerometer

Studies validating physical activity recalls using accelerometer as the gold standard reported stronger average correlation coefficients between energy expenditure estimates (expressed as total energy expenditure, physical activity energy expenditure, average MET per hour, or physical activity MET per week) and accelerometer counts per minute from 24-h recalls than from 7-day recalls (24-h recalls [9,10,41,50,51]: average correlation=.48, range=.23−.82; 7-day recalls [41,51−55]: average correlation=.36, range=.02−.90). In contrast, average correlations between self-report and accelerometer-based estimates for time spent in sedentary and light activities were greater for 7-day recalls than for 24-h recalls, whereas those for time spent in moderate to vigorous activities agreed across 24-h recalls and 7-day recalls (time spent in sedentary activities among 24-h recalls [10,12]: average correlation=.19, range=−.05−.59; time spent in sedentary activities among 7-day recalls [52,54−57]: average correlation=.37, range=.20−.65; time spent in light activities among 24-h recalls [11,12,58]: average correlation=.18, range=−.16−.45; time spent in light activities among a single 7-day recall [58]: correlation=.37; time spent in moderate to vigorous activities among 24-h recalls [10,11,59,60]: average correlation=.19, range=−.05−.26; time spent in moderate to vigorous activities among 7-day recalls [39,55−57,60,61]: average correlation=.26, range=.06−.51). Studies comparing short-term physical activity recalls (24 h to 7 days) with accelerometer tended to report greater estimates of total energy expenditure, light activities, and moderate to vigorous activities (percent difference for total energy expenditure [50,51]: mean=+19%, range=+12%−+31%; for physical activity energy expenditure [49,53]: mean=+87%, range=+80%−+95%; for light activities [11,12,58]: mean=+36%, range=−8%−+107%; for moderate to vigorous activities [11,55,56,59,61]: mean=+260%, range=+29%−+778%). In contrast, there were as many studies overestimating sedentary activities as there were studies underestimating sedentary activities (percent difference for sedentary activities among studies overestimating sedentary activities [11,12,54]: mean=+17%, range=+11%−+27%; among studies underestimating sedentary activities [55,57]: mean=−32%, range=−44% to −13%; among all studies estimating sedentary activities [11,12,54−57]: mean=−4%, range=−44%−+27%).

### Reliability of Previous Short-Term Physical Activity Recalls

The reliability correlation coefficients of short-term physical activity recalls (24 h to 7 days) appear to decrease with increasing time between replicate measurements. Replicate measurements of a specific 24-h physical activity recall separated by a time lag of 4 hours yielded a positive correlation of .99 [9,10], whereas correlation coefficients for another 24-h physical activity recall varied between .55 and .63 for a time lag of 6 months [12]. Similarly, the smaller the time lag between replicate measurements, the greater the reliability coefficient for 7-day physical activity recalls. Specifically, the reliability coefficient for a time lag of less than a week is .79 (range=.45−.99), for a time lag of 1−4 weeks it is .63 (range=.22−.91), and for a time lag of 2−12 months it is .50 (range=.33−.65) [23]. In contrast, reliability coefficients of 12-month physical activity recalls appear to be less sensitive to the length of the period between measurements. The reliability coefficient for a time lag of less than 1 month is .68 (range=.17−.99) and for a time lag of 2−12 months it is .72 (range=.65−.78) [23]. Reliability coefficients of 7-day physical activity recalls administered less than 1 week apart appeared to be greater for sedentary (mean reliability coefficient=.81, range=.71−.91) [23] than for moderate to vigorous physical activity (mean reliability coefficient=.76, range=.45−.99) [23] and for total energy expenditure (mean reliability coefficient=.73, range=.54−.93) [23]. Two previous studies [9,10] investigated the reliability of a single 24-h physical activity recall with measurements taken 4 hours apart and reported reliability coefficients of .99 each for time spent in moderate to vigorous physical activity and for total energy expenditure. Those studies [9,10] did not report reliability coefficients for total sedentary activity but provided data for sleep (r=.99), screen time (r=.99), and the complement of sedentary time (non-sedentary time, r=.99).

### Reliability of the cpar24 in Comparison With Previous Short-Term Physical Activity Recalls

In our study, the reliability correlation coefficients for the total time spent in sedentary (r=.75), light (r=.65), and moderate to vigorous (r=.92) activities, and the reliability correlation coefficient for total energy expenditure (r=.91, assessed as average MET per h) were in the top range of reliability coefficients observed previously for 7-day physical activity recalls administered less than 1 week apart (average correlation=.76, range=.45−.99) [23]. However, the reliability correlation coefficients for our 24-h physical activity recall ranging between .65 and .92 were smaller than those reported for a previous 24-h physical activity recall (all r=.99) [9,10]. To our knowledge, reliability correlation coefficients for additional previous 24-h physical activity recalls are currently not available for further comparison. In line with a previous 24-h recall [9], no statistically significant differences emerged between estimates of average MET and time spent in specific activity intensities obtained from two 24-h physical activity recalls, the second of which was completed 3 hours after completion of the first recall.
Validity of the cpar24 in Comparison With Previous Short-Term Physical Activity Recalls

In our validation study, we deliberately refrained from comparing MET values derived from accelerometer counts with MET values derived from the 24-h physical activity recall because neither method provides accurate MET estimates. In particular, the derivation of MET values from accelerometer counts is challenging, and no conversion rule has been proven universally valid, not even with respect to treadmill walking or running, the discipline for which most formulae were derived [18,25-27,62-69]. Similarly, divergences of measured MET values from the Ainsworth MET values in either direction have been reported for a wide range of activities, including walking or running, ascending or descending stairs, and moving heavy objects [15,70], suggesting that representing a specific activity by a single MET value is challenging.

We found that the validity correlation coefficients for our 24-h physical activity recall for the total time spent in sedentary (r=54), light (r=46), and moderate to vigorous activity (r=50) were superior to the average validity correlation coefficients reported for previous 24-h physical activity recalls evaluated against accelerometer (validity correlation coefficient for sedentary activity [10,12]; mean=19, range=-0.59; for light physical activity [11,12,58]; mean=-18, range=0.16.45; for moderate to vigorous physical activity [10,11,59,60]; mean=19, range=0.05.26). The validity correlation coefficients of our 24-h physical activity recall were also in the top range when compared with previous 7-day physical activity recalls evaluated against accelerometer (validity correlation coefficient for sedentary activity [52,54-57]; mean=37, range=0.20.65; for light physical activity [58]; mean=37; for moderate to vigorous physical activity [39,55-57,60,61]; mean=26, range=0.06-51).

When comparing cpar24 data with accelerometer data, we found that the cpar24 statistically significantly overestimated moderate to vigorous physical activity time by +353%, which was greater than the average overestimation of +260% (range=+29%--+778%) reported in 6 previous studies [11,55,56,59-61] evaluating short-term recalls (24 h to 7 days) against accelerometer. In our study, the statistically significant overestimation of moderate to vigorous physical activity corresponded to an absolute difference of 89 min, and it was compensated by a statistically significant underestimation of time spent in light activities by -123 minutes (-28%). By comparison, previous short-term physical activity recalls (24 h to 7 days) [11,12,58] tended to overestimate light activities by an average of 36% (range=8%-107%) as compared with accelerometer. In contrast to previous statistically significant over-reporting of sedentary time [11,12,54] (by an average of +17%, range=+11%+27%) and in contrast to previous statistically significant under-reporting of sedentary time [55-57] (by an average of -32%, range=-44% to -13%), we observed a small, statistically nonsignificant overall difference of +1% between cpar24 and accelerometer estimates of sedentary time in our study. Yet, Bland Altman plots for our study revealed that the overall difference of +1% between cpar24 and accelerometer estimates of sedentary time resulted from an averaging out of over-reporting of sedentary time among sedentary participants and under-reporting of sedentary time among physically active participants. Similar observations were made in previous studies [10,54-56]. In addition, over-reporting of moderate to vigorous physical activities was stronger among physically active than sedentary participants in our and other studies [54-56,59,61].

In stratified analyses, we observed no statistically significant differences between cpar24 and accelerometer data regarding estimates of activities of various intensities across strata defined by age (aged < 60 years, aged ≥60 years), gender (men, women), and BMI (BMI<25 kg/m², BMI≥25 kg/m²) (all P difference≥23) as did several previous studies [11,12,57,59-61]. In contrast, one previous 7-day physical activity recall evaluation study [54] found that over-reporting of sedentary activities was statistically significantly greater among men as compared to women and among participants aged 18-34 years as compared with participants aged 50 years or more, whereas under-reporting of moderate to vigorous physical activities was greater among normal weight participants than among overweight and obese participants. In contrast to that study [54], another previous 7-day physical activity recall evaluation study [55] reported less over-reporting of moderate to vigorous physical activities among participants aged 18-39 years as compared with participants aged 65 years or more, whereas no statistically significant differences were seen for moderate to vigorous activities across gender and for sedentary activities across age and gender.

Strengths and Limitations

An important strength of our study is the use of accelerometry as objective comparison criterion, which enabled us to validate our estimates of total time spent in sedentary, light, and moderate to vigorous activities. Furthermore, the inclusion of a random sample of men and women aged 22 to 70 years from the general population allowed us to demonstrate the applicability of our 24-h physical activity recall to the general population. In addition, we conducted extensive comparisons between the validity and reliability correlation coefficients observed for our 24-h recall with those reported for a wide range of existing 24-h to 7-day physical activity recalls. We found that the validity and reliability correlation coefficients of our 24-h physical activity recall were in the top range of those reported for previous 24-h to 7-day physical activity recalls.

One limitation of our study is that we were not able to validate resistance-based activities (eg, stair climbing or carrying heavy loads) and vehicle-based activities (driving a car or cycling) due to the technologic limitations of our accelerometer. To close that gap, behavior recognition methods based on simultaneous monitoring of heart rate, body heat, body motion and position, limb motion and position, foot pressure, global positioning system, and barometric pressure are currently being evaluated [71]. Furthermore, we were not able to evaluate the absolute validity of total energy expenditure estimates, which should be done in future studies. In addition, we did not investigate the within-person variation in accelerometer and cpar24 measurements across different days and different seasons, and we can therefore not comment on how many days of measurements are required to obtain reliable physical activity estimates for a specific study period. Further studies are required...
to investigate the validity and reliability of cpar24 recalls to estimate average physical activity levels for longer study periods, to examine the influences of season and day of the week on the validity and reliability of those estimates, and to compare those estimates against estimates obtained from physical activity questionnaires covering the same study period.

Conclusions
In conclusion, our cpar24 is a feasible, valid, reliable and user-friendly assessment of physical activity in adults. It provides estimates of total energy expenditure and time spent in sedentary, light, and moderate to vigorous activities with above-average validity correlation coefficients of .46 to .54 as compared with previous 24-h recall instruments. While we were able to establish the relative validity of our instrument as compared with accelerometer measurements, future studies are needed to verify the absolute validity of our cpar24.
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Abstract

Background: Primary health care workers (PHCWs) are a major force in delivering basic public health services (BPHS) in rural China. It is necessary to take effective training approaches to improve PHCWs’ competency on BPHS. Both electronic learning (e-learning) and blended learning have been widely used in the health workers’ education. However, there is limited evidence on the effects of blended learning in comparison with pure e-learning.

Objective: The aim of this study was to evaluate the effects of a blended-learning approach for rural PHCWs in improving their knowledge about BPHS as well as training satisfaction in comparison with a pure e-learning approach.

Methods: The study was conducted among PHCWs in 6 rural counties of Hubei Province, China, between August 2013 and April 2014. Three counties were randomly allocated blended-learning courses (29 township centers or 612 PHCWs—the experimental group), and three counties were allocated pure e-learning courses (31 township centers or 625 PHCWs—the control group). Three course modules were administered for 5 weeks, with assessments at baseline and postcourse. Primary outcomes were score changes in courses’ knowledge. Secondary outcome was participant satisfaction (5-point Likert scale anchored between 1 [strongly agree] and 5 [strongly disagree]).

Results: The experimental group had higher mean scores than the control group in knowledge achievement in three course modules: (1) module 1: 93.21 (95% CI 92.49-93.93) in experimental group versus 88.29 (95% CI 87.19-89.40) in the control group; adjusted difference, 4.92 (95% CI 2.61-7.24; \( P < .001 \)); (2) module 2: 94.05 (95% CI 93.37-94.73) in the experimental group vs 90.22 (95% CI 89.12-91.31) in the control group; adjusted difference, 3.67 (95% CI 1.17-6.18; \( P = .004 \)); (3) module 3: 93.88 (95% CI 93.08-94.68) in the experimental group versus 89.09 (95% CI 87.89-90.30) in control group; adjusted difference, 4.63 (95% CI 2.12-7.14; \( P < .001 \)). The participants in the experimental learning group gave more positive responses with the four issues than control group participants: (1) the increase of interest in learning, 1.85 (95% CI 1.22-2.80; \( P = .003 \)); (2) the increase of interaction with others, 1.77 (95% CI 1.20-2.60; \( P = .004 \)); (3) the satisfaction with learning experience, 1.78 (95% CI 1.11-2.88; \( P = .02 \)); and (4) achievement of learning objectives, 1.63 (95% CI 1.08-2.48; \( P = .02 \)).

Conclusions: Among PHCWs in rural China, a blended-learning approach to BPHS training could result in a higher knowledge achievement and satisfaction level compared with a pure e-learning approach. The findings of the study will contribute knowledge to improve the competency of PHCWs in similar settings.
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blended learning; e-learning; primary health care workers; public health services

Introduction

Background
In rural China, health services were delivered by a 3-tiered system consisting of county-level health care facilities, township hospitals, and village health clinics [1]. With the goal of providing affordable and equitable basic health care for all residents by 2020, the Chinese government launched a health care reform plan in April 2009. One of the main measures of this plan is the provision of a package of basic public health services (BPHS) for all residents. In 2015, the BPHS package included 13 kinds of services: health records management for residents; health education; vaccination; health management for children under 6 years of age; maternal health care; health care for the elderly; health care management of patients with hypertension, type 2 diabetes, severe mental illness, or tuberculosis (TB); reporting of infectious diseases and public health emergencies; health administrative oversight; and health management of Chinese traditional medicine [2]. Primary health care workers (PHCWs), especially those from village clinics and township hospitals, are at the bottom tier in terms of delivering most BPHS to rural residents.

Human resources is the crucial core of a health system, especially with regard to quantity and quality [3]. The competency of PHCWs can affect the delivery of BPHS in rural China, particularly the service quality [4]. Previous studies have revealed that most PHCWs, especially village doctors, have poor education and insufficient competency to provide high quality service [4,5]. One important strategy to improve the competency of PHCWs is training [6]. At present, the main training mode for PHCWs is the traditional face-to-face training [7], but its inflexibility, time constraints, travel costs, and limited training opportunities have negative effects on training [8,9]. Our previous qualitative study showed that the BPHS training was inadequate and ineffective in rural China [9]. Thus, there is a need for more effective solutions for training rural PHCWs on BPHS.

The increased popularity of the Internet and the growth of computer processing power during the past decade have provided opportunities for innovation and new approaches for training [10]. Alternatives to the traditional face-to-face training delivery, electronic learning (e-learning), and blended learning (a combination of e-learning and face-to-face learning) have been widely used in the health workers education [11-14]. Cook et al’s [15] systematic review reported that Internet-based learning had more positive effects when compared with no intervention in health professions, but more comparisons of different Internet-based interventions need to be conducted. To our knowledge, there is limited evidence on the effects of blended learning in comparison with pure e-learning [16-19].

In another systematic review in 2016, Liu et al [20] showed that blended learning is more effective or at least as effective as pure e-learning or pure traditional face-to-face learning among health professions and suggested that the more evaluation studies of blended learning, especially with e-learning should be conducted in future research.

Aim of This Study
On the basis of the fact that most PHCWs in rural China need more effective training modes to improve their knowledge on BPHS, our study aimed to evaluate the effects of a blended-learning approach in improving BPHS knowledge among PHCWs in comparison with a pure e-learning approach.

Methods

Study Design, Setting, and Participants
A comparative study was conducted in 3 cities (Yichang, Ezhou, and Xianning) in Hubei Province between August 2013 and April 2014. A multistage clustering sampling method was used to select participants in this study. In the first stage, according to their gross domestic product (GDP) rank in 2013 in Hubei Province, the cities of Yichang, Xianning, and Ezhou city were selected (low: Ezhou; medium: Xianning; high: Yichang). In the second stage, 2 counties with similar background characteristics in each city were selected; a total of 6 counties (Yiling and Zhijiang from Yichang city, Xianan and Chibi from Xianning city, and Huarong and Liangzihu District from Ezhou city) with 60 township centers were approached. In the third stage, the 2 counties in each city were randomly allocated to 2 groups, and therefore 3 counties, including 29 township centers were included in the blended-learning group (Zhijiang, Xianan, and Huarong counties; experimental intervention, 612 participants), and the other 3 counties, including 31 township centers, were in the pure e-learning group (Yiling, Chibi, and Liangzihu counties; control intervention, 625 participants). The selected counties in each city were at an average distance of more than 43 km.

Included participants were PHCWs, either from township centers or village clinics within the administrative prefecture of each selected township, who are currently providing BPHS to rural residents. Exclusion criteria were refusal to provide informed consent, lack of space to attend the training, lack the basic computer skills, or lack of an Internet connection.

Intervention and Data Collection
Three course modules were developed based on the BPHS contents [21]: Course module 1: health management of patients with hypertension; course module 2: health records management for residents; and course module 3: vaccination. Each course module consisted of 2 parts: theoretical learning and case studies. Both the theoretical and case materials were piloted in township centers and modified according to the feedback from interviews with experts and PHCWs in primary health institutions. The experimental and control groups had the same course materials. The public health services Web-based training platform based on Moodle was created for the study from August to October 2013 [22]. In addition, PHCWs outside the study area were invited to test the ease of use and stability of the training platform during the development period to ensure...
normal use of the platform. The experimental group received theoretical knowledge on the training platform and the cases delivered through the face-to-face method. In the control group, both theoretical knowledge and cases were delivered by the training platform.

All participants were enrolled in the study for an overall period of 5 weeks (1 week for trainees to familiarize themselves with training platform; 3 weeks for the theoretical learning; and 1 week for the case study). Before theoretical learning, all trainees could have access to the manual about training platform for 1 week and receive training or guidance for using the platform. For the sake of consistency between the two groups, all study subjects were required to complete the theoretical learning of the three course modules first before starting the case studies. During the intervention implementation period, there was no regular meeting held at the county CDC (Center for Disease Control and Prevention) to reduce contaminations between the two intervention groups. Two facilitators were present during the training sessions of both groups for assistance and to answer questions. The details for the interventions are as follows.

Control Group

The pure e-learning group received Internet training on the training platform. Theoretical learning was presented in the format of Microsoft PowerPoint with 5-6 questions inserted into the slides, and a synchronous audio explanation was attached in each slide. Case studies consisted of 3 video sessions in which “real-world” examples or cases were delivered by a lecturer. Each case-study video, consisting of 4-5 cases, was about 30 min in length. All learning activities had to be completed independently at a self-paced rate. Two discussion forums were developed on the training platform, for the theoretical learning and case studies respectively. The discussion forum for the theoretical learning was set to separate groups, meaning only the same group learners could discuss and talk to each other, to reduce contaminations between the two intervention groups [23]. Another discussion forum for case studies was only available to pure e-learning trainees, and it encouraged them to discuss cases and ask questions.

Experimental Group

Participants in the blended group studied the same PowerPoint-based theoretical materials (available at the same training platform) during the same period. After that, participants received the handouts of all case-study materials for self-studying 4-5 days and attended 1-day (8-h) face-to-face case-study training. All cases were administered on the day by the same lecturers as in the videos in the meeting room at county CDC. PHCWs were encouraged to discuss the cases with educators and other physicians during the face-to-face training.

Assessments

Assessment instruments consisted of two parts: the same pre- and posttest multiple-choice questions (MCQ) test in a different order to evaluate knowledge achievement, and a questionnaire to evaluate trainees’ satisfaction. Each trainee at the start answered the pretest questionnaire to gain access to the three training course modules for 4 weeks. After 4 weeks of learning, trainees were asked to complete the posttest MCQ for three course modules. Due to the various dropouts from each course module, there were different numbers of participants in each course training. After the completion of the three course modules, all participants were asked to fill out an online evaluation questionnaire during the following week.

MCQ Test to Knowledge

A similar pre- and a posttest questionnaire was developed to measure trainees’ knowledge achievement in each course module. A total of 3 knowledge MCQ tests were developed, consisting of a 10-item MCQ test in course module 1, a 15-item MCQ test in course module 2, and a 20-item MCQ test in course module 3. Both groups finished the precourse MCQ tests online within 60 min (each MCQ test under 20 min). Experimental group learners finished the post-course MCQ tests onsite, and control group learners finished them online—both within 60 minutes. All questions were scored as one point per correct response and zero points for an incorrect response. Scores were changed as a percentage of questions answered correctly.

Questionnaire to Evaluate Trainee’s Satisfaction With the Course and Training Methods

An additional 8-item questionnaire was administered to all participants to evaluate their experience with the courses and training methods on a 5-point Likert scale from 1 (strongly agree) to 5 (strongly disagree) after finishing the three course modules (both the theoretical learning and case studies). The questionnaire was piloted with 52 PHCWs and revised accordingly to ensure that the questions could be understood and answered well by all respondents. Cronbach alpha for the questionnaire was .975 according to the pilot study. Subjects who participated in the pilot test were excluded from the final analysis.

Outcomes

The primary outcome was the difference between the control and experimental intervention group in knowledge achievement (measured by baseline and postcourse MCQ tests). The secondary outcome was the difference in trainees’ satisfaction with the courses and training methods between the control and experimental intervention groups (measured by an 8-item evaluation questionnaire).

Sample Size

The information regarding baseline knowledge, possible gains, and intracluster (intraclass) correlation coefficient was obtained from our pilot study work to calculate the sample size and power calculation. A total of 56 clusters (township centers) are needed to detect a knowledge gain of 5% in the experimental intervention compared with the control intervention using a 2-sided test, an alpha level of 5%, 80% power, assuming a standard deviation of 20, an intracluster (intraclass) correlation coefficient of .06, and expecting a mean cluster size of around 20.

Statistical Analysis

Data was presented as mean with 95% CI. Responses to the baseline and postcourse assessments were scored, and comparisons between the 2 groups were made. The MCQ postscores were compared between the two groups using a
multilevel linear mixed model, with intervention group, time of assessment (baseline or postcourse), and intervention × time interaction as fixed effects and township centers and participants as random effects. For evaluating participants’ satisfaction with the training modalities, the responses were computed on a 5-point Likert scale from 1 (strongly agree) to 5 (strongly disagree). Because very few participants chose scores of 3, 4, or 5, in the analysis, we combined responses with scores of 3, 4, and 5 into a single category “neutral or disagree.” Univariate logistic regression analysis was used to calculate the odds ratios (ORs) and 95% CI for comparing the difference between the two groups on each item of the questionnaire.

All comparisons were 2-sided and were considered statistically significant at P<.05. On the basis of Cohen guidelines [24], an overall between-group effect size for outcome variable was calculated by dividing the between-group difference by the within-cluster standard deviation, with effect sizes of 0.8 considered large, 0.5 considered medium, and 0.2 considered small. SAS version 9.1 (SAS Institute) was used for all analyses.

Ethics and Consent

This study was approved by the Ethics Committee of Tongji Medical College, Huazhong University of Science and Technology. Written informed content was obtained from all study subjects before the study.

Results

Participants Characteristics and Study Participation

A total of 1237 PHCWs were recruited (Figure 1); 3 counties (Zhijiang, Xianan, and Huarong) with 29 township centers including 612 participants were assigned to the blended-learning group and 3 counties (Yiling, Chibi, and Liangzihu) with 31 towns including 625 participants were assigned to the pure e-learning group. A total of 43 participants in the blended-learning group and 62 in the pure e-learning group withdrew after the allocation due to refusal to participate or absence from baseline assessment. In total, 105 participants were lost to follow-up in course module 1; 95 in course module 2; 124 in course module 3 in the experimental group; and 87, 84, and 78 participants were lost to follow-up in course module 1, module 2, and module 3, respectively, in the control group.

Table 1 summarizes baseline characteristics of participants. Most participants had a technical secondary education background level or below and majored in western medicine. An analysis of baseline characteristics showed no statistically significant difference between the two groups.

### Table 1. Demographic characteristics of the participants.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Blended-learning group (N=569)</th>
<th>Pure e-learning group (N=563)</th>
<th>DF</th>
<th>( \chi^2 )</th>
<th>( f )</th>
<th>( P )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean age (SD(^a)), years</td>
<td>41.67 (11.08)</td>
<td>41.98 (9.58)</td>
<td>1130</td>
<td>0.5</td>
<td>.59</td>
<td></td>
</tr>
<tr>
<td>Age category, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤29 years</td>
<td>72 (12.7)</td>
<td>55 (9.8)</td>
<td>3</td>
<td>7.4</td>
<td>.06</td>
<td></td>
</tr>
<tr>
<td>30-39 years</td>
<td>184 (32.3)</td>
<td>182 (32.3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40-49 years</td>
<td>165 (29.0)</td>
<td>200 (35.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥50 years</td>
<td>148 (26.0)</td>
<td>126 (22.4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>291 (51.1)</td>
<td>320 (56.8)</td>
<td>1</td>
<td>3.7</td>
<td>.06</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>278 (48.9)</td>
<td>243 (43.2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Educational level, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Technical secondary school or below(^b)</td>
<td>453 (79.6)</td>
<td>435 (77.3)</td>
<td>2</td>
<td>1.1</td>
<td>.57</td>
<td></td>
</tr>
<tr>
<td>Junior college</td>
<td>101 (17.8)</td>
<td>109 (19.4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Undergraduate or above</td>
<td>15 (2.6)</td>
<td>19 (3.4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Major, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Western medicine</td>
<td>308 (54.9)</td>
<td>346 (61.5)</td>
<td>4</td>
<td>6.2</td>
<td>.18</td>
<td></td>
</tr>
<tr>
<td>Nursing</td>
<td>129 (23.0)</td>
<td>113 (20.1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Preventive medicine</td>
<td>52 (9.3)</td>
<td>40 (7.1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Traditional Chinese medicine</td>
<td>29 (5.2)</td>
<td>31 (5.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>43 (7.7)</td>
<td>33 (5.9)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)SD: standard deviation.

\(^b\)Technical secondary school or below: illiterate or primary school, middle school, high school, or technical secondary school.

\(^c\)\( \chi^2 \) / \( t \) test was used to compare the “mean age (SD)” between two groups with \( \chi^2 \) test comparing the differences between two groups in other variables such as “age category,” “gender,” “educational level,” and “major.”
Knowledge Achievement

Baseline knowledge scores of the three course modules between experimental and control group were similar. After the interventions, there were more gains in the experimental group than in the control group: (1) Course module 1: postcourse mean, 93.21 (95% CI 92.49-93.93) in the experimental group versus 88.29 (95% CI 87.19-89.40) in the control group; adjusted mean difference, 4.92 (95% CI 2.61-7.24; \( P < .001 \)). (2) Course module 2: postcourse mean, 94.05 (95% CI 93.37-94.73) in the experimental group versus 90.22 (95% CI 89.12-91.31) in the control group; adjusted mean difference, 3.67 (95% CI 1.17-6.18; \( P = .004 \)). (3) Course module 3: postcourse mean, 93.88 (95% CI 93.08-94.68) in the experimental group versus 89.09 (95% CI 87.89-90.30) in the control group; adjusted mean difference, 4.63 (95% CI 2.12-7.14; \( P < .001 \)). See Table 2. These gains represented moderate effect sizes for knowledge in these course modules (0.40, 0.34, and 0.40, respectively).
Table 2. Changes in knowledge using scores obtained with multiple-choice questions between blended-learning group and pure e-learning group.

<table>
<thead>
<tr>
<th>Knowledge MCQ^a scores (%), mean (95% CI)</th>
<th>Blended-learning group</th>
<th>Pure e-learning group</th>
<th>Comparisons between two groups</th>
</tr>
</thead>
<tbody>
<tr>
<td>N=464 for course module 1; N=474 for course module 2; N=445 for course module 3</td>
<td>Baseline</td>
<td>Postcourse</td>
<td>Baseline</td>
</tr>
<tr>
<td>Course module 1</td>
<td>69.69 (68.10-71.27)</td>
<td>93.21 (92.49-93.93)</td>
<td>69.63 (68.16-71.1)</td>
</tr>
<tr>
<td>Course module 2</td>
<td>71.20 (69.75-72.65)</td>
<td>94.05 (93.37-94.73)</td>
<td>72.71 (71.38-74.05)</td>
</tr>
<tr>
<td>Course module 3</td>
<td>74.12 (72.45-75.79)</td>
<td>93.88 (93.08-94.68)</td>
<td>73.85 (72.37-75.34)</td>
</tr>
</tbody>
</table>

^a MCQ: multiple-choice questions.
^b Adjusted difference is the mean difference between groups (intervention-control) adjusted for time of assessment and intervention x time interaction in a multilevel model with township center and participants as a random effect.
^c Course module 1: health management of patients with hypertension.
^d Course module 2: health records management for residents.
^e Course module 3: vaccination.

Trainee’s Satisfaction With the Interventions Methods

A questionnaire response rate of 71.9% (409/569) was achieved in the blended-learning group compared with 80.3% (452/563) in the pure e-learning group. Trainees’ subjective opinions toward the interventions were investigated, including training benefits (confidence increase, aim realization, and knowledge improvement), changes in learning interest, and satisfaction with the training mode and the interaction. A majority of PHCWs agreed that the contents were well relevant to their work (93.9% in experimental group vs 94.5% in control group, P=.70) and that they would like to try the training mode again (92.4% in experimental group vs 90.8% in control group, P=.37).

Table 3. The blended-learning trainee was found to be more in agreement than the pure e-learning trainee due to the following four issues: (1) “Participation in the training had increased my interest in learning” OR 1.85 (95% CI 1.22-2.80; P=.003); (2) “Participation in the training increased the interaction with others” OR 1.77 (95% CI 1.20-2.60; P=.004); (3) “Overall, I was satisfied with learning experience” OR 1.78 (95% CI 1.11-2.88; P=.02); and (4) “I achieved the objectives of each course” OR 1.63 (95% CI 1.08-2.48; P=.02). Concerning other questions in the evaluation questionnaire, there were no significant differences found between the experimental and control groups (Table 3).
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### Discussion

#### Principal Findings

This study suggested that in rural China, a blended approach to BPHS training was more effective in improving knowledge than a pure e-learning approach. Trainees in blended-learning group expressed a higher satisfaction level about their learning experiences than pure e-learning trainees. Our study demonstrates the feasibility of applying Internet-related technology to PHCWs’ training on BPHS and explores the various training modes to improve the knowledge of PHCWs in rural China.

Currently, the inequalities in health care provision between urban and rural areas and the inequalities in the distribution of health workers remain serious problems in China [25-27]. Rural areas have both lower densities of health workers and less-educated workforce [6]. Achieving the equitable BPHS for all residents requires that every Chinese family in rural and urban areas has access to an appropriately trained and supported health worker. Our previous qualitative study showed that most PHCWs had insufficient knowledge on BPHS but had a positive attitude toward Web-based training approaches [9]. At present, e-learning has become an increasingly popular means to promote learning among health workers using online communications [15]. Blended learning, the combination of e-learning, and face-to-face instructor training, has also been presented as a promising approach for health education [10]. The differences between two novel methods include the different communication scenarios and perceived costs, with face-to-face scenarios having higher learners’ costs [28]. In this study, we discussed the comparison results of blended and pure e-learning methods, focusing on two aspects: knowledge achievement and satisfaction level.

Our study suggests that the blended-learning approach is more effective than pure e-learning in terms of knowledge achievement. This is supported by a recent meta-analysis of 56 studies finding that blended learning appears to be more effective than or at least as effective as e-learning [20]. Our findings are consistent with the previous research which showed that the combination of computer-assisted instruction and traditional classroom lecture yield significantly greater improvement in knowledge achievement of nursing students than when either strategy is used alone in the context of congenital heart disease [16]. Similarly, Llambi et al [19] reported that Uruguayan physicians who completed a blended-learning course on tobacco cessation achieved better test scores than those who attended pure online course. Furthermore, our quantitative results in this study also showed that blended learners expressed more positive ratings about goal achievement than online learners. A possible explanation may be that blended-learning approaches allow PHCWs to have face-to-face interactions and discussions with others. A study conducted among pharmacy students emphasized the significance of face-to-face interactions in the blended-learning approach, which were more highly rated than online interactions.

### Table 3. Questionnaire evaluation of the training between the blended-learning and pure e-learning group.

<table>
<thead>
<tr>
<th>Courses evaluation questions</th>
<th>Blended-learning group (N=409) n (%)</th>
<th>Pure e-learning group (N=452) n (%)</th>
<th>OR (^b) (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. The courses are relevant to the daily work.</td>
<td>157 (38.7) 224 (55.2) 15 (3.7)</td>
<td>169 (37.4) 258 (57.1) 24 (5.3)</td>
<td>1 (0.2) 0 (0)</td>
<td>0.89 (0.50-1.58)</td>
</tr>
<tr>
<td>2. I achieved the objectives of each course.</td>
<td>141 (34.5) 228 (55.8) 30 (7.3)</td>
<td>139 (30.8) 245 (54.2) 64 (14.2)</td>
<td>4 (0.9) 0 (0)</td>
<td>1.63 (1.08-2.48)</td>
</tr>
<tr>
<td>3. Participation in the training had increased my interest in learning.</td>
<td>153 (37.5) 216 (53.0) 32 (7.8)</td>
<td>147 (32.5) 231 (51.1) 61 (13.5)</td>
<td>12 (2.7) 1 (0.2)</td>
<td>1.85 (1.22-2.80)</td>
</tr>
<tr>
<td>4. Participation in the training had increased my confidence.</td>
<td>150 (36.9) 211 (51.8) 31 (7.6)</td>
<td>149 (35.2) 230 (50.8) 43 (9.5)</td>
<td>19 (4.2) 1 (0.2)</td>
<td>1.27 (0.85-1.91)</td>
</tr>
<tr>
<td>5. Participation in this training had improved my knowledge.</td>
<td>183 (45.5) 199 (49.5) 12 (3.0)</td>
<td>191 (42.3) 243 (53.8) 16 (3.5)</td>
<td>2 (0.4) 0 (0)</td>
<td>0.79 (0.42-1.52)</td>
</tr>
<tr>
<td>6. Participation in the training increased the interaction with others.</td>
<td>155 (38.1) 206 (50.6) 35 (8.6)</td>
<td>144 (31.9) 226 (49.8) 70 (15.7)</td>
<td>12 (2.6) 0 (0)</td>
<td>1.77 (1.20-2.60)</td>
</tr>
<tr>
<td>7. I would like to try the training mode again.</td>
<td>190 (46.6) 187 (45.8) 20 (4.9)</td>
<td>205 (45.4) 205 (45.4) 36 (8.0)</td>
<td>5 (1.1) 1 (0.2)</td>
<td>1.25 (0.77-2.02)</td>
</tr>
<tr>
<td>8. Overall, I was satisfied with the training experience.</td>
<td>195 (48.3) 181 (44.8) 23 (5.7)</td>
<td>136 (30.1) 263 (58.2) 49 (10.8)</td>
<td>4 (0.9) 0 (0)</td>
<td>1.78 (1.11-2.88)</td>
</tr>
</tbody>
</table>

\(^a\)Responses to questions about the feedback on Web-based training platform were on a 5-point Likert scale, ranging from 1 (strongly agree) to 5 (strongly disagree).

\(^b\)OR: odds ratio.

\(^c\)Univariate logistic regression analysis was used to compare the differences between two groups (dependent variable as two categories with combining scores 1, 2 into one category and scores 3, 4, 5 to another category).
[29]. Lack of face-to-face interaction was reported to be a challenge addressed in e-learning programs [30,31]. Previous studies suggested that lack of face-to-face interaction in the pure e-learning may contribute to professional isolation, a decrease in learning experience quality, and unsatisfactory learning outcomes [14,32,33]. According to constructivist learning theory, learning is a social activity, which is intimately associated with the connection with other human beings, teachers, peers, and so on [34]. The theory proposed that learners who have recognized the social aspect of learning and enhanced their interaction with others are more likely to have successful learning experiences [34]. This is further supported by our results showing that blended learners had increased interaction with others via the training than e-learners. Similarly, other studies indicated that blended-learning learners are less likely to experience feelings of isolation or reduced learning interest when compared with e-learners [20,35-37]. Consistent with the previous studies, blended learning achieved a greater learning interest in our study. The richness of blended experiences, including two forms of learning methods and allowing learners to have the face-to-face association and interaction with peers, might also promote learners’ learning interest.

In our study, we found that blended-learning trainees had a higher satisfaction level about their learning experiences than pure e-learning trainees. As for the case-based problem solving courses, social and collaborative learning experiences are important to help individuals in thinking, learning, and finding a solution for problems [34]. So and Brush [38] indicated that learner perceptions of collaborative learning were related to learning satisfaction, and learners with higher perceived levels of collaborative learning tended to be more satisfied with blended courses. Although participants in the pure e-learning group could communicate with others in the discussion forums on the BPHS Web-based platform, the asynchronous communication might not make trainees feel part of a learning community. Another study revealed that the learners in the online learning group claimed less learning support and more workload than learners in the blended-learning group with the explanation that learners in the Web-based learning group might lack a sense of presence or belonging [39]. Blended learning with various instructional methods, such as the mix of the face-to-face form of classroom training and Web-based technology, was the major factor in enhancing learner satisfaction [39,40].

Consideration of learning outcome alongside the devoted costs and resources was important for educators to effectively review the educational interventions [41]. Commonly, there are five basic cost-driving categories related to both blended-learning and pure e-learning approaches: labor costs, content development and acquisition, technology and infrastructure, operations costs, and learner-support services [42]. It was reported that developing a 100% online, media-rich, self-paced Web-based content was expensive and required multiple resources and skills [43]. Meanwhile, previous studies suggested that blended learning may potentially balance out and optimize the training program development and deployment cost and time by combining different delivery modes [43,44]. However, another study pointed out that not all blended learning would be cost-effective, and that the design of learning models around staff time was the determinant [45]. In addition, the resource support in the blended learning are involved in making different forms of resources (offline and online) available for learners as well as organizing them [43]. Thus, the cost-effective analysis of the blended versus pure e-learning approaches is necessary for educators to develop a more cost-effective mode, and we suggest that it needs to be conducted in the future.

Although blended learning shows positive learning outcomes and satisfaction level in the study, barriers to the implementation among PHCWs still exist. Possible barriers to blended learning include technical difficulties, such as interrupted or limited Internet connection, poor computer literacy, and hindrance in accessing learning resource material, as reported previously [11,46]. The lack of time for PHCWs to take part due to service load was another barrier because most rural PHCWs are responsible for delivering both BPHS and medical service to residents [5]. The barriers mentioned above could explain most dropouts in the blended-learning group in our study. Making suitable arrangement between work and training is critical for PHCWs to complete the training courses. On the other side, selecting the right blend between face-to-face and online learning is also important for the successful implementation of blended courses [47], which should take into account the job characteristics of health care workers.

**Strengths and Limitations**

To our knowledge, this is the first study to compare the effectiveness of a blended-learning approach with a pure e-learning approach to BPHS training among rural PHCWs. The main strengths of this study include the relatively large sample size, and both subjective and objective evaluation methods applied for comparison. Furthermore, our study provided more evidence on the effects of blended learning in comparison with pure e-learning.

The study has five limitations. First, the dropouts in both groups were seen in our study. The dropout rates were similar in the blended group and pure e-learning group in course module 1 (18.5% vs 15.5%) and course module 2 (16.7% vs 14.9%). As for course module 3, we should caution that the dropout rate was differentially higher in the blended group (21.8%) than that in the pure e-learning group (13.9%). However, the background characteristics of participants who drop out in two groups in the course module 3 were similar. As well, there were no significant differences in the comparison of background characteristics between dropouts and non-dropouts. In addition, among dropouts who had completed the baseline assessment of course module 3, there was no baseline difference between those who completed (mean score 73.98 [SD 17.26]; n=930) and dropouts (mean score 72.29 [SD 23.75]; n=155) with difference, 1.69 (95% CI -1.43 to 4.81; P=0.40). As there are some dropouts who had not completed the baseline assessment and their willingness had not been investigated, we still should caution the potential selective bias. Second, all subjects included in this study were from Central China, which limits its generalizability to other areas. Third, we compared the knowledge achievement between two training modes, but the effects of the courses on behavioral change or long-term
educational outcomes were not evaluated and compared in this study. Fourth, the same knowledge questionnaires for pre- and posttest were used in the study, which might have introduced a subject sensitization bias. Fifth, the economic evaluation of two different training forms was not carried out in our study. To develop a more cost-effective training mode, the economic evaluation should be performed in a future study.

**Conclusions**

In conclusion, blended approaches to BPHS training resulted in a better knowledge achievement and a higher satisfaction level than pure e-learning approaches among PHCWs in rural China. Using more effective training modes to improve PHCWs’ knowledge on BPHS can help enhance the PHCWs’ competency and accordingly improve the quality of health care in rural China in order to achieve health equity. To provide more rigorous evidence on the effects of blended learning in comparison with pure e-learning, more research is needed in the future.
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Effects of Using Child Personas in the Development of a Digital Peer Support Service for Childhood Cancer Survivors

Abstract

Background: Peer support services have the potential to support children who survive cancer by handling the physical, mental, and social challenges associated with survival and return to everyday life. Involving the children themselves in the design process allows for adapting services to authentic user behaviors and goals. As there are several challenges that put critical requirements on a user-centered design process, we developed a design method based on personas adapted to the particular needs of children that promotes health and handles a sensitive design context.

Objective: The purpose of this study was to evaluate the effects of using child personas in the development of a digital peer support service for childhood cancer survivors.

Methods: The user group’s needs and behaviors were characterized based on cohort data and literature, focus group interviews with childhood cancer survivors (n=15, 8-12 years), stakeholder interviews with health care professionals and parents (n=13), user interviews, and observations. Data were interpreted and explained together with childhood cancer survivors (n=5) in three explorative design workshops and a validation workshop with children (n=7).

Results: We present findings and insights on how to codesign child personas in the context of developing digital peer support services with childhood cancer survivors. The work resulted in three primary personas that model the behaviors, attitudes, and goals of three user archetypes tailored for developing health-promoting services in this particular use context. Additionally, we also report on the effects of using these personas in the design of a digital peer support service called Give Me a Break.

Conclusions: By applying our progressive steps of data collection and analysis, we arrive at authentic child-personas that were successfully used to design and develop health-promoting services for children in vulnerable life stages. The child-personas serve as effective collaboration and communication aids for both internal and external purposes.
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Introduction

Peer Support for Childhood Cancer Survivors

Advances in diagnosis, risk stratification, and treatment protocols have resulted in that most children who are diagnosed with cancer survive the disease and have the potential to live a long life with a quality of life comparable with their peers. However, the transition from a period of intensive treatment to everyday life is often associated with physical and psychological problems for which they need professional support [1-3]. Managing these physical and psychological problems as well as the social challenges that are associated with the experiences and consequences of the disease can be facilitated by social support mediated by peers on whom the child can rely and who
share a similar background [4]. The availability of such peer support is limited and resources are often offered sporadically and by the initiative of patient organizations or health care services [5]. This shortage in resources that fulfills the needs and requirements of the target group demonstrates the need to develop peer support services that are adapted to the preferences and requirements of child users and that are not restricted by clinical, geographical, age-related, and logistic limitations of face-to-face interaction associated with this user group [6].

**Designing With and for Children in a Sensitive Context**

Developing digital peer support (DPS) services directed toward children surviving from cancer to facilitate health-promoting social connectedness to other children with similar experiences has to involve the children themselves in the design process to allow for inclusion of their perspectives on challenges of survival and on how to integrate such services into their everyday life [7,8]. A user-centered design (UCD) process enables designers to meet the children’s worldview, their cognitive and emotional developmental stage, age, and gender [9], as well as their requirements on usability and experiential quality [6]. Children can be involved through a variety of UCD techniques and methods such as cooperative and participatory design [10,11], contextual design [12], and persona-based design [13-15]. The involvement of children can be achieved through participation in different stages of the design process and for different purposes such as, defining the needs within the user group in a particular area, formulating the aim of the design, planning and setting up methodologies, assembling and analyzing data, sketching and prototyping, and planning and implementing dissemination of findings [16].

Involvement of children who have survived cancer in the context of health-promoting and social digital services is associated with several challenges, which, if unaddressed, might have a negative impact on their chances of getting an active role in a user-centered design process. First, although it is acknowledged that children have the right to be heard in matters that affect their lives, health, and care, they are often viewed as “vulnerable” subjects due to their dependence on adults. It is therefore essential to protect children from harm associated with involvement and therefore carefully handle consent to participation, confidentiality, research context, and activities [17]. Second, children who have experiences from a severe disease are seen as even more vulnerable in relation to participation and it is common that various gatekeepers restrict their participation, such as ethical boards, health care professionals, parents [18], and ultimately, the children themselves and their willingness to participate in processes developed by researchers or designers [17]. Third, the specific characteristics of this user group (eg, age-span, medical history, geographic spread, and clinical restrictions) make it difficult to recruit, meet, and engage the children on a regular basis for long-term participatory design work. UCD techniques and methods that take these considerations into account could be powerful tools for user involvement in the design context outlined previously. To address these problems, we developed a design process based on “personas” adapted to the particular requirements of addressing the needs of children, promoting health, and handling a sensitive context.

**A Persona-Based Design Process for Health Care Contexts**

Persona-based design is a UCD approach that provides a vivid representation of the target users, makes them concrete and life-like, and not merely described by demographic statistics. Personas are defined as “fictional, specific, concrete representations of target users” [19]; however even though they are fictitious, personas are created directly from research data collected using both qualitative and quantitative research methods. The use of personas as a design method has been applied in different ways. One of the most well-known in the industry is goal-directed design (GDD) [13,14]. GDD has been used within health care research projects as well [20].

An essential benefit of using personas is that they have the potential to build empathy for the target users [21]. In the context of designing interactive systems, empathy is understood as an understanding of—and identification with—the user to ensure that they will be able to take advantage of the service being designed and will be able to use it with pleasure rather than frustration. Another benefit often voiced regarding persona-based design is the persona’s effectiveness in conveying design requirements to various stakeholders [22,23]. However, as we predicted that several of the stakeholders would act as gatekeepers and—based on a protective stance—would limit access to children with experience from cancer treatment in the development of a DPS service, we applied an approach toward users’ participation based on differences between a “salutogenic” orientation and a “pathogenic” orientation in relation to health. The original idea of salutogenesis states that it is more important to focus on peoples’ resources and capacities to create health rather than focusing on risks, ill health, and disease (pathogenesis) [24]. The concept of salutogenesis has been developed toward, first, problem solving and second, capacity to use resources available [25]. In line with this we used the salutogenic orientation to focus the development of a DPS service on factors that maintain and promote health and well-being of childhood cancer survivors and the pathogenic orientation to focus on factors that are related to disease and treatment in relation to DPS services. The salutogenic orientation was thus used to incorporate aspects that are inherent to the users and their motivations, behaviors, and goals related to everyday life at home, with friends and family, and in school, whereas the pathogenic orientation was used to incorporate stakeholders’ views on the challenges and limitations related to disease and treatment that a DPS service has to deal with.

**Study Aim**

Along these lines, our design approach takes a user-centered, cocreative perspective, where the use of child-personas plays an important role. The design context for children who have survived cancer is of a sensitive nature, where ethical considerations need to be addressed regarding what topics can be handled during interviews and workshops to ensure a healthy environment for all participants [26]. This puts additional requirements on the design methodology, as the restrictions inherent in this sensitive design context limit the ways user data can be collected compared with traditional approaches. The purpose of this study was to develop high-quality, authentic
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personas for DPS service design for children who have survived cancer. This paper describes and discusses a method for coconstruction of personas with children in sensitive design contexts and the effects of using these personas in the development of a DPS service for childhood cancer survivors.

Methods

Study Design

Due to ethical reasons, a salutogenic perspective was prominent throughout the activities performed with children. Stakeholder interviews with health care professionals and parents of children with a history of cancer provided a pathogenic perspective. Personas were later created to merge these perspectives. The study was approved by the regional ethical board (dnr 2011/307).

Participants

For the initial semistructured focus group interviews, children between the ages of 8-12 that were currently under maintenance treatment or in remission from cancer were recruited (Table 1). Children that were still in an acute state of cancer treatment and children who had only received radiation therapy or surgery were excluded from the study. The children were recruited through two Swedish hospitals. Nurses selected 10 girls and 19 boys that fit the inclusion criteria, of whom 5 girls and 10 boys consented to participate. Both the children and their parents gave informed consent.

Recruitment for the stakeholder interviews was based on an organizational perspective with the identification of important professional roles (eg, medical specialist, clinic leader, consultancy nurses; Table 1). From the initial interviews, additional important roles were identified. In total, 9 health care professionals were interviewed: 1 medical specialist or doctor, 1 clinic leader (doctor), 1 oncology nurse, 2 consultancy nurses, 2 play or occupational therapists, 1 sibling supporter (nurse), and 1 representative from a local childhood cancer patient association. Additionally, 4 parents of children between the ages of 9-11 years with a history of cancer were interviewed.

From the 15 children who had participated in the initial focus group interviews, 5 were chosen for further participation in a series of 3 explorative design workshops (Table 1). These children (3 boys aged 11-12 years and 2 girls aged 11 and 13 years) were selected as they represented particularly well-functioning groups and had shown a high level of creativity during the initial focus group interviews. For the final workshop, 3 girls and 4 boys without experience from cancer treatment aged 10-12 years were recruited from a local school (Table 1).

Focus Group Interviews

The focus group interviews aimed at researching how children with a history of cancer treatment experienced friendship [27] (Table 1). The focus of the interviews was how the children interacted socially with their friends and what their everyday lives looked like. The focus groups (n=5) each comprised 3 children of similar age and same gender and were performed in a location chosen together with the children’s families. In this context, small homogeneous groups are recommended to ensure that children’s needs are met [18,28]. Due to geographical reasons, one of the focus group interviews was performed with groups of children with mixed genders.

The focus group interviews, each approximately 90 min, were recorded using video and sound. The interviews were semistructured and separated into three stages. First, a section meant to create familiarity within the group and familiarize the children with each other [29]. Second, a section where the children used creative and informative techniques to articulate opinions and experiences on relevant topics. Activities included, for example, brainstorming, drawing and telling, listing, and answering activity-oriented questions—techniques used to help children in expressing themselves [30,31]. Finally, a third closing section that summarized the focus group interview.

Stakeholder Interviews

Considering input from subject-matter experts and important business roles is a vital and common precursor to successful design. These interviews are often performed before user involvement. Also, for this study we were aware of the limitation of not being able to broach the pathogenic perspective with the children, and thus further importance was placed on these interviews. The semistructured stakeholder interviews (n=13) were driven by the children’s views gained from the focus group interviews and gave insight into the relevant pathogenic aspects related to the disease, treatment, and later transition to everyday life, and spoke of for example long-term treatment strategies, challenges, and the possible effects of introducing DPS into the health care process [5] (Table 1).

Design Workshops

After the stakeholder interviews, we involved 5 children who had previously participated in the focus groups in 3 explorative and generative design workshops. Each workshop was run twice, once with the 3 boys and once with the 2 girls resulting in 6 workshops in total. Around 3-4 researchers participated in each workshop, where one child and one adult always cooperated, and the remaining researcher functioned as facilitator. Each workshop lasted 3 hours including a meal break (Table 1).

Comics were used as a theme throughout all workshops. Having a familiar theme recur throughout all workshops can serve to make the design process easier for the participants to understand [32]. Each workshop had a different focus: (1) building familiarity and creating proxy personas, (2) creating redemption scenarios, and (3) feedback and prototyping. After both rounds of workshops had been performed, the 7 children who had participated took part in a summary session where they gave feedback on the outcomes and early prototypes. This also served to inform the children of what their contribution had contributed to, as is recommended from an ethical standpoint [26].

A few months after the conclusion of the explorative design workshops, a fourth validation workshop was conducted with 7 children aged 10-12 years. These children had not been part of the previous design workshops or focus groups and did not have a history of cancer. The work in this workshop was performed in groups of 2-3 children with 1-2 adults for 3 hours. The aim of this workshop was to gain feedback related to feasibility on presented design concepts.
Workshop 1: Proxy Personas
The aim of the first workshop was mainly to create familiarity within the group, as not all participating researchers had met the children. The aim was to create proxy personas that the participants could identify with and that could be used as the base of the redemption scenarios of the second workshop.

Each child-adult pair created one cut-out-doll character and presented their character to the rest of the group at the end of the session. During the character creation process, the facilitator motivated the participants by asking questions about the characters that the pairs were creating. These questions ranged from concrete and tangible (eg, “what is your character’s name?”) to more value-oriented and abstract questions (eg, “what does your character like or dislike?” and “what is important to your character?”). The latter questions were informed by the focus group interviews, as well as the information gained from the stakeholder interviews. From this work emerged basic demographic information as well as values and motivational aspects of the characters. This information about and descriptions of the characters were after the workshop summarized and compiled into visually appealing and informative descriptions that we called proxy personas.

Workshop 2: Redemption Scenarios
The aim of the second workshop was to create redemption scenarios in the form of stories, using the characters created during the first workshop. Initially, the children were asked if they wanted to change anything about their characters. When they were satisfied with the characters, they each again teamed up with an adult and set to the task of completing comics. This process is similar to that detailed in [33]. The pairs were given the beginnings and endings of comics that detailed scenarios that were initially problematic (eg, the character feeling that their friends didn’t understand them) and eventually were solved through social interaction (eg, the character feeling that their friends understood them better). The pairs were asked to fill in the middle, that is, how the problem was solved.

Each storyline was set a priori based on theories of friendship and peer support [4] and the conceptual model of friendship established from the focus group interviews [27]. The purpose of the task was to gain the children’s perspective on how these positive experiences were created. The comics allowed the design teams to explore themes such as friendship, social support, and play. Yet, by using comics and characters as proxies, the children were not speaking about themselves and their own experiences, thus reducing the risk of their participation being upsetting.

The story-creation process allowed us to learn about the children’s reasoning and preferences for social interaction, and how they currently received support from both family and peers. The process corresponds to context scenario creation [14], where the characters act as personas.

Workshop 3: Design Session
The focus of the third workshop was ideation. The group with 3 boys was asked to give feedback, discuss, and change design concepts presented as continuations of the comics they created in the second workshop. The group with 2 girls was asked to sketch and prototype design solutions that fit into the comics’ redemptions scenarios. The aim was not to identify more design ideas but to keep exploring the children’s interests and motivations. Therefore, the ideas were allowed to vary in both theme and quality. Whereas some concepts showed promise, others were not realistic. Nevertheless, all ideas were captured and made part of the subsequent analysis.

Workshop 4: Feedback on Feasibility
The fourth workshop was, as mentioned, conducted with a group of children who did not have a history of cancer and had not previously been part of the research project. The aim of the workshop was to gather feedback on suggested design concepts. We chose to include healthy children at this stage to not overuse the limited target group [26], and the sought feedback was not unique to this target group.

The children worked in teams of 2-3 and moved between 3 stations. Each station was run by 1-2 adults and was given approximately 30 min. The concepts presented at each station were in the form of low-fi prototypes, and the children gave both verbal and drawn feedback. The feedback varied from simple adaptations to completely new design concepts, both feasible and unfeasible. The workshop was concluded with an open discussion in the entire group.

Modeling
The modeling phase comprised qualitative analysis of the collected data [34] and is summarized in Table 1. Two kinds of models were the primary outcome from this phase: personas, and context and key-path scenarios [14]. These models guided the identification and exploration of a number of design concepts and also played an important role in the further design work; for example, by allowing us to maintain a user focus in the stages where users were not actively involved. The empirical data with which we entered into the modeling phase consisted of:

- A conceptual model of friendship from the perspective of children with experience of cancer treatment (from the focus group interviews)
- The pathogenic perspective of the children’s experiences (from stakeholder interviews with health care professionals and parents)
- Proxy personas (characters) cocreated with children (from design workshop 1)
- Redemption scenarios depicting stories about friendship, social support, and sensitive contexts, cocreated with children (from design workshop 2)
- Prototypes of design solutions that fit the redemption scenarios, cocreated with children (from design workshop 3)
- Dialogue and interaction between children, researchers, and designers, developed and deepening over 3 design workshops (from design workshop 1-3)
- Feedback on and adaptations of design concepts by children (from design workshop 4)
The data from the focus group interviews were analyzed using a qualitative content analysis approach [35]. The analysis process produced a conceptual model of friendship, with the specific perspective of children with a history of cancer [27]. This model consisted of three generic categories: (1) “common interests and experiences;” (2) “mutual empathic actions;” and (3) “mutual trust and understanding” that describe the progressive process of becoming friends. The model was central in the subsequent work, including the framing of the themes for the stakeholder interviews and the redemption scenarios during the design workshops.

The qualitative analysis of the stakeholder interviews identified a number of so-called “wicked problems” of design in this context [5]. There is, for example, the issue of screen time, where we want to encourage outdoor physical activity to improve the children’s wellbeing, yet are at risk of increasing screen time by the introduction of a new digital service. The analysis of the stakeholder interviews further identified a suitable onboarding process for the DPS service and positioned the service as strategic and salutogenic [5].

The design workshops were analyzed qualitatively in order to model the rich gathered data [36]. The proxy persona descriptions and comics were combed for details on behavior, motivation, goal fulfillment, technology use, social media interaction, social interaction, and communication channels (analog and digital). Three researchers wrote down all terms relating to this aspect that they could identify in the material, and to this the pathogenic input from the stakeholder interviews was added, along with additional concepts derived from quotes from the dialogue during the design workshops. All terms were written on post-it notes and assembled on a wall, where they were grouped by similarity in an iterative and collaborative fashion. Each change was made with an articulated intention (eg, “I’m moving term X to category Y because of Z”).

From this, clusters emerged and formed categories into an affinity diagram [36]. A total of 40 categories were formed and these were in turn organized into eight themes. For example, the theme “creativity” contained the categories building, drawing, and taking photos. Some categories in turn contain subcategories with multiple connections. The category “building” is for example separated into digital construction (with atomic data points such as Minecraft) and analog construction (eg, playing with Lego or building a tree house). Minecraft also belongs to the category computer games in the theme “consume,” whereas building a tree house also belongs to the theme “physical outdoor activities.”

The rich, multi-level affinity diagram that was created at this stage formed the basis for the creation of authentic, high-quality personas [14,36,37]. It was also noted early that certain categories were intimately tied to gender; several apparent differences between the data from the two groups of children emerged. For example, from both groups, the themes of technology, creativity, and social interaction were identified, but the girls were more oriented toward photography and sharing photographs on Instagram, whereas the boys built Minecraft worlds while communicating using Skype.

### Table 1. Summary of the empirical data from the discovery phase (step 1-3) and the persona construction progression in the modeling phase (step 4).

<table>
<thead>
<tr>
<th>Steps</th>
<th>Focus groups</th>
<th>Stakeholder interviews</th>
<th>Design workshops</th>
<th>Modeling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participants</td>
<td>5 groups with in total 5 girls and 10 boys, 8-12 years old, and treated for cancer</td>
<td>13 interviews with in total 9 health care professionals and 4 parents of children treated for cancer</td>
<td>2 groups with in total 2 girls and 3 boys, 11-13 years old, and treated for cancer, participated in 3 sequential workshops</td>
<td>1 group with in total 3 girls and 4 boys, 13 years old, without experience from cancer, participated in a final workshop</td>
</tr>
<tr>
<td>Types of data</td>
<td>Interview transcripts</td>
<td>Video footage</td>
<td>Characters (proxy personas)</td>
<td>Affinity diagrams</td>
</tr>
<tr>
<td>Findings</td>
<td>Conceptual descriptions of friendship</td>
<td>Roles and effects of a DPS from a pathogenic perspective “Wicked” design challenges Onboarding and positioning of service in relation to existing health care processes</td>
<td>Scenario insights on behaviors, attitudes, motivations regarding friendship, relations, peer support, and redemption strategies</td>
<td>Categories and behavioral dimensions for boys and girls in the user group</td>
</tr>
<tr>
<td>Progression of persona construction</td>
<td>Discovering central salutogenic concepts (ie, friendship, peer support) that need stakeholder input</td>
<td>Defining the context (ie, vulnerability, friendship with peers, and surrounding environments such as hospital, home, and school</td>
<td>Building character and story: Narrative constructs based on the concept and context captured in scenarios</td>
<td>Complete primary personas (Anton, Julia, and Anna)</td>
</tr>
</tbody>
</table>

aDPS: digital peer support.
Results

Coconstructed Child Personas

Following the persona-creation process advocated by Wärnestål et al [34] and Cooper [14], three primary personas were created: 1 boy (Anton) and 2 girls (Julia and Anna). The main distinction between them was their main goal for interacting with the DPS service. Table 2 shows a summary of the project’s three primary personas, covering the complete service lifecycle from initial user onboarding (Anton), through continuous use (Julia), to an “alumni” perspective after exiting the peer support service (Anna). Figure 1 shows the overview page of Anton’s persona description.

The progression of the personas’ richness is based on the four steps summarized in Table 1. The persona descriptions of Anton, Julia, and Anna contain interpreted data from focus group interviews, stakeholder insights derived from the interview analysis, as well as a distillation of the proxy persona attributes and social redemption scenarios discovered in the 3 design workshops. Of particular interest for child-persona construction in this design context are results relating to: (1) pathogenic versus salutogenic perspectives, (2) platforms for Web-based communication, and (3) implications for avatars and conversational user-system interaction.

Table 2. Persona overview of the three primary personas.

<table>
<thead>
<tr>
<th>Persona A</th>
<th>Persona B</th>
<th>Persona C</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Anton”</td>
<td>“Julia”</td>
<td>“Anna”</td>
</tr>
<tr>
<td>Male, 10 years old</td>
<td>Female, 12 years old</td>
<td>Female, 16 years old</td>
</tr>
<tr>
<td>Role:</td>
<td>Role:</td>
<td>Role:</td>
</tr>
<tr>
<td>Player (entering the DPS service)</td>
<td>Mentor (experienced player)</td>
<td>Alumni (leaving the DPS service)</td>
</tr>
</tbody>
</table>

*aDPS: digital peer support.

Figure 1. Persona description (translated from Swedish) of Anton, one of the project’s three primary personas. The persona description merges the pathogenic perspectives (summarized in “Clinical” and “Frustration” categories) with the salutogenic perspectives.

Salutogenic and Pathogenic Perspectives

The personas manifest the synthesis of the pathogenic and salutogenic perspectives. The pathogenic orientation is most evident under the “clinical” and “frustration” headings of the persona descriptions. The other four headings are mainly derived from the salutogenic orientation. However, content in these headings are verified and complemented by pathogenic perspectives. For example, the characteristic “emotionally mature” was verified by both parents and health care professionals. The characteristic “wants to play” (described by children, and part of Anton’s persona) was complemented with...
“but is often tired” in the “frustrations” heading from parent interviews. The result of such syntheses emphasizes the necessity of both the salutogenic and pathogenic perspectives when developing personas for a DPS service in this domain.

Child-Centric Views on Web-Based Communication

Due to its qualitative and rich nature, a number of child-centric insights that ran counter to what we learned in the interviews with adults (parents and health care providers), surfaced in the workshops. These aspects were incorporated in the personas to maintain an authentic end-user voice in the service design process that followed the persona generation. Figure 2 shows one such difference between child and adult perspectives on Web-based communication.

In the interviews with adults, the topic of “Web-based communication” between children came up several times. However, the references and examples used ranged from text-based forums (such as phpBB in Figure 2), mature social media platforms such as Facebook, to even more traditional media such as telephone calls. This stands in contrast to the media choices introduced and referred to by the children. Facebook was not used by a single child in our study, and the preferred communication platforms were either in-game conversations (such as the Clash of Clans chat interface in Figure 2) or newer social media platforms such as Kik and Snapchat. The two latter platforms were mentioned at all by neither health care providers nor parents.

Figure 2. Comparison between text-based forum (generic legacy phpBB on desktop web browser, referenced in the stakeholder interviews), and chat in the tablet-based game Clash of Clans (referenced in the children workshop sessions). Example of supportive chat between the players is highlighted in the game interface (e.g. second and third utterances in the chat area to the left in the Clash of Clans interface).

Design Implications for “Give Me a Break”

Give Me a Break is a tablet-based, Web-based service developed for childhood cancer survivors based on the three personas described in the previous sections of this paper. The service is a functional prototype and has been tested with real users [38]. A detailed description of the service is beyond the scope of this paper. However, we highlight some features of the service that exemplify the effects of using the coconstructed personas. Figure 3 shows the gradual revelation of the onboarding sequence. Bobo, a friendly and conversational robot, greets the user and explains the sign-up process in discrete steps. This solution is based on the Anton persona’s need to carefully understand things in manageable steps, and all three personas’ desire to engage in conversation rather than standard form-filling sign-ups. Bobo helps the user craft a Web-based avatar that the user navigates the virtual environment with. Bobo follows the user into the game world and explains the core concepts that the user can explore. As the user gets acquainted with the mechanics of the game experience, Bobo’s presence diminishes to let the user focus on conversational interactions with others instead. Figure 3 shows one of the scenes in the environment. In order to trigger conversations between users, which are the underlying mechanic to achieve peer support effects through friendship [26], user avatars display content from their respective interests listed in their profiles that Bobo helped set up in the onboarding process. By automatically displaying a user’s interest thought bubble (eg, “I like to draw” or “I love to play Minecraft”), the avatar provides an actionable conversation starter for surrounding users. This resonates with both Anton and Julia, who both are driven by social interaction, but are cautious around new people and sometimes unsure of how to approach others.
Discussion

Principal Findings

The methodological implications for a child-centric design process in this study is that a UCD process needs to be customized to fit the design space for (1) child users; (2) the domain of health-promoting and digital, social services; and (3) sensitive contexts. These three qualities are not explicitly addressed by generic persona-driven methods developed for adult, professional users in a productivity- or efficiency-oriented domain. The traditional principles rather regard goals such as minimizing work [14] and to increase productivity and reduce costs. For children’s interaction with technology in terms of digital toys, games, and other more experience-oriented products, such as social media platforms, principles beyond productivity and effectiveness have to be acknowledged [39,40].

Cocreative aspects have been voiced as an important part of child-computer interaction, such as Druin’s work on cooperative inquiry [7,41], and the initiatives stemming from the Scandinavian participatory design approach [9,42]. Such advances address the needs of developmental abilities of children when involving them in the design process. However,
it is difficult to directly implement standard interview and participatory design techniques for young children because of difficulties with abstraction and verbalizing conceptual problem solving [39]. Furthermore, in the context of designing for children in sensitive contexts relating to disease, there are pathogenic aspects that designers and researchers need to incorporate in any design efforts for the target group, that need to be collected in other ways due to ethical reasons as outlined previously. In our approach, the synthesis of salutogenic and pathogenic input to the child personas help designers to maintain an authentic user-centered approach in such contexts.

The rest of this section discusses the effects of using the personas in the design of a DPS service for childhood cancer survivors. First, we discuss how personas were used as communication aid within the design team, as well as for outside communication of the project. Second, experiences on how personas worked as an idea-generating tool are described. Third, we describe how personas were used as tools for making design decisions throughout the design process.

Personas as Communication Aid
Due to their familiar narrative-based form, persona descriptions provide a common language for discussing effects of the design. By referring to the primary personas, a consistent picture of the target user group could be formed. Personas were used as communication aid between a wide range of disciplines and roles (interaction design, research team, care-givers, parents, game developers, and so on), and helped build a common vision in the within an interdisciplinary team and external actors.

Within-Team Communication
Within a multi-disciplinary group, comprising researchers and practitioners from nursing, medical science, and human-computer interaction—as well as children users—character and story are the “lowest common denominator.” Personas and scenarios provide the lingua franca for service innovation and development, where designers, researchers, children, parents, and caregivers have a common ground in the conversation about the service. Since the children had taken a very active part in the development of the proxy personas and scenario ideas, it also empowered them in the design discussions.

The persona descriptions also help enforce a “project language,” which is necessary to avoid misunderstandings and misinterpretations. We found that using personas and accompanying scenarios formed a productive foundation for workshops and idea generation sessions. Furthermore, the use of personas helped us communicate around the design’s effectiveness.

Involving External Actors
External collaborators (such as the game production company that built the first high-fidelity prototype of the DPS service, or business investors) clearly understand the essence and intent of the service when presented with personas and scenarios.

Personas and scenarios were used effectively in business modeling workshops for communicating and developing business models surrounding the service. By employing a narrative in the form of scenarios where the primary personas interact with the service, it was clear how business model decisions could affect the user experience of the service. This allowed us to measure the design’s effectiveness and see the implications in terms of organizational structure and other strategic planning activities related to the DPS service development.

The embodiment of the users’ goals and needs makes it easier for the team to focus on the common understanding of the end users. This is especially important in multidisciplinary teams, as well as when interacting with external actors and developers. The personas therefore contributed to building consensus and commitment to the design.

Personas as Catalysts for Dealing With Legal and Ethical Positioning
Our three personas functioned as rich archetypes, which effectively steered the design team members away from stereotypical renderings of the user group. The persona descriptions helped both stakeholders and designers to reduce the users to caricatures, and instead allowed the team to talk about the rich and authentic personalities of Anton, Julia, and Anna. By relating to and designing for authentic people (fictional characters—yet based on rich empirical data), both researchers and designers voiced that they increasingly understood and cared about what would happen to the personas given a specific design suggestion. In short, the team developed empathy for the personas, in a way that the elastic concept of “the user” would not. This was evident in the discussions regarding ethical and legal positioning. By thinking and reasoning about the consequences of a design decision in terms of an authentic user, new aspects were uncovered that could be addressed at an early stage. One clear example of this is the way that the members of the team routinely would ask: “How would Anton feel if the service was implemented this (or that) way?”

Personas and Scenarios as Idea Generators
Having personas based on salutogenic input from the children, it was natural to evolve the solution into playful interaction based on positive health outcomes. This complemented a more traditional approach of letting stakeholder input (which in this project would have been mostly pathogenic) dictate design decisions. Instead, the pathogenic aspects served as a backdrop to check ideas generated from the primary salutogenic persona needs.

Positioning, wicked problem identification, and onboarding (stakeholder input) is not enough to provide a solution that resonate with this target group. The salutogenic perspective, the children’s point of view regarding what kind of service they want to have, and the interactive and aesthetic qualities (ie, what the children are used to and what they appreciate in terms of digital service interaction with games and other apps) were not captured in a relevant form in the stakeholder interviews. It proved to be quite the opposite: both parents’ and medical professionals’ views on digital interaction and digital services were sometimes both naive and outdated. Phrases such as “what kids do on the Internet these days is beyond me” and “I don’t understand all these new apps that the kids are using” are
examples of this sentiment. In the interviews, our stakeholders referred to text-based discussion forums and Wikis as possible platform ideas for the service, whereas the social interaction platforms that were suggested by the children codesigners never even mentioned these. Instead, they mentioned more contemporary social media platforms, as well as in-game chats. Figure 2 illustrates the difference in reference frames between the stakeholder and end-user (children) input.

Scenarios that exemplify how Anton, Julia, and Anna interact with relevant social media services (as of early 2016 these include Snapchat, Instagram, Skype, Facetime, and various in-game messaging solutions), could then serve as a means of communicating this effectively to the stakeholders.

**Persona-Driven Design Decisions**

The developed personas guided design decisions of both major significance for the whole project and at a level dealing with minor design decisions regarding function and aesthetics of the digital service. In this section we exemplify how personas influenced the service design at these different levels. Example 1 is a major service design decision, helping setting the entire vision of the project. Example 2 is a medium-level service design decision that highlights how the stakeholder interview analysis gives insight on when and how the onboarding takes place, modified by persona behaviors and characteristics, rendering the onboarding scenario tailored to fit Anton’s profile creation. Example 3 is lower-level interaction design decision, helping enhancing usability and user experience in the initial interactions in the platform.

**Example 1: Shaping the Entire Service Experience**

An important synthesized insight from children dialogues and stakeholder input is the need for training social skills for this particular user group. Since they have missed large portions of time in school due to being hospitalized, they miss opportunities of training social skills during school breaks and extracurricular activities. In the words of the children themselves: “on the breaks you learn how to have fun with friends.” This, along with interviews with young adults that want to reconnect with lost acquaintances on other platforms, the idea of a (long-term) virtual real-time playground emerged. By examining the different attitudes, interests, and behaviors of the three primary personas, it was clear that newcomers and “old-timers” would have different needs and skillsets on a DPS platform. Hence, the idea of player, mentors, and alumni emerged and were integrated into the design of Give Me a Break. These roles were crystallized and refined as a direct result of scenario building around the personas and shaped the entire peer support service to be centered around player onboarding, mentor interaction between both players and mentors, as well as supporting contact facilitation between alumni in other channels and platforms after they have stopped using the original peer support service.

**Example 2: Addressing Persona Behaviors in the Onboarding Context**

During service onboarding, the initial concept was a fairly standard user profile setup. Setting up user profile interests was initially designed as a “wizard-style” step-by-step interaction before entering the service and engaging with other users. When checking this procedure with the Anton persona, the team realized this was a boring, noncreative way of doing it, and stood in contrast the Anton’s behavior pattern of creating and exploring. So instead, the design team integrated the profile building as part of the playground interaction. Setting up user profile interests can now be done through a number of explorative and engaging ways, for example walking up to other people and watch their interest appear in bubbles above their avatar, or walking past an “Instagram signpost” that reminds the user to add his or her Instagram user name, or getting tips from a nonplayer helper character in the shape of a tutor robot called “Bobo” that accompanies Anton’s avatar as he is familiarizing himself with the playground environment (see Figure 3).

**Example 3: Understandability and Ease-of-Use**

For any digital service, a user needs to be able to understand the interaction design. Anton’s need to understand what to do on the playground is thus a basic usability requirement, and the challenge for a service and interaction designer is to accommodate the specific needs and provide the right kind of assistance and pedagogic vectors for Anton so that he becomes successful in using the service.

In order to design a customized experience for this particular user group, the personas were critical. Anton’s onboarding scenario, which includes offline usage mode in case Anton doesn’t have Internet connection, and the interaction design with the robot Bobo is a direct effect of (1) Anton’s onboarding context, (2) Anton’s mild insecurity due to his condition (stakeholder input), and (3) Anton’s explorative and creative mindset (salutogenic input).

**Strength and Limitations**

The point of user personas is to be a useful abstraction and visualization of salient aspects of what users want, their relationship with the service being envisioned and built, and how they behave in relation to the service and other human beings. Interviews and workshop material provided us with patterns and insights regarding attitudes, goals, behaviors, skills, and needs of our users. Our three personas represent behavior patterns specific to salutogenic play (from a long-term, strategic perspective). As the service platform is iteratively refined and its development continuously guided by user tests, new insights can naturally be incorporated in the framework provided by our personas and scenarios.

Critique could be voiced regarding the lack of statistical significance in our findings. This critique can be met, as the kind of understanding provided by this method may not surface through a strictly quantitative approach. We argue that the method of using personas works as a complement for gaining critical insights for service design where a human interactive and social component is key. Qualitative studies put trustworthiness in focus and deals with the traditional lenses of objectivity, dependability, credibility, relevance, and transferability [39,43].
Conclusions
The motivation behind the research reported on herein stems from methodological constraints put forward by the specifics of vulnerable children in health-related, sensitive contexts. As design thinking and UCD practice find their way into processes that aim to cater for patient experience in health care [44], there is a growing need to customize methods and techniques originally devised for more traditional applications and domains.
This paper provides insights and resolutions to difficulties that can arise when empirical data from end users are restricted due to clinical and ethical reasons. By combining the salutogenic (from the children) and pathogenic (from adult stakeholders) perspectives, we could learn about aspects related to both health and disease that are important for the design of authentic, child-centered personas that could be employed for investigating complex themes of friendship and wellbeing, peer support and relationships, and the role of social technology in daily life. The design-oriented method described in this paper is ultimately about understanding human behavior in relation to a specific situation and context. It is therefore applicable even in processes where a digital artifact or service is not necessarily the outcome.

Acknowledgments
We gratefully acknowledge the grants from the Swedish Research Council, the Swedish Research Council Formas, the Swedish Childhood Cancer Society, the Knowledge Foundation, and the Swedish Governmental Agency for Innovation Systems (Vinnova). We are also grateful for the app development help from game design agency Hello There.

Conflicts of Interest
None declared.

References


26. Cooper A. The inmates are running the asylum. Indianapolis, IN: Sams; 2004.


Abbreviations

DPS: digital peer support
GDD: goal-directed design
UCD: user-centered design

Edited by G Eysenbach; submitted 15.12.16; peer-reviewed by M Seid, J Taylor; comments to author 03.01.17; revised version received 22.03.17; accepted 08.04.17; published 18.05.17.

Please cite as:
Wärnestål P, Svedberg P, Lindberg S, Nygren JM
Effects of Using Child Personas in the Development of a Digital Peer Support Service for Childhood Cancer Survivors
J Med Internet Res 2017;19(5):e161
URL: http://www.jmir.org/2017/5/e161/
doi:10.2196/jmir.7175
PMID:28526663

©Pontus Wärnestål, Petra Svedberg, Susanne Lindberg, Jens M Nygren. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 18.05.2017. This is an open-access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/2.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Development of Trust in an Online Breast Cancer Forum: A Qualitative Study

Melanie Lovatt¹, BA (Hons), MA, PhD; Peter A Bath², BSc (Technical), MSc, PhD; Julie Ellis³, BA (Hons), MA, PhD

¹Faculty of Social Sciences, University of Stirling, Stirling, United Kingdom
²Health Informatics Research Group, Information School, University of Sheffield, Sheffield, United Kingdom
³Department of Sociological Studies, University of Sheffield, Sheffield, United Kingdom

Corresponding Author:
Peter A Bath, BSc (Technical), MSc, PhD
Health Informatics Research Group
Information School
Regent Court
211 Portobello
Sheffield,
United Kingdom
Phone: 44 114 222 2636
Fax: 44 114 278 0300
Email: p.a.bath@sheffield.ac.uk

Abstract

Background: Online health forums provide peer support for a range of medical conditions including life-threatening and terminal illnesses. Trust is an important component of peer-to-peer support, although relatively little is known about how trust forms within online health forums.

Objective: The aim of this paper is to examine how trust develops and influences sharing among users of an online breast cancer forum.

Methods: An interpretive qualitative approach was adopted. Data were collected from forum posts from 135 threads on 9 boards on the UK charity, Breast Cancer Care (BCC). Semistructured interviews were conducted with 14 BCC forum users. Both datasets were analyzed thematically using Braun and Clarke’s approach and combined to triangulate analysis.

Results: Trust operates in 3 dimensions, structural, relational, and temporal, and these intersect with each other and do not operate in isolation. The structural dimension relates to how the affordances and formal rules of the site affected trust. The relational dimension refers to how trust was necessarily experienced in interactions with other forum users: it emerged within relationships and was a social phenomenon. The temporal dimension relates to how trust changed over time and was influenced by the length of time users spent on the forum.

Conclusions: Trust is a process that changes over time and which is influenced by structural features of the forum, as well as informal but collectively understood relational interactions among forum users. The study provides a better understanding of how the intersecting structural, relational, and temporal aspects that support the development of trust facilitate sharing in online environments. These findings will help organizations developing online health forums.

(J Med Internet Res 2017;19(5):e175) doi:10.2196/jmir.7471
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Introduction

Online health forums provide peer support relating to a variety of medical conditions, including long-term illnesses, acute health problems, and life-threatening and terminal illnesses. Previous studies show that users value forums as a way of accessing emotional and informational support from people who are going through or have already undergone similar experiences [1-3].
Advice and support are solicited and provided by users sharing personal and sometimes very intimate experiences, and trust is therefore regarded as a necessary component in facilitating the sharing of peer-to-peer support [4,5]. However, less is known about the processes by which trust forms in such communities [6]. In this paper, we address this gap in knowledge by exploring how trust develops among users of an online forum for people with breast cancer.

With the advent and increased usage of online platforms including social media, forums, and discussion boards, the disclosure of personal information in online social spaces has become commonplace. Consequently, researchers have become interested in the phenomenon of trust in online environments. Some research has investigated trust in the system or structure, whereby the technological affordances of the platform (for instance, Facebook or a specific discussion board) are deemed more or less trustworthy, thus persuading or dissuading users from sharing their information [7,8]. Other studies have explored the similarities and differences between assessing trustworthiness in online and face-to-face social interactions [9] and investigated how people judge the trustworthiness of information online [10].

Trust is particularly significant within the context of online health forums, given the sensitive nature of the content that is shared and the extreme circumstances that individuals are facing. Studies have explored different aspects of trust in informing people’s decisions to share their personal experiences in such spaces. These include how technical affordances and the presence of moderators affect user inclinations to trust sites [11], the influence that individual personality traits and risk beliefs have on their inclination to disclose health information online [12], and the interpersonal nature of trust in online health forums, focusing on how user perceptions of relationships with other users affect whether and how they trust each other [5,13]. These studies have tended to regard trust either as a variable that can influence sharing or a behavioral outcome between and among forum users. Such approaches have been criticized for conceptualizing trust as a fixed and stable phenomenon, rather than taking into account its processual and relational nature, whereby trust emerges and develops over time and through changing interpersonal relationships [14].

A small number of studies have adopted a processual approach to conceptualizing trust, which is potentially more helpful in understanding how trust develops among forum users. Such research has identified that trust develops in separate stages or processes according to the trajectories of forum users and their changing relationships with other forum users. Radin [15], for example, identified 3 stages of trust on a breast cancer forum, in which users moved from lurking, to self-disclosure, to initiating virtual and face-to-face visits with other users. However, Radin used social capital theory to argue that people self-disclose by weighing up the potential risks and benefits of sharing about themselves which, we argue, implies a rational decision-making process that does not accurately account for user actions. Radin’s research also did not explain how users assess each other’s trustworthiness. Fan et al [16] focused on relational dimensions of trust to argue that users decide whether or not to trust each other based on the credibility of the information they post and their characteristics as posters (eg, frequency of posts and similarity to other users) and that some experienced forum users become trusted because of their established reputation and relationship with other users.

These approaches are useful in showing the interplay between relational and temporal dimensions in trust formation, in which trust develops between and among users and within online communities over time. Focusing on these 2 dimensions alone, however, risks downplaying the influence of the structure (for example, the platform) within which these trusting interactions take place. Sociological studies have conceptualized trust as a multidimensional phenomenon that operates at intersecting structural, relational, and temporal levels, whereby individual decisions concerning trust are influenced by social relationships over time, within particular sociopolitical contexts [14,17]. Rather than trust being considered an outcome or function of human actions, such approaches foreground the processes, contexts, and relationships within which trust becomes relevant and how individuals negotiate decisions about trust. We argue that a theoretical approach that conceptualizes trust as processual and relational, rather than as a fixed variable, is necessary to understand how trust emerges and develops. The overall aim of this paper is to examine how trust develops and influences sharing among users of an online health discussion forum.

**Methods**

**Study Design**

This study formed part of a larger project called a “Shared Space and a Space for Sharing” [18], which investigated how and why people in a range of extreme circumstances share information online and the importance of trust and empathy in the process of sharing. In this paper, we focus on how people with life-threatening and terminal illnesses use online support forums to share information, emotions, and experiences.

To gain an in-depth understanding of how trust manifests on the forum and develops between users, we chose a case-study approach and conducted thematic analyses of forum posts and interviews with 14 forum users. While most research has used either forum posts or interviews, few studies have combined these datasets [15,16]. We argue that using both provides a better understanding of how trust operates on the forum and that each dataset informs the other. For instance, while trust was rarely explicitly mentioned on the forum and therefore difficult to see by analyzing the posts alone, interviewee reflections on how they assessed and demonstrated trustworthiness shed light on how trust is done on the forum.

**Study Setting**

After seeking permission from the UK charity Breast Cancer Care (BCC) [19], we chose an online forum hosted by the organization for our case study. We selected this forum because it is one of the longest established Web-based forums, it is open access, allowing anyone to view the site and read the message boards, and the terms and conditions made it clear that the information may be used for research purposes. While anyone with Internet access can view the material, users must register and log in to post messages. At the time of the study, there were...
an estimated 200,000 registered users, although not all of these are active at any one time (BCC, personal communication). Most users are women living with breast cancer. Other users include men with breast cancer, breast cancer survivors, and relatives and friends of those with the disease. The site is moderated by staff at BCC, whose responsibilities include ensuring that users do not disclose personal information that would reveal the identities of themselves or others, removing spam content, and intervening when necessary to manage conflict among users. The forum is organized into sections (eg, going through treatment), boards (eg chemotherapy, surgery), and threads (particular topics or queries initiated by users) within the boards. This description of the forum is how it was organized at the time of the data collection (2015). Since then, there have been a number of changes to the site, including the sections that are present in the forum [19].

**Discussion Forum**

Purposive sampling was used to identify a range of discussion boards that would provide suitable diversity of the topics discussed. In 2015, we collected 233 archived threads across a range of years (2006-2014) from 10 different boards on the BCC forum (see Table 1 for details). The variation in dates reflects the fact that different boards were created over time. For each board, we started with the first post made to that space and collected subsequent posts until we had reached our sample quota. This was a pragmatic decision designed to sample consistently across different boards. The forum data were analyzed thematically according to the approach detailed by Braun and Clarke [20]. ML, PB, and JE familiarized themselves with the data in the sampled threads and noted initial ideas independently (phase 1). These were then discussed to compare the initial ideas emerging from the data and to enhance interresearcher reliability. ML then selected 15 threads from 9 of the boards (135 threads in total) for further in-depth analysis and coding (phase 2) (see Table 1). These threads were selected according to which were most pertinent to the project’s interests in the concepts of sharing, trust, and empathy. ML then coded the messages using NVivo 10 (QSR International), and a third of the messages were coded by PB and compared for analytical rigor. Following discussion and agreement between ML and PB, ML then grouped the codes into overarching themes (phase 3). These were then reviewed (phase 4) and refined by rereading the data extracts to ensure a close fit between the data and our conceptual interpretation of them (phase 5).

**Interviews**

Interview participants were recruited purposefully via a message posted on the BCC forum, explaining the purpose of the project and inviting potential participants to contact the project team. Inclusion criteria were that participants be at least 18 years of age, a user of the BCC forum, and either have a diagnosis of breast cancer themselves or be a relative or friend of someone with the condition. Thus, our final sample was self-selecting and was comprised of users who proactively responded to the recruitment message. While it is possible that one or more of the interviewees may have written forum posts that we analyzed as part of our sample, we deliberately did not seek this information. As it was not necessary to analyze their forum activity to achieve the project aims, we decided not to ask interviewees to reveal their forum user ID as this would have compromised their online anonymity.

**Table 1. Details of forum posts included in the analyses.**

<table>
<thead>
<tr>
<th>Name of section</th>
<th>Name of board</th>
<th>Dates of posts</th>
<th>Phase 1 analysis</th>
<th>Phase 2 analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Going through treatment</td>
<td>Chemo monthly threads board</td>
<td>2013</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Welcome to the forum</td>
<td>New members board</td>
<td>2012-2013</td>
<td>25</td>
<td>15</td>
</tr>
<tr>
<td>Have I got breast cancer?</td>
<td>Appointments and waiting for test results board</td>
<td>2007-2008</td>
<td>25</td>
<td>15</td>
</tr>
<tr>
<td>I am recently diagnosed</td>
<td>Diagnosed with breast cancer board</td>
<td>2007</td>
<td>25</td>
<td>15</td>
</tr>
<tr>
<td>Going through treatment</td>
<td>Surgery board</td>
<td>2007</td>
<td>25</td>
<td>15</td>
</tr>
<tr>
<td>Living with and beyond breast cancer</td>
<td>Sex and relationships board</td>
<td>2012-2014</td>
<td>22</td>
<td>15</td>
</tr>
<tr>
<td>I have secondary breast cancer</td>
<td>End of life board</td>
<td>2009-2010</td>
<td>25</td>
<td>15</td>
</tr>
<tr>
<td>Supporting someone with breast cancer</td>
<td>Family, partners, and friends board</td>
<td>2006-2007</td>
<td>25</td>
<td>15</td>
</tr>
<tr>
<td>Talk to people like me</td>
<td>Younger women and families board</td>
<td>2007</td>
<td>25</td>
<td>15</td>
</tr>
<tr>
<td>Talk to people like me</td>
<td>Men’s board</td>
<td>2006</td>
<td>35</td>
<td>15</td>
</tr>
</tbody>
</table>
Table 2. Details of interview participants (all interviewees were women).

<table>
<thead>
<tr>
<th>Name of participant (pseudonym)</th>
<th>Age range</th>
<th>Date of diagnosis</th>
<th>Type of interview</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anne</td>
<td>50-59</td>
<td>December 2014</td>
<td>Face-to-face</td>
</tr>
<tr>
<td>Beth</td>
<td>40-49</td>
<td>March 2012</td>
<td>Face-to-face</td>
</tr>
<tr>
<td>Christine</td>
<td>50-59</td>
<td>March 2014</td>
<td>Skype</td>
</tr>
<tr>
<td>Danielle</td>
<td>40-49</td>
<td>January 2015</td>
<td>Face-to-face</td>
</tr>
<tr>
<td>Eleanor</td>
<td>50-59</td>
<td>October 2012</td>
<td>Face-to-face</td>
</tr>
<tr>
<td>Frances</td>
<td>50-59</td>
<td>January 2014</td>
<td>Telephone</td>
</tr>
<tr>
<td>Gayle</td>
<td>50-59</td>
<td>June 2013</td>
<td>Face-to-face</td>
</tr>
<tr>
<td>Hazel</td>
<td>60-69</td>
<td>2012</td>
<td>Face-to-face</td>
</tr>
<tr>
<td>Isobel</td>
<td>40-49</td>
<td>January 2014</td>
<td>Telephone</td>
</tr>
<tr>
<td>Janice</td>
<td>60-69</td>
<td>March 2014</td>
<td>Telephone</td>
</tr>
<tr>
<td>Kathryn</td>
<td>50-59</td>
<td>December 2014a</td>
<td>Telephone</td>
</tr>
<tr>
<td>Libby</td>
<td>40-49</td>
<td>August 2014</td>
<td>Telephone</td>
</tr>
<tr>
<td>Nancy</td>
<td>40-49</td>
<td>December 2014</td>
<td>Telephone</td>
</tr>
<tr>
<td>Olivia</td>
<td>50-59</td>
<td>February 2010</td>
<td>Face-to-face</td>
</tr>
</tbody>
</table>


Interviews were conducted by JE with 14 forum users and took place between April and June 2015: 7 were conducted in person, 6 were by phone, and 1 was by Skype. Face-to-face interviews were conducted in a venue chosen by the interviewee. Table 2 presents the characteristics of the sample of interviewees, all of whom were women who had been diagnosed with breast cancer. All but one of the women were white British, with one white European. The mean age of participants was 52 years (range 40-67 [SD 8.0] years). The interviews were semistructured as we used a flexible schedule which guided the interview toward issues relevant to our study but allowed participants to introduce new topics. If a participant raised an issue of particular interest, this was incorporated into the schedule. Questions related to participant use of the BCC forum, their experiences of sharing online, their relationships with other forum users, and their experiences of and attitudes toward trust and empathy on the forum.

The shortest interview lasted 49 minutes and the longest was 2 hours and 30 minutes; the mean duration was 1 hour and 7 minutes. All interviews were audiorecorded and transcribed verbatim. Transcripts were analyzed thematically by ML following the 5-phase process described above [20], and interpretations and themes were discussed and agreed with PB and JE.

Analyzing Both Datasets

Once both datasets had been analyzed in turn, we analyzed them together in order to triangulate our analysis and arrive at a better understanding of how trust operated on the forum. Combining the datasets in this way helped to shed light on themes emerging from the analysis of the forum threads that we had not initially associated with trust. For instance, one of the key themes which emerged from analysis of the forum posts was humor. While not immediately seeing the relevance of this to trust, analysis of the interview transcripts revealed that one way in which participants presented themselves and perceived others as trustworthy users was by including amusing stories in their posts. Consequently, combining datasets revealed aspects of the forum data that had hitherto been invisible to us. It was at this stage of analyzing both datasets that we developed our conceptual framework of the structural, relational, and temporal dimensions of trust, as we found this a useful approach to understanding how the themes from both datasets related to trust and also to each other.

Ethical Considerations

The data collected from the online forum were publicly available, and under the terms of use of the BCC forum, users were informed that material posted was publicly accessible and so collecting informed consent from individual users was not necessary. This complied with the recommendations of the Research Ethics Committee. In order to preserve user anonymity, we deleted usernames and other identifying features (eg, names of organizations or other individuals). In accordance with the Research Ethics Committee’s requirements, we have reworded quotations in instances where it might be possible to trace a user by inputting the quotation into an Internet search engine. In such cases, care has been taken to protect the anonymity of the user while retaining the meaning and nuance of the original message.

Interviewees received information sheets about the study prior to providing informed consent and were informed that they could leave the project at any time. Although the purpose of the interviews was to ask participants to discuss their experience of the forums rather than their experience of the illness per se, we wanted to give interviewees the opportunity to talk about the illness as a way of contextualizing their forum use. We were therefore mindful that some participants might become distressed and developed a protocol with BCC of what to do in...
such instances; however, this was not required during any of the interviews.

Ethical approval was granted by the University of Sheffield Research Ethics Committee (analysis of forum posts; application 001955) and UK Ministry of Defence Research Ethics Committee (interviews; application 614/MODREC/14).

Results

Overview

Following our analyses, we conceptualized trust as operating in 3 different dimensions: structural, relational, and temporal. By structural, we mean how the affordances (the technological design of the forum which allows or prevents users from taking certain actions) and formal rules of the site affected trust. Relational refers to how trust was necessarily experienced in interactions with others; that is, it emerged within relationships and was a social rather than an individual phenomenon. The temporal dimension relates to how trust changed over time and was influenced by the length of time users had spent on the forum. These 3 dimensions intersect with each other and do not operate in isolation. For example, the trust which users had in the forum’s structure affected the extent to which they trusted and related to other users. Further, the more time the users spent on the forum, the more they got to know each other, meaning that the relational and temporal dimensions are inseparable. While for analytical purposes we separate the dimensions into 3 different themes, we draw out instances where they influence each other. As we triangulated analysis of interviews and forum posts, we intersperse both sets of data in the following sections. Anonymized quotations from interviews are indicated by a pseudonym and age group following the quote in square brackets; quotations from the forum are presented without usernames and followed by [forum post].

Structural

Although the forum is accessible to anyone with Internet access, users must register before they can post messages. New users have their first 3 messages premoderated before their posts automatically go live on the forum. This enables moderators to identify and block spam accounts or other nongenuine users. Spam content is also screened out automatically by the forum’s filter system. Additionally, moderators remind new users that the forum is public and strongly advise them not to use their real names as usernames or to provide any other identifying information. Thereafter, moderators typically keep their interventions to a minimum, but these initial security measures were perceived by participants as contributing to the safety of the forum and inclined them to trust other users, as they believed them to be genuine.

I do trust the site, yes...when you’re completing, you know, the name that you’re going to use on there, it’s very much that you only put as much information as you want...so I feel we’re quite secure in that way, um, and the things that people are putting, um, you trust what they say. [Frances, 50-59 years]

While few posts explicitly mentioned trust in the forum, users often assured new posters that they found the site supportive and helpful.

...do share any worries or problems in the forum—all of us understand and there is always someone who you can rely on to help you... [forum post]

New members of the forum are also given an initial message of support from a forum moderator.

...I am sure you will get plenty of useful advice and information from other people on the forum. You are also welcome to contact our Freephone helpline on 0808 800 6000—you can talk to someone confidentially about how you are feeling. [forum post]

This welcoming message from a moderator, in addition to welcome messages from other users of the forum, gave new members confidence in the forum and helped them to develop trust in the online community.

Within minutes I got loads of responses that were really reassuring and I thought, oh great, that’s really helpful... [Anne, 50-59 years]

This structural aspect of the forum was important at a time when the new member had made their first post and emphasizes the importance of temporality, in that getting a swift reply from forum users in response to their first post was reassuring. It also highlights the relational aspects of helping the new member develop trust and relationships within the community.

However, despite the forum’s formal procedures and guidance to users, not all interviewees realized that the forum was public, and one participant described being upset when an offline acquaintance discovered some personal information about her from reading the forum.

Well, up until I found out about, you know, the incident, I felt sort of 99.9 percent safe but now obviously I don’t because I realize that people can come in and identify you...so it’s not as safe as I thought it was. [Christine, 50-59 years]

While overall the forum was regarded as a safe space in which participants felt they could trust each other, the incident described above shows that it was not able to guarantee participant anonymity completely and this could influence the trust which participants had in the site and how they shared information about themselves. In this instance, it appeared that the user had placed too much trust in the site, from her misunderstanding of how open the forum was, and had shared more information than she would otherwise have done.

The information shared on the forum was also generally trusted because users believed that the BCC moderators would act to ensure that no false or misleading advice was posted. In the context of a cancer diagnosis, trust in the informational content of the forum was perceived as being particularly important, as users may have been more desperate to try different treatments.

The trust on the information that you can pick up is different, um, because...around cancer there is a lot of um—well, it’s a scary thing. It’s life and death and people um, when their backs are to the wall will try...
anything and everything. You know, it’s sort of drinking your own piss type territory. So, any, um, advice, I think has to be, um, looked at quite carefully and I think the...moderators actually monitor that so I think most of what is on there—all of what is on there is factual, informative or um, um, it’s been moderated; maybe been taken down...[the moderators] might say “this isn’t helpful” and that is a very good thing because it does, um, clean up to some extent the site and it makes it more trustworthy.

[Hazel, 60-69 years]

As the quote implies, because the forum was for people with cancer it meant that being able to trust the content posted was particularly important. The consequences of acting on misinformation may have resulted in serious negative health effects or using products that were not supported by an appropriate evidence base.

Forum users also provided guidance on the extent to which information on the Web could be trusted.

...Be very careful with what you read on the Web. Much of this is out of date, anything that’s over a year old is out of date... [forum post]

This kind of advice, coupled with the presence of moderators and the feedback from other forum users, helped users to develop trust in the forum.

The availability of the forum 24 hours a day meant that someone could post a message whenever they needed to share their feelings with others (eg, in the early hours of the morning when they felt anxious and could not sleep). It was also possible that there might be others online at that time who were able to comfort and provide some reassurance, helping users to trust that this could be a reliable source of support throughout the day and night.

My first post was...like two in the morning when I couldn’t sleep and I was like...okay, can’t sleep, rollercoaster whatever, anybody else feeling this? Is this normal? I’m crying half the night, can’t sleep...and you kind of—somebody’s up there all the time regardless (laughing) of what time of the night or day it is and...somebody came back saying yeah, it’s normal, hear you, been there, it will get better. It’s kind of that reassurance... [Danielle, 40-49 years]

Relational

The site facilitated peer-support via the sharing of personal experiences, emotions, and information; it was therefore vital that forum users trusted each other. While trust was not often explicitly mentioned on the forum, interview participants indicated the ways in which they assessed the trustworthiness of other users and also demonstrated their own trustworthiness. In an online rather than face-to-face medium, in which they were unable to see gestures or facial expressions, trust occurred in the following ways: using an appropriate tone, being reciprocal, not claiming expertise that users did not have, and seeking or demonstrating similarity with other users.

Appropriate Tone

Using an appropriate tone in posts was regarded by participants as a key way in which they could demonstrate or assess trustworthiness. Inappropriate posts included those perceived as ranting or being overly negative. Such users were regarded as being too engrossed in their own concerns rather than responding to and supporting other users.

The other thing is it’s not okay to be a negative person on the website...Everyone’s allowed a one-off meltdown so long as you get over it the next day or the day after. You are not allowed to be permanently miserable because if you are, you get pretty much ignored...So, the whole trust thing, “Can I trust you with personal information?” “Yeah.” “Can I trust you to want to interact with me?” “Yeah, only if I do it in the right way” (laughs). [Anne, 50-59 years]

Although it was clear from the interviews that it was acceptable for a person to express negative feelings on occasions, it was not acceptable to be negative continually. To be trusted and for other users to respond to their posts, individuals were expected to be aware of and respond to the needs and feelings of others. This was also revealed in many instances of posts in which users apologized for ranting.

Sorry for ranting but I want to know what one out of 3 sentinel lymph nodes having cancer means? [forum post]

Sorry to witter on but I really want to describe the context. [forum post]

These demonstrate user awareness of not appearing overly preoccupied with their own situations and to be mindful of the effect this might have on others. As demonstrated in the quote from Anne, being perpetually negative was not tolerated and hindered trust, although occasional rants were acceptable and could foster trust.

Humor was also frequently used in posts as a way of conveying the right tone, even in very serious circumstances. Interviewees explained the value of humor in lightening what could otherwise be a very dark space and demonstrating trustworthiness.

...for me there was a sort of balance, but even if you were having a really shit week, you always said something hilarious or something...There’s always something stupid and ridiculous that happens. [Olivia, 50-59 years]

...I tend to turn to humor a little bit if I can because if you can’t laugh, what are you going to do? (laughs). [Libby, 40-49 years]

The following posts were typical of the humor presented on the forum.

Having been diagnosed on Valentine’s Day (the consultant didn’t even write it in a card for me!) for breast cancer, the plastic surgeon recommended a skin saving mastectomy/reconstruction. [forum post]

Seriously it was much better than I was expecting. Obviously, no one wants to be in hospital but I felt relieved that the cancer was out. My boob and I were...
no longer friends after diagnosis so I wasn’t that sorry to see it go in the end] [forum post]

As well as humorous language, users frequently included emojis in their posts to help them convey appropriate emotions.

You’ve always got to have a smiley...smileys or emoticons are brilliant and now you can get the moving ones and all sorts...if you’re annoyed you can have a big, red, angry face or whatever but...I mean, I was always a smiley user. If you read my posts there’s probably a smile or something stuck on it...they weren’t very good ones but...I think you can get some of it across by—by your emoticons or smileys... [Beth, 40-49 years]

Language was crucial in demonstrating to each other that users knew the informal rules of the forum: that it was acceptable to share negative emotions such as anger or distress as long as this was done in an acceptable way, meaning that they would appear trustworthy. Conversely, forum users who were perceived as being overly negative in their posts or who did not moderate their comments either with humor or an explanation were mistrusted by other forum users because they transgressed the accepted norms.

Reciprocity

Trust was also influenced by the extent to which users displayed reciprocity. As a peer support forum, it was imperative that users provided as well as received support. Reciprocity could be demonstrated through language, and, relating to the previous theme, users had to convey a reciprocal tone in order to be trusted.

I think trust as well, for me, um, when people would go on and they’d just been diagnosed and they were ranting and all the rest of it and then they went on and on and on being me, me, members of the forum and in the end I just wouldn’t respond to them anymore because they never responded to anybody else. They never contributed. [Olivia, 50-59 years]

Reciprocity could also be demonstrated through behavior such as explicitly responding to others or being a frequent user of the forum. Such reciprocal behavior conveyed that the person was trustworthy which, in turn, facilitated the sharing of support and the development of a sense of belonging to the forum.

The people I suppose that I trust are the ones that are there regularly first off...I suppose the people that actually try and answer your questions...it is just about “Do I feel this person understands what I’m trying to say and is trying to help me?” and if they are, then I do—try and do the same for them, and other people it’s a bit more of a soapbox. It’s a bit more, you know, “I feel terrible and you all should run around and help me,” but actually, you’ve never bothered to post an answer to anybody else’s thing or whatever and you just think, well, you know. Again, I might answer the first few but eventually I’m probably not going to bother because it’s all about sharing and trying to help each other. [Anne, 50-59 years]

I thought that frequency was really good to develop trust, that if you’re on there fairly frequently people kind of trust that you’re serious, that you—you know, that you care about them, that you—you’re part of the forum; you kind of belong if you like. [Olivia, 50-59 years]

Reciprocity was also a temporal as well as a relational characteristic as users applied their knowledge of each other’s past actions to help them predict future actions, thus influencing their immediate decisions on the forum regarding trust. Reciprocity and feelings of regard for other users were evident in the frequent posts which explicitly thanked others for their support and offered well wishes.

Thank you once again to everyone who responded, it is so comforting to know that people out there who have never met me care enough to spend their time carefully thinking through and writing replies. If anyone needs advice from me about something they are going through, or about to go through then I will be very pleased to help. [forum post]

Thanks everyone for replying. I feel a lot better now. This is a wonderful forum. I’d been crying so much but you have all made me feel better. Good luck with all your treatments. [forum post]

Reciprocity therefore indicated that users were good forum users; they were concerned for each other and not just for themselves, which in turn helped to foster trust on the forum.

Not Claiming Expertise You Do Not Have

Just as forum users perceived that moderators helped to facilitate trust by monitoring and removing misinformation, users also assessed each other’s trustworthiness according to their claims to expertise. Interviewees reported that they were inclined to distrust users who appeared to provide medical information without the caveat that they could only speak from personal experience.

I worry about people who give answers on things they’re not qualified to comment on. So, I think anyone can advise anybody else of what they think but (unclear) don’t present it as, you know, fact when it...isn’t...particularly when you’re talking about life-threatening illnesses...you know, clearly everyone’s head is going to be in a mess, so...that’s the absolute worst time to be presenting yourself as an expert in anything. Qualify it, you know, if you’re going to say it and I am astonished at the number of people—“Oh, I’d never do this” or “You must always do that.” I just think “How do you know?” (laughs). [Anne, 50-59 years]

Another interviewee reported that if she read a post containing medical advice or information that she believed to be incorrect, she intervened to try and present a fuller account out of concern that other users might trust the content

...she was telling these people on the site not to eat sugar because sugar feeds the cancer, and I know...what she was sort of thinking...but that would have put the fear of God into a lot of people...I don’t
always trust what I read but that’s usually—it’s a medical thing and I think, well I know better than that but um, it’s hard when there’s other people that wouldn’t know and then obviously read things like that...my concern is that, you know, there are people on there that—if they’re trusting everything they’re told, it can be a little bit of a scary place, um, because, you know...they then suddenly think oh God, I’m not going to eat any more sugar or I’ve got to go and do this...quite often if I see a comment like that I will comment and direct them to a site that will explain to them what that person’s been trying to say with regards to, you know, the cancer needing energy and what have you... [Frances, 50-59 years]

Frances’ interventions also suggest a feeling of responsibility toward other forum users which could engender trust, both in making people aware that not all information should be taken at face value but also directing them to websites containing more reliable information.

Forum posts often contained medical information in which users emphasized that they could only speak from their own experience.

I can tell you about my decisions about hormone therapy but need to emphasize that this was my personal decision. [forum post]

The four-week gap is very long (in my opinion). [forum post]

In this way, forum users framed their advice as being derived from their own experiential knowledge rather than their being an expert.

Similarity of Other Users

There was also evidence to suggest that trust was influenced by the extent to which users shared similar characteristics or situations, with some interviewees saying that they were more inclined to trust other users who were of a similar age or who had a comparable family situation.

Interviewee: Interestingly...when I’ve looked at the people that I reply to and speak to, generally on the forum, they’re often very similar...So, when I look at—if I look and analyze or think about, um, the people that I liaise with, um, maybe on a weekly basis, that they seem to be similar people, you know.

Interviewer: And that helps you to trust? Is that what you’re—? Yeah.

Interviewee: Yeah, yeah. I think so, yeah. [Eleanor, 50-59 years]

There were frequent references in user posts to characteristics such as their age and how many children they had, and the insight provided by the quote above suggests that inclusion of these details may have informed user decisions on who to trust (ie, because they were in a similar situation, not only with respect to being affected by breast cancer but also in terms of their personal circumstances). Examples of posts in which users emphasized their similarity to each other follow.

What time is your appointment tomorrow? I’ll be thinking of you—our situations seem similar—I have a 7-year-old and a 2-year-old. [forum post]

I was reading your post and felt the need to reply. I lost my beloved mum just over a year ago after her breast cancer spread to her liver and stomach. Like you I am an only child and was very close to my mother. [forum post]

The inclusion of such details may help to place users and make them appear more relatable and familiar to each other. This was something that seemed important in an online setting, where users are more limited in their ability to assess the extent to which other users are their kind of people than in face-to-face support groups.

Temporal

The BCC forum included a range of users, from those who were new to the site following a recent diagnosis through to users who had been using the site for several years. The ways in which users experienced and perceived trust did not necessarily remain constant during the time they spent on the forum but changed over the course of their illness and as they gained experience of using the forum and getting to know the other users.

Lurking or Deciding to Post

Interviewees had different experiences of and perspectives on initially joining the forum and deciding if and when to start posting. Some users joined the forum and started posting relatively quickly after diagnosis. For Janice (60-69 years), the extreme circumstance of receiving a cancer diagnosis and undergoing chemotherapy provoked the formation of trust among users “because chemo is such an intense experience that that trust is actually forged, that sort of initial bit.” Another interviewee described herself as “an innately trusting person, so my default is I trust somebody until they prove otherwise...Um, I think the developing of trust—I think you just test it out don’t you? You put something out there and you see what people say back...” [Olivia, 50-59 years]. In such cases, the trust required to start posting on the forum developed quite quickly.

Other users lurked for a period of time in order to get an idea of what the forum was like and to judge “Are these my kind of people?” [Anne, 50-59 years].

In their initial posts, forum users often mentioned that they had watched the forum for a while before deciding to post.

This is my first post as I have learned a lot from reading your posts but have always been too nervous to join in. [forum post]

I’m excited to say this is my very first post! Hope you don’t mind me joining in but I’ve been lurking and reading everyone else’s messages for about 11 months now and thought it was about time I joined in. [forum post]

Making the initial decision to trust the forum and its users enough for new users to post was therefore influenced by the nature of the reason for accessing the forum (ie, breast cancer) and users’ natural inclination or disinclination to trust people.
Interestingly, users who posted did not always consider or were not concerned that their posts might be read by lurkers or anyone else who accessed the forum. The trust they developed was in other people who posted on the forum, but they did not appear to take account of other people who were not visible.

**Developing Trust Over Time**

The trust which users had in the forum and toward other users changed over time, and participants spoke of trust growing as they got to know other users better.

> I do trust the women that I’m in the group with. Um, I suppose that builds as time goes on. Um, you don’t know them to begin with and then, by now, you know, six months down the line you know them and we know each other on Facebook as well now. So, we know each other’s real names (laughs) for instance. Um, so I do trust them...I think just, um, because I do only more or less post in the one thread with the same people, it’s—you know, it becomes familiar with this set of people and—yeah, you’re chatting about something with somebody that you know essentially. [Libby, 40-49 years]

This suggests that users did not necessarily develop trust in the forum as a whole or with everyone but used particular sections or threads or where the same people tend to post and so become familiar with each other. This is an example of how the forum’s structure intersected with the relational and temporal dimensions of trust formation, particularly in providing separate spaces, within which users got to know people and develop relationships over time.

Forum posts often included details of users’ everyday lives, such as their holidays or hobbies, and these—as well as the information about their treatment and health condition—may have helped users to get to know each other better. This may have helped the development of trust.

> I have to like someone before I’ll trust them and I have to know them quite well really, yeah...going back to how you perceive people by how they write, which you have to—and you bear in mind that...you start speaking to somebody from, say—for almost six—daily for six months, which you probably wouldn’t speak to your best friend daily for six months. So, you learn an awful lot about people each day and...you just have a conversation really and you...get a good um, idea of what people are like, unless they’re very good at inventing a story about themselves, which I’m sure some people could, but on this particular kind of thread you wouldn’t!—you wouldn’t make things up really. [Beth, 40-49 years]

This also reiterates the importance of users demonstrating their trustworthiness through their writing and how this facilitated trusting relationships. Forum posts would sometimes allude to users knowing each other based on previous posts.

> You are definitely right David. I’ve read some of your messages before and know that you are a warm caring person who cherishes his wife and family and is not ashamed to tell everyone. [forum post]

In this way, trusting relationships developed over time.

**Discussion**

**Principal Findings**

The aim of this paper was to examine how trust develops and influences sharing among users of an online health discussion forum. In this paper, trust as a processual practice emerges as a complex concept involving a number of elements. Interviewee accounts in particular suggested that trust plays an important role in how people share information, experiences, and emotions in online health forums. In our study, we explored how trust manifested on the BCC forum in 3 main intersecting dimensions: structural, relational, and temporal. The structural affordances of the forum (eg, the presence of moderators and security features) inclined users to trust the site as a safe space where they could share personal details. Within the forum’s structure, users conveyed and assessed trustworthiness relationally, that is, through their interactions with other users. Relational trust involved using appropriate language and tone in forum posts, behaving reciprocally, not falsely claiming expertise, and seeking similarities with other users. Trust was also necessarily a process that developed over time, from the initial decision by users to join the forum to ongoing changes in how users related to each other as they got to know one other.

In addition to confirming findings in previous studies, our paper makes 2 new key contributions to the literature on trust in online health forums. First, by triangulating analyses of forum posts and interviews with users, our research reveals the characteristics involved in assessing and conveying trust such as not ranting and deploying humor. Interviewees spoke explicitly of how these were instrumental in assessing and negotiating trust, and this was also evident in forum posts. While previous studies have identified that tone, humor and the temporal trajectory of forum users facilitate sharing on online breast cancer forums, they do not show explicitly, as we do, how these characteristics are related to trust [21-23]. Additionally, while studies of face-to-face interactions between health professionals and patients with cancer have identified that humor relates to trust, different conclusions have been made as to whether trust must be present before humor is used or if it emerges as a result of humor [24,25]. Our research supports arguments that humor contributes to the creation of trust and does not just result from it. Our findings also support research that suggests that people are more likely to perceive online information as credible when it is posted by users who are judged to have similar characteristics to themselves [26].

Second, while previous studies have considered how, separately, structural [11], relational [16], and temporal [15] dimensions influence trust on online health forums, our study demonstrates that these dimensions intersect and cannot be adequately understood in isolation from each other. Here we draw on sociological theories of intersectionality, which emphasize how analysis of empirical data is enhanced by considering how different dimensions interact with each other to shape how a particular phenomenon, experience, or identity is manifested [27]. We argue that through intersecting with each other, the structural, relational, and temporal dimensions become more
than their distinctive components, revealing that trust is processual and fluid rather than a fixed, unchanging variable. The structural affordances of the online spaces within the forum intersected with relational and temporal dimensions of trust by enabling people to get to know and trust each other by responding empathetically over a period of time. In addition to the structure of the forum allowing relationships to develop over time, this also allowed users to communicate with each other 24 hours a day. Consequently, the forum’s structure facilitated relational interactions between users at times when users’ family members and friends may have been unavailable to provide support. The organization and moderation of the BCC forum was relatively light-touch and, after new users registered and had their initial posts checked, the forum’s structure may have been largely invisible to users apart from when moderators occasionally intervened. We suggest that this reveals the permissive rather than restrictive nature of the structure and is not indicative of the forum’s insignificance as an influence on sharing practices. We find sociological conceptualizations of trust useful in highlighting these intersecting dimensions. For instance, as Brownlie and Howson [16] suggested in their study of trust in the context of MMR vaccines, “leaps of faith cannot be understood outside interactions and relationships nor isolated from the systems or institutions within which these unfold.” Similarly, Khodyakov [14] has argued that conceptualizing trust as a process requires understanding temporal characteristics of trust and how they influence trusting relationships within systems or structures. Our 3-dimensional theoretical framework helps us to make sense of the processual nature of trust on such forums. In doing so it contributes to the gap identified in a recent meta-synthesis of qualitative studies of online communities for people with long-term health conditions, which concluded that while trust and reciprocity do exist in such sites, “far less is known about the process that facilitates them” [6].

**Practical Implications of our Study**

Our study has practical implications for how organizations that create and maintain online peer-support forums can help to make these trusted spaces where users feel able to share information and experiences. A growing literature suggests that organizations that manage online communities can cultivate trust through particular design features or management practices [16,28]. Our study adds to this knowledge through highlighting the importance of having in place appropriate structural aspects of forums—for example, a registration process and formal moderation. Moderators can encourage trusting relationships between users by removing offensive, inaccurate, or inappropriate posts. The structural aspects of forums help users to trust the online environment within which they elicit information from others about their condition, treatment, side effects, etc. This also helps people feel confident about sharing their own information, experiences, and emotions, and organizations that develop online discussion forums for patients and carers should ensure that these structural aspects are in place to help foster trust in the forum.

On the one hand, our findings show ways in which structural features built into forums can influence how users trust each other in a top-down approach. On the other hand, our research demonstrates how trust is also a bottom-up phenomenon that emerges out of ongoing relationships and informal rules. This suggests that structural elements may not influence trusting relationships in a simple cause-and-effect relationship but may be hard to predict and dependent on relational and temporal aspects. Our more nuanced findings indicate that future collaborative work involving organizations and researchers is needed to explore possibilities for forum design and management that are based on a more processual understanding of the agentic and emergent nature of user relationships. Ultimately, the interdependence of the 3 dimensions in the formation of trust suggests that organizations developing online discussion forums need to be aware of the importance of these as intersecting components for developing trust among users of forums.

Our study also has implications for clinical practice. People increasingly turn to online health forums on receiving a diagnosis, and while recent research suggests much of the information shared on such sites is of good quality [29], our findings can be useful for clinicians advising patients on what characteristics (eg, tone, claims to expertise by users) to look for before deciding to participate in online forums. Through using health forums, patients can become better informed about their condition and play a more active role in the decision-making process.

**Strengths and Limitations of Our Study**

The strengths of this study lie in its in-depth exploration of one online peer-support group and in combining analyses of forum posts and interviews with forum users. Using both datasets together enabled us to strengthen our analysis and the validity of our claims. We demonstrate instances where analysis of the interview transcripts helped us better understand themes present in the forum posts and vice versa. This approach is useful in analyzing the inner workings of online forums, where it would be difficult to understand user intentions and decisions from their forum posts alone. We argue that using these complementary approaches can be particularly beneficial in researching intangible phenomena such as trust, which are not necessarily explicitly discussed or made visible on forums [30].

Our study is limited to a single case study that concerns one health condition, breast cancer. The forum is predominantly used by women and all of the interviewees were women. All interview participants self-selected, and this may have introduced elements of bias. For instance, forum users with strong opinions toward the forum may have been more likely to respond to the recruitment message than others. It is likely that trust manifests differently on other forums used by people with different illnesses and of different demographic groups [31]. In particular, we are aware that experiences of having breast cancer are shaped by distinct sociocultural discourses, and therefore our findings must be interpreted within this broader context. Other conditions may have certain characteristics that shape collective identities, influencing the content and nature of online interactions. We hope to explore this in future research. However, we suggest that the theoretical framework used to interpret our findings here has wider
applicability to other online health forums where trust is of significance.

Implications for Further Research

Further research could examine how trust operates in relation to what is shared in the online environment—for example, whether it is factual knowledge and how important this is to personal health and well-being and the personal and experiential nature of information and emotions that are shared. It is important to understand the extent to which the person sharing these different types of information is placing trust in the forum users as well as the trust that people place in the information. What is clear from our research is that trust and how it appears in online environments is highly contextual and content specific, and so further research is needed to explore how the process of trust may change on different forums with different demographic groups. Future research could also examine in greater detail the role of moderators in shaping trust in online spaces. Finally, new technologies and platforms are likely to change how trust manifests, so researchers should be responsive to technological change and how this might affect trust and sharing online.

Conclusion

This study contributes new knowledge to the underresearched area of how trust forms and develops on online health forums. Our findings show that the development of trust is a process which is influenced by structural features of the forum, and informal but collectively understood relational interactions between forum users. It is also apparent that trust changes over time. We suggest that this 3-dimensional framework of trust could be applied to other studies of trust in online health settings. Our findings are of value to organizations hosting online health forums that seek to develop a better understanding of what promotes trust and facilitates sharing in online environments.

Acknowledgments

We thank BCC for their support in allowing us to use their online forum within our study and for enabling us to recruit forum users to take part in the interviews. We are grateful to the people who took part in the interviews. We are grateful to colleagues Professor Nigel Ford and Dr. Andrew Cox, Information School, University of Sheffield, for helpful feedback on an earlier draft of this paper and to the 3 reviewers who provided helpful feedback that enabled us to improve the paper.

The "A Shared Space and A Space for Sharing" project is one of several projects funded through the EMoTICON network (grant number ES/M00354X/1), which is funded through the following UK cross-council programs: Partnership for Conflict, Crime, and Security Research (led by the Economic and Social Research Council); Connected Communities (led by the Arts and Humanities Research Council); and Digital Economy (led by the Engineering and Physical Sciences Research Council) in partnership with the UK Defence Science and Technology Laboratory and the Centre for the Protection of National Infrastructure.

Conflicts of Interest

None declared.

References

8. Lankton NK, NKMcKnight D. What does it mean to trust facebook? Examining technology and interpersonal trust beliefs. SIGMIS Database 2011;42(2):32-54.

Abbreviations
BCC: Breast Cancer Care
Enhancing Comparative Effectiveness Research With Automated Pediatric Pneumonia Detection in a Multi-Institutional Clinical Repository: A PHIS+ Pilot Study

Stephane Meystre¹, MD, PhD; Ramkiran Gouripeddi², MBBS, MS; Joel Tieder³, MPH, MD; Jeffrey Simmons⁴, MSc, MD; Rajendu Srivastava⁵,⁶, MPH, MD; Samir Shah⁴, MSCE, MD

¹Medical University of South Carolina, Charleston, SC, United States
²Department of Biomedical Informatics, University of Utah, Salt Lake City, UT, United States
³Seattle Children’s Hospital and University of Washington, Seattle, WA, United States
⁴Cincinnati Children’s Hospital Medical Center, Cincinnati, OH, United States
⁵Department of Pediatrics, University of Utah, Salt Lake City, UT, United States
⁶Primary Children's Hospital, Salt Lake City, UT, United States

Corresponding Author:
Stephane Meystre, MD, PhD
Medical University of South Carolina
135 Cannon St, 4th Floor
Charleston, SC,
United States
Phone: 1 843 792 0015
Fax: 1 843 792 5587
Email: meystre@musc.edu

Abstract

Background: Community-acquired pneumonia is a leading cause of pediatric morbidity. Administrative data are often used to conduct comparative effectiveness research (CER) with sufficient sample sizes to enhance detection of important outcomes. However, such studies are prone to misclassification errors because of the variable accuracy of discharge diagnosis codes.

Objective: The aim of this study was to develop an automated, scalable, and accurate method to determine the presence or absence of pneumonia in children using chest imaging reports.

Methods: The multi-institutional PHIS+ clinical repository was developed to support pediatric CER by expanding an administrative database of children's hospitals with detailed clinical data. To develop a scalable approach to find patients with bacterial pneumonia more accurately, we developed a Natural Language Processing (NLP) application to extract relevant information from chest diagnostic imaging reports. Domain experts established a reference standard by manually annotating 282 reports to train and then test the NLP application. Findings of pleural effusion, pulmonary infiltrate, and pneumonia were automatically extracted from the reports and then used to automatically classify whether a report was consistent with bacterial pneumonia.

Results: Compared with the annotated diagnostic imaging reports reference standard, the most accurate implementation of machine learning algorithms in our NLP application allowed extracting relevant findings with a sensitivity of .939 and a positive predictive value of .925. It allowed classifying reports with a sensitivity of .71, a positive predictive value of .86, and a specificity of .962. When compared with each of the domain experts manually annotating these reports, the NLP application allowed for significantly higher sensitivity (.71 vs .527) and similar positive predictive value and specificity.

Conclusions: NLP-based pneumonia information extraction of pediatric diagnostic imaging reports performed better than domain experts in this pilot study. NLP is an efficient method to extract information from a large collection of imaging reports to facilitate CER.
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**Introduction**

Community-acquired pneumonia (CAP) is a leading cause of hospitalization among children in the United States [1,2]. Despite this prevalence, the effectiveness of common management strategies [3] is unknown. Multicenter studies using administrative data are inexpensive to conduct and could help compare treatment effectiveness and overcome the challenge of measuring adverse outcomes [4,5]. However, these studies are limited by the potential for subject misclassification. International Classification of Diseases, 9th revision, Clinical Modification (ICD-9-CM) discharge diagnosis codes are commonly used to identify patients [4,5]. Improper use of these codes may lead to false positive or false negative cases [6]. In studies of pediatric CAP, this might lead to systematic biasing by inadvertently including patients without pneumonia or excluding patients with pneumonia in the study cohort [7]. Furthermore, use of these discharge diagnosis codes only precludes more accurate risk adjustment than might be available through admission chest radiograph results, for example [8].

The PHIS+ repository augments the Pediatric Health Information System (PHIS), an administrative database from the Children’s Hospital Association, with clinical data [9]. PHIS+, consists of laboratory [9] and microbiological testing results [10], as well as imaging reports from 6 pediatric hospitals across multiple care settings (inpatient, outpatient, emergency department, and ambulatory surgery) over a 5-year study period. The clinical data in the PHIS+ repository are standardized and harmonized using biomedical terminologies and common data models. But, unlike laboratory results, which are available in discrete formats for comparative effectiveness research analyses, imaging reports are available only in narrative clinical text and lack standardization in structure and format. To allow for efficient and rapid access to these data, we developed a Natural Language Processing (NLP) application to determine the diagnosis of bacterial pneumonia from pediatric diagnostic imaging reports by extracting pneumonia characteristics (ie, presence, symmetry, and size of pleural effusion and pulmonary infiltrate) [11].

NLP has been used to extract different types of clinical information from various sources of narrative text in adult patients [12]. Studies have applied Bayesian networks and NLP to detect bacterial pneumonia in adults [13], and several used an NLP application called MedLEE [14] to extract community-acquired pneumonia severity scores in adults [15] and pneumonia information from chest radiology reports in a neonatal intensive care unit [16], or to identify patients with tuberculosis [17]. Recent efforts applied NLP to extract pneumonia information from radiology reports in an adult intensive care unit [18], detect probable pneumonia cases and help manual chart review [19], and also included electronic health record structured data to detect pneumonia cases [20]. These studies reported accuracy metrics with large variations, sensitivity ranging from .45 to .95, and positive predictive value (PPV) from .075 to .86 (best PPV was .86 with a sensitivity of .75 [18], and best sensitivity was .95 with a PPV of .78 [13]). They typically focused on only one type of clinical note, at only one health care organization or hospital, and included the complete development of large complex NLP systems. Only one of these prior studies included children evaluated for pneumonia [19], but it required a manual review of a subset of the radiology reports already analyzed by the NLP system. A good recent review of NLP applications to radiology reports can be found in [21]. The goal of this study was to develop an automated, scalable, and accurate method to determine the presence or absence of pneumonia in children, using a large variety of chest imaging reports from the newly developed PHIS+ repository in order to facilitate the conduct of adequately powered comparative effectiveness research aimed for treatment options of hospitalized children.

**Methods**

**Study Sites**

Six free-standing children’s hospitals were included: Boston Children’s Hospital (Boston, MA, USA); Children’s Hospital of Philadelphia (Philadelphia, PA, USA); Children’s Hospital of Pittsburgh (Pittsburgh, PA, USA); Cincinnati Children’s Hospital Medical Center (Cincinnati, OH, USA); Primary Children’s Hospital, Intermountain Healthcare (Salt Lake City, UT, USA); and Seattle Children’s Hospital (Seattle, WA, USA).

**Reference Standard Preparation**

The imaging procedures from the six contributing hospitals in the PHIS+ repository were already mapped to Current Procedural Terminology (CPT) codes [22]. We first selected relevant chest diagnostic imaging (chest radiograph, computerized tomography, and ultrasound) procedure CPT codes (see Multimedia Appendix 1), and then extracted a stratified random collection of imaging study reports mapped to these CPT codes. One report was extracted for each randomly selected patient. A preliminary power analysis indicated that a selection of 270 imaging reports would allow a 95% CI of ±4% width with an expected sensitivity of 90%, assuming mention of pneumonia in 25% of the reports (pneumonia is the information we extracted mentioned the least frequently). A total of 282 reports were eventually selected, deidentified using De-ID software (DE-ID Data Corp) [23] and provided as plain text files for NLP-based information extraction.

**Reference Standard Annotation**

The 282 deidentified diagnostic imaging reports were annotated by domain experts to evaluate the pneumonia information extraction application. Annotations included all mentions of pulmonary infiltrate, their local context (eg, negation, as in “no infiltrate”), and their symmetry (ie, unilateral or bilateral); pleural effusions, their local context, and their size (ie, small or moderate or large); mentions of pneumonia and their local context (eg, “consistent with pneumonia” or “no evidence of pneumonia”); and whether the report supported the diagnosis of bacterial pneumonia (Figure 1).

The domain experts, three attending pediatric hospital medicine physicians, were trained while also iteratively refining the annotation instructions on the basis of their experience. They first annotated a set of 15 reports, with low interannotator agreement. Examples of disagreements between domain experts are listed in Figure 2.
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After having discussed disagreements and updated the annotation instructions, they annotated a second set of 10 other reports and reached fair agreement (pairwise proportions of agreement: .65-.78 for infiltrates, .12-.7 for effusions, and .43-.74 for mentions of pneumonia). Finally, after a final round of disagreement discussions and instructions refinement, they annotated 10 new reports and reached excellent agreement (.96-.98 for infiltrates, .94-1 for effusions, and .92-1 for mentions of pneumonia). The training phase then ended, and annotation of the complete 282 reports collection followed (including reannotation of the initial 15+10+10 reports). At this stage, the rare disagreements were discussed among all domain experts to reach consensus for the reference standard. The annotated information included the following (Figure 1; Final annotation guideline in Multimedia Appendix 2):

- Mentions of “pneumonia” (or synonyms—eg, “pneumonitis”), without adjectives (except if required to define the concept; eg, “lung infection” needs “lung” to be precise enough).
- Mentions of “pleural effusion” (or synonyms—eg, “empyema”; or terms that imply the existence of a pleural effusion if “pleural effusion” or a synonym is not mentioned—eg, “loculation,” “free fluid”), without adjectives.
- Mentions of “pulmonary infiltrate” (or synonyms like “opacity,” “consolidation”), without adjectives or remote synonyms like “small airways disease,” “interstitial markings,” “peribronchial thickening,” or “atelectasis.”
- Context surrounding each pneumonia, effusion, or infiltrate annotation (referred to as “local context”) was annotated as present (ie, affirmed, not negated, current), absent (ie, negated, excluded), speculative (ie, hypothetical, a possibility, to rule it out), or historical (ie, in the past, not current anymore).
- Pleural effusion size was annotated as small, moderate-large, or not mentioned.
- Symmetry of infiltrates was annotated as unilateral, bilateral, or not mentioned.
- Overall, each report was annotated as to whether it did or did not generally support the diagnosis of bacterial pneumonia (true or false).

**Figure 1.** Diagnostic imaging report annotations example.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Examples</th>
<th>Cause(s)</th>
<th>Solution(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inconsistent term spans</td>
<td><em>the possible pneumonia</em>. <em>the possible pneumonia</em>. <em>the possible pneumonia</em>.</td>
<td>Lack of precision when selecting text to annotate</td>
<td>• Automate selection of alphanumeric characters.</td>
</tr>
</tbody>
</table>
| Effusion terms                 | _and pleural effusion_. _and pleural effusion_. _no fluid in pleural spaces_. moderate degree of pericardial effusion[Negated]. | Annotation guideline understanding differences | • Annotation guideline clarification.  
• Discussions among experts. |
| Pulmonary infiltrate terms    | _some small airways disease_. _some small airways disease_. _with interstitial markings_. _with interstitial markings_. | Lack of agreement about terms to annotate as “pulmonary infiltrate” | • Annotation guideline clarification.  
• Discussions among experts. |
| Mentions of “fluid”           | _small amount of fluid_. _small amount of fluid_. _fluid collection_. | Lack of agreement about “fluid” mentions annotation | • Annotation guideline clarification.  
• Discussions among experts. |
| Pneumonia mention modifiers   | _rule-out pneumonia_. _has a history of pneumonia_. | Disagreement about Pneumonia annotation (possible or historical?) | • Annotation guideline modifications. |

**Figure 2.** Examples of domain expert annotation disagreements.
Clinical Information Extraction Application Development

We developed an application based on NLP to automate the extraction of information. This application was based on the Apache UIMA (Unstructured Information Management Architecture) framework [24] using components either developed specifically for this application or adapted from another NLP application: Textractor [25]. Components included text preprocessing (sections detection, lists annotation, sentence segmentation, tokenization, part-of-speech tagging, and chunking), dictionary look-up, local context analysis, annotation attributes and patient information (hospital and patient code) extraction, machine learning features extraction, and the final classification (Figure 3).

During text preprocessing, sections were detected using a collection of regular expressions representing possible headers for patient history sections. Lists were also detected using regular expressions, and their entries segmented as individual sentences. Segmentation of the text in sentences was adapted from Textractor, which is based on a machine learning algorithm (maximum entropy, MaxEnt [26]). Sentences are then “tokenized,” split into words or other meaningful groups of alphabetical or numeric characters. Each token is then assigned a part-of-speech tag with another module adapted from Textractor that is based on maximum entropy (itself adapted from OpenNLP [26]). Finally, noun phrase “chunks” are detected with a third module adapted from Textractor, which is also based on maximum entropy (also originally adapted from OpenNLP [26]).

The dictionary lookup module searches a list of terms for matches with the noun phrase “chunks” detected in the text. The list of terms (ie, dictionary) was originally based on a subset of the Unified Medical Language System (UMLS) Metathesaurus [27] filtered by semantic type to include only disease or syndrome, finding, or pathologic function. This dictionary was later replaced with a list of terms built manually by clinicians (based on their domain knowledge), an approach that allowed for improved accuracy.

The local context analysis was based on the ConText algorithm [28], as implemented in Textractor. This algorithm looks for keywords that indicate local context such as negation (eg, denied, no, absent), and then assigns this context to concepts found in a window of words following or preceding the keyword. For example, in the sentence “Findings consistent with viral or reactive airways disease without focal pneumonia,” the keyword “without” indicates negation and precedes the annotated concept “pneumonia,” which will therefore be considered negated, or absent.

The extraction of annotation attributes (effusion size and infiltrate symmetry) and patient information (hospital and patient code) was based on a set of regular expressions developed specifically and implemented similarly to ConText, assigning these attributes to the appropriate annotated concepts.

Finally, the classification of reports as supporting the diagnosis of bacterial pneumonia (or not) was based on a Support Vector Machine (SVM) classifier with lexical and semantic features. These features included a “bag-of-words” (ie, list of words occurring more than once in our reports collection, without stopwords like “and,” “from,” “each”) and the annotated concepts with their attributes (eg, “pleural effusion” annotation with “small” quantity attribute). The classifier was an implementation of LIBSVM [29], with the radial basis function (RBF) kernel.

Application Performance Improvements

When initially evaluating the pneumonia classification accuracy, sensitivity was not satisfactory. Therefore, we compared several different machine learning algorithms, refined parameters for the SVM, and filtered the machine learning features (bag-of-words), as well as the dictionaries used by our application.
Machine learning algorithms compared included decision trees, rule learners, naïve Bayes, Bayesian networks, and SVMs, all implemented in the Weka software (version 3.7; University of Waikato, New Zealand) [30]. Features used were the same with each algorithm and included the annotated concepts, and their attributes and local context. Refining the SVM parameters (ie, the penalty parameter C, and the radial basis function parameter gamma; final values allowing for best accuracy: $C=11.5$, gamma=.1) consisted in realizing a grid search for selecting the best values of these parameters (using the Grid Parameter Search tool available with LIBSVM).

The “bag-of-words” is an important set of features for machine learning, and the original version included 2103 different words. Even after excluding stopwords, most remaining words have no meaning associated with the diagnosis or radiological signs of pneumonia. To focus our classification on more meaningful words for our task, we manually reviewed all words in the initial bag-of-words (named BOW0) and created three versions with increasing levels of domain specificity. The first refined bag-of-words (BOW1) included 99 words, the second (more specific) bag-of-words (BOW2) included 37 words, and the third (most specific) bag-of-words (BOW3) included only 23 words. The three refined bag-of-words are listed in Multimedia Appendix 3. All were annotated as unigrams.

Finally, refining our dictionary of terms focused on mentions of pulmonary infiltrate, removing terms that caused many false positive matches, but few correct matches.

**Performance Evaluation Approach**

We used a cross validation approach with 5 “folds” for training and validation. This approach starts with random partition of our collection of 282 notes into 5 subsets of approximately the same size. Then, one subset is retained for testing and the remaining four subsets are used for training. This process is repeated 5 times (ie, “folds”), with each subset used only once for testing. In each “fold,” we compared the information extraction application output with the manual reference standard annotations, and classified each annotation as true positive (application output matches the reference standard), false positive (application output not found in the reference standard), or false negatives (reference standard annotation missed by the application). We also counted true negatives for the overall classification when the reference standard and the application both classified the report as not supporting the diagnosis of bacterial pneumonia. Finally, we used counts of true positives, true negatives, false positives, and false negatives, and computed various accuracy metrics at the end of the whole process (not after each fold and then averaged across folds). Accuracy metrics included sensitivity (ie, recall), positive predictive value (ie, precision), the $F_1$-measure (a harmonic mean of sensitivity and positive predictive value [31]), and the accuracy (proportion of agreement) of the local context category and the attributes category (effusion size and infiltrate symmetry).

For the concept-level evaluation, application automatic annotations and reference standard manual annotations were compared and considered a match when the annotated text overlapped exactly (except preceding or following white space or punctuation) and the annotated information categories (eg, “Effusion”) were the same. For the document-level evaluation, reports were classified as supporting the diagnosis of bacterial pneumonia or not. They were considered a match when their binary classification corresponded to the reference standard classification. For document-level evaluation of domain experts, their initial classification (ie, before adjudication of differences between annotators and reference standard development) were compared with final reference standard classifications.

**Results**

**Reference Standard Development**

The 282 radiology imaging reports annotated, originated from each of the 6 health care organizations in approximately the same numbers (48 from the Boston Children’s Hospital, 48 from the Children’s Hospital of Philadelphia, 47 from the Children’s Hospital of Pittsburgh, 48 from the Cincinnati Children’s Hospital Medical Center, 47 from the Primary Children’s Hospital, and 44 from the Seattle Children’s Hospital). Annotations included 72 mentions of pneumonia or synonyms (0.255 per report on average), 312 mentions of pulmonary infiltrate or synonyms (1.106), and 369 mentions of pleural effusion or synonyms (1.309). Among the 282 reports, 24.5% (69/282) supported the diagnosis of bacterial pneumonia. Agreement among annotators for the 247 (282 minus 35 reports used for annotators training) not previously seen imaging reports reached 82 of 121 pneumonia mentions (67.8%), 502 of 610 infiltrate mentions (82.3%), and 526 of 670 effusion mentions (78.5%).

**Performance at the Concept Level**

Concepts evaluated here included the automatic annotations by our application of mentions of pneumonia, pleural effusion, pulmonary infiltrate, and corresponding local context and attributes. The average sensitivity and positive predictive value were approximately 93-94%, with higher accuracy for mentions of pneumonia, and lower accuracy for mentions of pleural effusion (Table 1). The local context was correct in about 92% (65/71) to 94.1% (272/289) of the cases, and the attribute category in about 72.3% (209/289) to 92.5% (321/347) of the cases.
Table 1. Concept level accuracy evaluation results.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>All included terms</th>
<th>Effusion</th>
<th>Infiltrate</th>
<th>Pneumonia</th>
</tr>
</thead>
<tbody>
<tr>
<td>True positives</td>
<td>707</td>
<td>347</td>
<td>289</td>
<td>71</td>
</tr>
<tr>
<td>False positives</td>
<td>0</td>
<td>37</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>False negatives</td>
<td>1</td>
<td>22</td>
<td>23</td>
<td>1</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>.939</td>
<td>.940</td>
<td>.926</td>
<td>.986</td>
</tr>
<tr>
<td>Positive predictive value</td>
<td>1.000</td>
<td>.904</td>
<td>.935</td>
<td>.932</td>
</tr>
<tr>
<td>$F_1$-measure</td>
<td>.933</td>
<td>.931</td>
<td>.922</td>
<td>.929</td>
</tr>
<tr>
<td>Context accuracy</td>
<td>.916</td>
<td>.941</td>
<td>.931</td>
<td>.723</td>
</tr>
<tr>
<td>Attribute accuracy</td>
<td>N/A</td>
<td>.925</td>
<td>.824</td>
<td>.929</td>
</tr>
</tbody>
</table>

$F_1$-measure is a harmonic mean of sensitivity and positive predictive value [31].

N/A: not applicable.

Performance at the Document Level

This classification was evaluated with various configurations of our application. Sensitivity was quite low (.42) with our initial configuration (Table 2), motivating us to experiment with the aforementioned performance improvement approaches.

When using the SVM classifier with all features (ie, concepts with local context and attributes, and bag-of-words), the more specific bag-of-words (BOW2 and BOW3) allowed for higher positive predictive value and specificity, but sensitivity was the highest at .652 with the least filtered bag-of-words (BOW1).

Table 2. Document-level classification results.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>BOW0 a</th>
<th>BOW1 b</th>
<th>BOW2 c</th>
<th>BOW3 d</th>
<th>Best system e (95% CI)</th>
<th>Domain experts average</th>
</tr>
</thead>
<tbody>
<tr>
<td>True positives</td>
<td>29</td>
<td>45</td>
<td>31</td>
<td>30</td>
<td>49</td>
<td>36</td>
</tr>
<tr>
<td>True negatives</td>
<td>207</td>
<td>200</td>
<td>210</td>
<td>209</td>
<td>205</td>
<td>206</td>
</tr>
<tr>
<td>False positives</td>
<td>6</td>
<td>13</td>
<td>3</td>
<td>4</td>
<td>8</td>
<td>7</td>
</tr>
<tr>
<td>False negatives</td>
<td>40</td>
<td>24</td>
<td>38</td>
<td>39</td>
<td>20</td>
<td>33</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>.420</td>
<td>.652</td>
<td>.449</td>
<td>.435</td>
<td>.710 (.683-.737)</td>
<td>.527</td>
</tr>
<tr>
<td>Positive predictive value</td>
<td>.829</td>
<td>.776</td>
<td>.912</td>
<td>.882</td>
<td>.860 (.833-.886)</td>
<td>.848</td>
</tr>
<tr>
<td>$F_1$ measure</td>
<td>.556</td>
<td>.709</td>
<td>.602</td>
<td>.583</td>
<td>.778</td>
<td>.650</td>
</tr>
<tr>
<td>Specificity</td>
<td>.972</td>
<td>.939</td>
<td>.986</td>
<td>.981</td>
<td>.962 (.951-.974)</td>
<td>.966</td>
</tr>
<tr>
<td>Accuracy</td>
<td>.837</td>
<td>.869</td>
<td>.855</td>
<td>.847</td>
<td>.901 (.883-.918)</td>
<td>.862</td>
</tr>
</tbody>
</table>

a BOW0: Initial bag-of-words.
b BOW1: First refined bag-of-words.
c BOW2: Second (more specific) refined bag-of-words.
d BOW3: Third (most specific) refined bag-of-words.
e BOW1 with refined dictionary.

The configuration allowing for the highest sensitivity and $F_1$-measure was based on the least filtered bag-of-words and a refined dictionary (Best system in Table 2).

We also compared different machine learning algorithms with a limited set of features (ie, no bag-of-words as not all algorithms tested could use it). Most of them allowed for higher sensitivity than the SVM algorithm (as implemented in Weka sequential minimal optimization [SMO] [32]), but their positive predictive value was always lower (see Multimedia Appendix 4).
The decision tree algorithm (pruned C4.5 decision tree [33]) automatically created the decision tree and allowed for a classification $F_1$-measure of .552 (Figure 4).

The rule learner (Repeated Incremental Pruning to Produce Error Reduction [RIPPER] [34]) automatically learned three rules that allowed for a classification $F_1$-measure of .613:

- IF (Effusion=Present) AND (Symmetry=Unilateral) THEN Supports pneumonia=Yes
- IF (Infiltrate=Present) AND (Pneumonia mention=Present) THEN Supports pneumonia=Yes
- OTHERWISE Supports pneumonia=No

The Naïve Bayes algorithm implemented in Weka is based on John and Langley algorithm [35] and the Bayesian network implementation is based on several different algorithms such as Cooper K2 algorithm [36]. The Bayesian network allowed for the highest sensitivity (.739).

In Weka, the SVM implements John Platt’s sequential minimal optimization (SMO) algorithm [32]. In our experiment, where the bag-of-words was not part of the features used here, it reached the highest positive predictive value (.811), but also had low sensitivity.

Figure 4. Pruned decision tree for pneumonia classification.

Error Analysis

The most common errors our application made were false negatives, erroneously classifying reports as not supporting the diagnosis of bacterial pneumonia when they actually did support it. Among the 20 false negatives, most were cases of pneumonia that were not as clear, with only 48% of the expert annotators originally agreeing that they were positive cases. This average agreement was 86% for cases that were correctly classified. Most false negatives had no pleural effusion and some had infiltrates mentioned as “airspace disease,” which domain experts specifically decided to exclude as a clear indicator of bacterial pneumonia. Others had pleural effusions mentioned as “fluid” (without the mention of “pleural”), which were difficult to differentiate from other fluid locations in the thorax.

False positive errors (ie, erroneously classifying reports as supporting the diagnosis of bacterial pneumonia when they actually did not support it) were rarer, often caused by local context analysis errors (eg, “pleural effusion has completely resolved” not recognized as an absence of pleural effusion).

Discussion

Principal Findings and Comparison With Prior Work

The most accurate version of our NLP-based pneumonia information extraction application performed better than human domain experts, with significantly higher sensitivity (Fisher exact test, with $P=.04$).

We found variation in the language used in chest imaging reports both within and across the six children’s hospitals. This was due to inherent differences in imaging modalities, radiologists reporting, and hospital practice. Despite this variability in language, the most accurate version of our NLP-based diagnostic imaging reports classification application eventually reached a sensitivity of .71, positive predictive value of .86, and a specificity of .96. It was based on an SVM classifier with a refined set of features that included a filtered bag-of-words of 99 words, and the annotated concepts with their attributes. When tested in its first version, it only reached a sensitivity of .42.

Experiments to improve classification accuracy included refining the features and parameters used by the SVM classifier, and testing other algorithms. These algorithms included decision trees, rule learners, naïve Bayes, Bayesian networks, and SVMs. They allowed for sensitivity between .42 and .74, positive...
predictive value between .66 and .81, and specificity between .88 and .97. Even if the Bayesian network reached a slightly higher sensitivity than the most accurate version of our classifier (.739 vs .71), its positive predictive value was significantly lower (.78 vs .86), and the overall accuracy and $F_1$-measure were therefore lower. These metrics are consistent with or significantly better than earlier studies such as the extraction of pneumonia information from chest radiology reports in a neonatal intensive care unit by Mendonça and colleagues [16], who reported .71 sensitivity but only .075 positive predictive value, or the extraction of pneumonia findings from chest radiology reports by Fiszman and colleagues [37], who reported .90 positive predictive value but only .34 sensitivity.

The performance reached by the most accurate version of our NLP-based reports classification application may seem low when considering the classification task it performed (ie, classifying diagnostic imaging reports as supporting the diagnosis of bacterial pneumonia or not), but this task was actually more difficult than it may appear. When comparing the three domain experts (ie, attending physicians) annotating these reports with the final reference standard, their average sensitivity was lower than the automatic classifier (Table 2). The positive predictive value and specificity were comparable. This comparison demonstrates the difficulty of the classification task, and the excellent performance of our application when compared with human experts.

Limitations

Our evaluation had several limitations. First, although we had a small sample of annotated diagnostic imaging reports, this sample size allowed for CIs between .023 and .054 only (95% CI; Table 2). This pilot study only included imaging reports from 282 patients, but allowed for sufficiently precise assessment of the accuracy of our system to then apply it to a much larger population of more than 10,000 patients. Comparing our approach with domain experts would benefit from increased precision and could be based on an additional evaluation based on a new larger testing set. Next, the 5-fold cross-validation approach we used only yields meaningful results if the testing set and training set are drawn from the same population, which was our case (both were randomly drawn from our collection of diagnostic imaging reports). Cross-validation could also be misused if selecting features using the complete dataset, and using some data for both training and testing. We avoided both problems by selecting features manually (without examining the dataset, only the experts’ domain knowledge), and by ensuring that each report was used only exactly once for testing in our cross-validation approach. The BOW refinement process was purely manual and based on clinical domain knowledge, an approach that would not generalize easily to other applications. Finally, this pilot study was realized on a subset of clinical notes from a unique small population in 6 health care organizations, possibly making additional adaptations required to generalize to a larger population (eg, retreating the machine learning algorithms, refining the dictionaries used).

Conclusions

We developed and used an NLP-based information extraction application to generate discrete and accurate data to identify pediatric patients with CAP. Our main objective was good positive predictive value and improved sensitivity when compared with human domain experts. The pneumonia information extraction application used methods and resources that were trained and evaluated with our reports collection, using a 5-fold cross-validation approach. It allowed for classifying pediatric diagnostic imaging reports with a higher accuracy than that by human domain experts (ie, higher sensitivity and similar positive predictive value and specificity) in this pilot study. After this study, it was used to extract information and classify a much larger collection of diagnostic imaging reports (more than 10,000) in the PHIS+ database, for subsequent community-acquired pneumonia research comparing the effectiveness of different treatment options.
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Abstract

Background: Access to information is critical to a patient’s valid exercise of autonomy. One increasingly important source of medical information is the Internet. Individuals often turn to drug company (“pharma”) websites to look for drug information.

Objective: The objective of this study was to determine whether there is information on pharma websites that is embargoed: Is there information that is hidden from the patient unless she attests to being a health care provider? We discuss the implications of our findings for health care ethics.

Methods: We reviewed a convenience sample of 40 pharma websites for “professionals-only” areas and determined whether access to those areas was restricted, requiring attestation that the user is a health care professional in the United States.

Results: Of the 40 websites reviewed, 38 had information that was labeled for health care professionals-only. Of these, 24 required the user to certify their status as a health care provider before they were able to access this “hidden” information.

Conclusions: Many pharma websites include information in a “professionals-only” section. Of these, the majority require attestation that the user is a health care professional before they can access the information. This leaves patients with two bad choices: (1) not accessing the information or (2) lying about being a health care professional. Both of these outcomes are unacceptable. In the first instance, the patient’s access to information is limited, potentially impairing their health and their ability to make reasonable and well-informed decisions. In the second instance, they may be induced to lie in a medical setting. “Teaching” patients to lie may have adverse consequences for the provider-patient relationship.


KEYWORDS
trust; ethics; personal autonomy; readability

Introduction

About 67% of physician office visits involve a prescription medication [1]. This rises to 80% when the visit is to an emergency department [1]. Ideally, the provider should discuss the prescriptions’ benefits and side effects with the patient. However, the scheduling realities of single visits restrict patient contact time and the information that can be presented. Unfortunately, providers often do not discuss medication side effects, and so on with patients [2,3].

Inevitably, and reasonably, patients seek out additional information. One source of this information is the Internet, including pharma websites. It is not an exaggeration to say that the use of the Internet to search for medical information is ubiquitous. In 2012, 72% of Internet users looked for medical information on the Web, and this percent has been increasing with time [4-6]. Whereas the quality of Web-based information
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varies greatly, unfettered access to information on the Internet is critical to patients trying to educate themselves. In order to make a truly autonomous decision, patients must have whatever information they feel is necessary. Whereas providers may not have the time to review all of the information a patient may want to know, searching the Internet is not subject to a time limitation.

The purpose of this study was to investigate a convenience selection of pharma websites in order to determine whether there is information labeled as for “professionals-only” (eg, not for patients), and what one needs to do in order to access this information. We discuss our findings within the ethical framework of Western medicine, including respect for autonomy and truth telling.

Methods

We examined a convenience sample of 40 pharma websites looking for the presence of a “professionals-only” section. Drugs websites to review were selected based on the year of approval by the Food and Drug Administration (FDA; within the past 3 years), as well as a sample of commonly prescribed medications. There was no attempt to randomize the selection. All of the researchers reviewed each site to determine whether (1) a “professionals-only” section exists, and (2) whether access to this information requires certifying that one is a health care professional.

This project did not require an institutional review board (IRB) submission because no human (or animal) subjects were involved. As noted in the University of Iowa IRB Statement of Compliance, “The University of Iowa Institutional Review Boards are duly constituted with written procedures for initial and continuing review of human subjects research” [7]. This research does not include any human subjects.

Results

Of the 40 websites, 36 (90%) contained information or a link to information that was restricted to professionals only (Table 1). Twenty-four (67%, 24/36) of these 36 sites required an attestation that the user was a US health care professional before the information could be accessed (Table 1). Another 12 (33%, 12/36) of the 36 contained “professionals-only” information that was accessible without such an attestation. Figures 1 and 2 are screenshots that show of the type of verification required in order to access “professionals only” information. Researchers agreed on the categorization of all sites.

Figure 1. An example of a "professionals only" attestation statement from a drug company website.

![Figure 1](image1.png)

Figure 2. An example of a “professionals only” attestation statement from a drug company website.

![Figure 2](image2.png)
<table>
<thead>
<tr>
<th>Trade name</th>
<th>Drug name</th>
<th>Website</th>
<th>Embargoed information</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abilify</td>
<td>Aripiprazole</td>
<td><a href="http://www.abilify.com">www.abilify.com</a></td>
<td>Yes&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Amyvid</td>
<td>Florbetapir F18 injection</td>
<td><a href="http://www.amyvid.com">www.amyvid.com</a></td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Anoro Ellipta</td>
<td>Umeclidinium and vilanerol inhalation powder</td>
<td><a href="http://www.myanoro.com">www.myanoro.com</a></td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Briinta</td>
<td>Ticagrelor</td>
<td><a href="http://www.briinta.com">www.briinta.com</a></td>
<td>Other&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Brintellix</td>
<td>Vortioxetine</td>
<td><a href="http://www.brintellix.com">www.brintellix.com</a></td>
<td>Other</td>
<td></td>
</tr>
<tr>
<td>Corlanor</td>
<td>Ivabradine</td>
<td><a href="http://www.corlanor.com">www.corlanor.com</a></td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Cometriq</td>
<td>Cabozantinib</td>
<td><a href="http://www.cometriq.com">www.cometriq.com</a></td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Crestor</td>
<td>Rosuvastatin</td>
<td><a href="http://www.crestor.com">www.crestor.com</a></td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Cyramza</td>
<td>Ramucirumab injection</td>
<td><a href="http://www.cyramzahep.com">www.cyramzahep.com</a></td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Dextilant</td>
<td>Dextansoparzole</td>
<td><a href="http://www.dextilant.com">www.dextilant.com</a></td>
<td>Other</td>
<td></td>
</tr>
<tr>
<td>Duavee</td>
<td>Conjugated estrogens or bazedoxifene</td>
<td><a href="http://www.duavee.com">www.duavee.com</a></td>
<td>Other</td>
<td></td>
</tr>
<tr>
<td>Eliquis</td>
<td>Apixiban</td>
<td><a href="http://www.e">www.e</a> liquis.com/eliquis</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Entresto</td>
<td>Sacubitril or valasartan</td>
<td><a href="http://www.entresto.com">www.entresto.com</a></td>
<td>Other</td>
<td></td>
</tr>
<tr>
<td>Erivedge</td>
<td>Vismodegb</td>
<td><a href="http://www.erivedge.com/">www.erivedge.com/</a></td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Farxiga</td>
<td>Dapagliflozin</td>
<td><a href="http://www.farxiga.com">www.farxiga.com</a></td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Focalin XR</td>
<td>Dexamethylenilate</td>
<td><a href="http://www.focalinxr.com">www.focalinxr.com</a></td>
<td>No&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Gazyva</td>
<td>Obinutuzumab</td>
<td><a href="http://www.gazyva.com">www.gazyva.com</a></td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Invokana</td>
<td>Canagliflozin tablets</td>
<td><a href="http://www.invokana.com">www.invokana.com</a></td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Harvonii</td>
<td>Edipasvir and sofosbuvir</td>
<td><a href="http://www.harvonii.com">www.harvonii.com</a></td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Kadcyla</td>
<td>Ado-trastuzumab emtansine</td>
<td><a href="http://www.kadcyla.com">www.kadcyla.com</a></td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Kalydeco</td>
<td>Ivacafort</td>
<td><a href="http://www.kalydeco.com">www.kalydeco.com</a></td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Kynamro</td>
<td>Mipomersen sodium</td>
<td><a href="http://www.kynamro.com">www.kynamro.com</a></td>
<td>Yes</td>
<td>Requires sign-up</td>
</tr>
<tr>
<td>Lipitor</td>
<td>Atorvastatin</td>
<td><a href="http://www.lipitor.com">www.lipitor.com</a></td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>Myalept</td>
<td>Metreleptin for injection</td>
<td><a href="http://www.myalept.com">www.myalept.com</a></td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Nesina</td>
<td>Alogliptin</td>
<td><a href="http://www.nesinahcp.com">www.nesinahcp.com</a></td>
<td>Other</td>
<td></td>
</tr>
<tr>
<td>Otezla</td>
<td>Apremilast</td>
<td><a href="http://www.otelza.com">www.otelza.com</a></td>
<td>Other</td>
<td></td>
</tr>
<tr>
<td>Picato</td>
<td>Ingenol mebutate</td>
<td><a href="http://www.picato.com">www.picato.com</a></td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Pomalyst</td>
<td>Pomalidomide 29</td>
<td><a href="http://www.pomalyst.com">www.pomalyst.com</a></td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Pradaxa</td>
<td>Dabigatran</td>
<td><a href="http://www.pradaxa.com">www.pradaxa.com</a></td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Praluent</td>
<td>Alirocumab</td>
<td><a href="http://www.praluent.com">www.praluent.com</a></td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Pristiq</td>
<td>Desvenlafaxine</td>
<td><a href="http://www.pristiq.com">www.pristiq.com</a></td>
<td>Other</td>
<td></td>
</tr>
<tr>
<td>Savaysa</td>
<td>Edoxaban</td>
<td><a href="http://www.savaysa.com">www.savaysa.com</a></td>
<td>Other</td>
<td></td>
</tr>
<tr>
<td>Sovaldri</td>
<td>Sofosbuvir</td>
<td><a href="http://www.sovaldri.com">www.sovaldri.com</a></td>
<td>Other</td>
<td></td>
</tr>
<tr>
<td>Stribild</td>
<td>Elvitegravir, cobicistat, emtricitabine, tenofovir, and disoproxil</td>
<td><a href="http://www.stribild.com">www.stribild.com</a></td>
<td>Other</td>
<td></td>
</tr>
<tr>
<td>Tanzeum</td>
<td>Albigrutide</td>
<td><a href="http://www.tanzeum.com">www.tanzeum.com</a></td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Tecifidera</td>
<td>Dimethyl fumarate</td>
<td><a href="http://www.tecifidera.com">www.tecifidera.com</a></td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Voraxaze</td>
<td>Glucarpidase</td>
<td><a href="http://www.voraxaze.com">www.voraxaze.com</a></td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Vraylar</td>
<td>Cariprazine</td>
<td><a href="http://www.vraylar.com">www.vraylar.com</a></td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Vyvanse</td>
<td>Lisdexamfetamine</td>
<td><a href="http://www.vyvanse.com">www.vyvanse.com</a></td>
<td>Other</td>
<td></td>
</tr>
<tr>
<td>Xarelto</td>
<td>Rivoroxiban</td>
<td><a href="http://www.xarelto.com">www.xarelto.com</a></td>
<td>Other</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> Requires sign-up
Discussion

Principal Findings

Restricting access to information as implemented by these websites has several implications. In the first instance, patients may not have access to desired information. Anything that limits a patient’s knowledge has the potential to adversely impact autonomy [8,9]. It can be argued that patient-oriented pharma websites contain complete information and already present all of the information that a patient needs in a useable form. Whereas it might be intuited that this solves the problem of information access, patient-oriented pharma websites may present a skewed view of drug risks and benefits and often contain advertising designed to entice the patient [10-12]. One might also argue that the lack of access to “professionals-only” information can be mitigated by the US FDA (the agency responsible for the approval and safety of drug in the United States) having made it a requirement that pharma advertising allow patient access to the package insert, including Web-based advertising [13]. However, the language of packaging information (and medical information on the Web in general) is written at a level that is often incomprehensible to the general public [14-20]. Thus, providing unfettered access to the “professionals-only” information will not in itself solve the problem of lack of accessibility; enhanced readability and a better presentation of information would generally be needed for the information consuming public. This is not an unsurmountable barrier; difficult information can be presented in a manner that is accessible to the general public [19]. We can enhance individuals’ ability to make autonomous choices by improving the quality of information presentation.

One can argue that consumers can get the same information elsewhere on the Internet (eg, wikis, sites such as drugs.com). This creates a fundamental dilemma, however. For patients to know what information is missing from their current knowledge base, they first need to access the “professionals-only” information. Thus, the argument that the same information is available elsewhere fails. This may be the case but the uncertainty in patients’ minds will continue.

A second, and perhaps more troubling, dilemma arises when there is “professionals-only” information on pharma websites that requires an attestation as to one’s status as a health care provider. The patient can then either (1) not access the information or (2) lie about their status as a professional. Either outcome is unacceptable. Introducing lying into the therapeutic space can have adverse consequents. Requiring patients to lie in order to obtain information sets a bad precedent. If lying is tacitly accepted as part of the medical system, it has the potential to undermine one of the pillars on which medicine is built; truth telling. Worse still, the system that a patient would like to have faith in is enticing them to lie. Forcing patients to lie may challenge one’s faith in the truthfulness of other aspects of care and the medical system [21,22].

Finally, “professionals-only” information can suggest that health care professionals have some dark, mysterious secrets to be hidden from the public. Patients might legitimately wonder what it is that we health care professionals have to hide. Such concerns might further undermine trust in the medical system. Such distrust, whether generated by the perception that there is information hidden from the patient or because of the requirement to lie in the medical sphere, translates into worse patient outcomes [23,24]. It is true that patients can become overwhelmed with information. One solution is to have providers act as interpreters of information; this is the model preferred by many patients [21]. This puts the onus on providers; unfortunately, providers often do not do a particularly good job of laying out the benefits and harms of therapy either [25]. However, a provider-patient partnership with the provider interpreting information for the patient and directing the patient to reliable Web-based information can be a viable model [26].

Limitations

We did not look at the content of “professionals-only” websites and compare this with the content of the patient-oriented websites. For the purposes of our study, such a comparison is a secondary consideration and would not change the study outcome; our main purpose here is to highlight the ethical issues surrounding “professionals-only” websites needing an attestation. A follow-up study could be designed to examine the issue of content. However, no matter the outcome of such an analysis, the basic dilemma remains; patients have to lie to get to “professionals-only” content or do without this information. If the content of the patient and the professional is the same, why require an attestation which may prompt the patient to lie? If the content of the professionals-only and patient-only websites are different, why are we not providing patients with the same information that we are providing to professionals (albeit presented in a manner appropriate for lay-people)?

A second weakness of our study is that we only looked at a small sample of pharma websites. It is possible, but unlikely, that many other pharma websites do not have embargoed information. Nonetheless, we have shown that there is a potential problem related to embargoed information, lying, and trust.

Conclusions

In conclusion, pharma websites often have a “professionals-only” section where access requires user attestation that she is a health care provider. Three problems follow. First, limited access potentially restricts patient information and therefore autonomy. Second, nonaccess may suggest that professionals have “something to hide.” Finally, such a system may “train” or induce patients to lie in other medical interactions. Distrust of the medical system may ensue.
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Abstract

Background: The American Heart Association (AHA) guidelines for cardiopulmonary resuscitation (CPR) are nowadays recognized as the world’s most authoritative resuscitation guidelines. Adherence to these guidelines optimizes the management of critically ill patients and increases their chances of survival after cardiac arrest. Despite their availability, suboptimal quality of CPR is still common. Currently, the median hospital survival rate after pediatric in-hospital cardiac arrest is 36%, whereas it falls below 10% for out-of-hospital cardiac arrest. Among emerging information technologies and devices able to support caregivers during resuscitation and increase adherence to AHA guidelines, augmented reality (AR) glasses have not yet been assessed. In order to assess their potential, we adapted AHA Pediatric Advanced Life Support (PALS) guidelines for AR glasses.

Objective: The study aimed to determine whether adapting AHA guidelines for AR glasses increased adherence by reducing deviation and time to initiation of critical life-saving maneuvers during pediatric CPR when compared with the use of PALS pocket reference cards.

Methods: We conducted a randomized controlled trial with two parallel groups of voluntary pediatric residents, comparing AR glasses to PALS pocket reference cards during a simulation-based pediatric cardiac arrest scenario—pulseless ventricular tachycardia (pVT). The primary outcome was the elapsed time in seconds in each allocation group, from onset of pVT to the first defibrillation attempt. Secondary outcomes were time elapsed to (1) initiation of chest compression, (2) subsequent defibrillation attempts, and (3) administration of drugs, as well as the time intervals between defibrillation attempts and drug doses, shock doses, and number of shocks. All these outcomes were assessed for deviation from AHA guidelines.

Results: Twenty residents were randomized into 2 groups. Time to first defibrillation attempt (mean: 146 s) and adherence to AHA guidelines in terms of time to other critical resuscitation endpoints and drug dose delivery were not improved using AR glasses. However, errors and deviations were significantly reduced in terms of defibrillation doses when compared with the use of the PALS pocket reference cards. In a total of 40 defibrillation attempts, residents not wearing AR glasses used wrong doses in 65% (26/40) of cases, including 21 shock overdoses >100 J, for a cumulative defibrillation dose of 18.7 Joules per kg. These errors were reduced by 53% (21/40, P<.001) and cumulative defibrillation dose by 37% (5.14/14, P=.001) with AR glasses.

Conclusions: AR glasses did not decrease time to first defibrillation attempt and other critical resuscitation endpoints when compared with PALS pocket cards. However, they improved adherence and performance among residents in terms of administering the defibrillation doses set by AHA.
resuscitation; emergency medicine; pediatrics; biomedical technologies; equipment and supplies; eyeglasses

Introduction

Clinical practice guidelines aim to improve quality of care, reduce variation of practice, and provide evidence-based health care [1]. The American Heart Association (AHA) guidelines for cardiopulmonary resuscitation (CPR) are nowadays recognized as the world’s most authoritative resuscitation guidelines [2,3]. They are evidence-based, synthesized by experts, and include a large number of algorithms intended to provide step-by-step processes to various life-threatening emergency situations in a systematic fashion. These algorithms are also summarized on pocket reference cards in order to be used as quick reference tools that emergency physicians may have access to during resuscitations. However, despite their availability, suboptimal quality of resuscitation is still common for both adult and pediatric patients [4]. Immediate (level 1) triage represents 175,000 patient visits every year in US pediatric emergency departments (PED) [5]. Among them, 5800 to 10,000 cases are due to in-hospital cardiac arrest (IHCA) [6,7], and 6700 to 15,000 cases to out-of-hospital cardiac arrest (OHCA) [8-10], including 6000 related to non-traumatic causes [11]. Quality CPR with adherence to AHA resuscitation guidelines optimizes the management of critically ill patients and increases their chances of survival [12,13], whereas deviation is associated with decreased likelihood of survival from cardiac arrest (CA) [14]. Currently, the median hospital survival rate from pediatric IHCA is 36% [4], whereas it is below 10% for OHCA [15,16].

As a result, the scientific community has proposed new resuscitation strategies relying on information technologies and devices aiming at improving and ensuring adherence to AHA guidelines [17-20]. Among possible emerging information technologies that could support caregivers, augmented reality (AR) glasses have recently gained a great deal of interest within the scientific community. AR glasses are wearable and connected devices that display interactive images to the visual field of users by overlaying visual information without significantly disturbing the ordinary vision. They feature some functionalities similar to those offered by smartphones and tablets by running self-contained mobile apps. Despite recent communications and studies related to the use of these glasses in various medical fields [21-26], their contribution to resuscitation in emergency medicine has not yet been investigated. Their potential to wirelessly display and interact in real time conditions with data generated by the actions performed in a specific environment could be of great interest for assisting caregivers in resuscitation rooms, while freeing users’ hands and allowing them to “see the scene through the screen”. Augmented reality might bring useful information to caregivers’ attention without disturbing the care process, by allowing constant access to the resuscitation scene. In a previous article, we have described the adaptation of AHA Pediatric Advanced Life Support (PALS) algorithms for AR glasses [27]. This study aimed at investigating whether this adaptation for AR glasses would increase adherence to AHA guidelines by reducing deviation and time to initiation of critical life-saving maneuvers during pediatric CPR when compared with the use of PALS pocket reference cards, in a simulated model.

Methods

Study Design

We conducted a prospective, randomized controlled trial with 2 parallel groups of voluntary pediatric residents comparing time to first defibrillation attempt while using AR glasses (Google Glass, allocation group A) or AHA PALS conventional pocket reference cards (allocation group B) during a standardized simulation-based pediatric CA scenario (Multimedia Appendix 1). No changes were made to the AR glasses or the intervention during the study.

Selection of Participants

Any physician from the whole pediatric department actively training for a pediatric specialty (residents) was eligible. Residents with eye disorders were not included in the study. Shift-working residents were randomly recruited on the day of the study from a random alphabetical list. Written informed consent was obtained from all the participants before their voluntary involvement. Study participants were not involved in the study design, choice of outcome measures, or the execution of the study. No participants were asked for advice on interpretation or the writing of results. The results of the study were offered to the study participants after the completion of the study.

Setting and Resuscitation Scenario

The study was conducted in a pediatric emergency department (PED) of a tertiary hospital with approximately 28,000 visits per year. We created a standardized simulation scenario on a high-fidelity manikin (Laerdal SimJunior). The resuscitation team was composed of the resident participating in the study and 3 nurses to assist with resuscitation through drugs preparation, chest compressions, and bag-valve-mask ventilation, according to the resident’s instructions. A certified technician (KH), who was not a member of the resuscitation team, operated the simulator. Except for participating residents, members of the resuscitation team remained unchanged across all scenarios and were the investigators in the study.
Figure 1. American Heart Association’s pediatric cardiac arrest algorithm—2015 update.

CPR Quality
- Push hard (≥1/3 of anteroposterior diameter of chest) and fast (100-120/min) and allow complete chest recoil.
- Minimize interruptions in compressions.
- Avoid excessive ventilation.
- Rotate compressor every 2 minutes, or sooner if fatigued.
- If no advanced airway, 15:2 compression-ventilation ratio.

Shock Energy for Defibrillation
First shock 2 J/kg, second shock 4 J/kg, subsequent shocks ≥4 J/kg, maximum 10 J/kg or adult dose

Drug Therapy
- Epinephrine IO/IV dose: 0.01 mg/kg (0.1 mL/kg of 1:10 000 concentration). Repeat every 3-5 minutes. If no IO/IV access, may give endotracheal dose: 0.1 mg/kg (0.1 mL/kg of 1:1000 concentration).
- Amiodarone IO/IV dose: 5 mg/kg bolus during cardiac arrest. May repeat up to 2 times for refractory VF/pulseless VT.
- Lidocaine IO/IV dose: Initial: 1 mg/kg loading dose. Maintenance: 20-50 mg/kg per minute infusion (repeat bolus dose if infusion initiated >15 minutes after initial bolus therapy).

Advanced Airway
- Endotracheal intubation or supraglottic advanced airway
- Waveform capnography or capnometry to confirm and monitor ET tube placement
- Once advanced airway in place, give 1 breath every 6 seconds (10 breaths/min) with continuous chest compressions

Return of Spontaneous Circulation (ROSC)
- Pulse and blood pressure
- Spontaneous arterial pressure waves with intra-arterial monitoring

Reversible Causes
- Hypovolemia
- Hypoxia
- Hydrogen ion (acidosis)
- Hypoglycemia
- Hypo-/hyperkalemia
- Hypothermia
- Tension pneumothorax
- Tamponade, cardiac
- Toxins
- Thrombosis, pulmonary
- Thrombosis, coronary
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On the day of participation, residents were asked about their demographics. After random allocation, each participant allocated to the AR glasses group received a standardized 15-minute qualifying training session to familiarize them uniformly with the AR glasses. Then, all the participants were asked to perform a 15-minute highly realistic CPR scenario (Multimedia Appendices 2 and 3). Unlike adults, CA in children without prior cardiac disease is mainly due to asystole (40%) and pulseless electrical activity (24%) [28]. Ventricular fibrillation and pulseless ventricular tachycardia (pVT), namely shockable rhythms, are identified in 27% of pediatric IHCA [29]. We decided to study the pVT algorithm because, in our opinion, it offers a greater opportunity to assess the multiple-steps resuscitative skills set by AHA. The scenario was therefore standardized to strictly follow the 2015 AHA pediatric pVT algorithm (Figure 1) [30] and provided on the same manikin. It was conducted in situ in the pediatric resuscitation room of the PED to increase realism. No interactions occurred between participants and investigators. When entering the room, a short clinical statement to recognize the life-threatening condition of the patient, including his weight and age, was given to the resident. The resident was then asked to start the timed scenario and had to recognize by himself or herself the previously settled cardiac rhythm (pVT) with the AR glasses (allocation group A) or the PALS conventional pocket reference card (group B). All participants in allocation group B were required to have their PALS pocket card in their hands throughout the entire scenario. Whether they referred to it or not was left to them, as in real life. The scenario ran invariably until the manikin was defibrillated at the 4th shock and showed a subsequent return of spontaneous circulation (ROSC). In order to be consistent with the 2015 AHA pediatric CA algorithm [30] and to standardize our scenario, defibrillation doses of 2 Joules per kg for the first attempt, and 4 Joules per kg for subsequent 2nd, 3rd, and 4th attempts were expected (Figure 1).

**Intervention**

As previously described [27], the numerous steps of AHA PALS algorithms were wisely split into “cards.” Each card transposed to the AR glasses paralleled the informational content of a resuscitation step from the original algorithm. However, the informational content was “augmented,” thanks to the interactivity and display capability of the device. The AR algorithm thus obtained was set up in a manner similar to the PALS pocket references regarding the progression and sequence of actions along the original algorithm’s sequences. For instance, the complete pulseless ventricular tachycardia (pVT) algorithm was adapted on 42 cards designed to be as concise as possible without hindering proper progression along the algorithm. The cards were tailored to the small size of the Google glass screen, following a user-centered and ergonomic-driven approach. Each card was structured on 4 zones: (1) a color-coded title allowing direct identification of each step in progress, (2) an image on the left helping with decision-making (such as distinctive illustration of cardiac rhythms), (3) a menu choice on the right helping to progress in the resuscitation steps, and (4) a footer to preview the next step (Figure 2). Interaction was also defined with end users. Tactile commands of the glasses were favored over voice commands due to the inability of AR glasses to distinguish between vocal orders in the noisy environment of a resuscitation room. Swiping up or down allowed navigating inside the card. Selection was done by a click and actions.
cancelled by swiping back. Each cycle of chest compression–ventilation was timed, thanks to a countdown clock displayed on the screen. Treatment and defibrillation doses (Philips HeartStart MRx Biphasic Defibrillator) were automatically calculated on patients’ weight or age.

Outcome Measures
The elapsed time in seconds in each allocation group from onset of pulseless shockable rhythm to the first defibrillation attempt was selected as the primary outcome, as it is the most important determinant of survival after CA [31]. Secondary outcomes were time elapsed to initiation of chest compression, time to subsequent defibrillation attempts, time to administration of epinephrine and amiodarone, and time interval (in seconds) between defibrillation attempts. AHA recommends 5 cycles of chest compression (about 2 minutes) between defibrillation attempts. The amount of time spent by participants to perform chest compressions by cycles of chest compression was defined as the hands-on time. It was measured in seconds with a chronometer. Drug doses, shock doses, and number of shocks were also assessed. All these outcomes were assessed for deviation from AHA guidelines. At the end of the scenario, a questionnaire using a 10-point Likert scale was submitted to the participant to measure the overall stress perceived during the scenario.

Methods of Measurement and Data Collection
All the actions (ie, the primary and secondary outcomes) performed by the resident during the scenario were automatically recorded and stored by the responsive simulator detectors and by several video cameras. The videos were embedded in a dedicated simulation software, allowing accurate assessment of timing and sequencing of actions. To avoid assessment bias, 2 evaluators then independently reviewed these video recordings. In case of disagreement, a third independent evaluator helped reach a consensus. Data were manually retrieved and entered into a Microsoft Excel spreadsheet (version 2011). Unaccomplished actions were left blank and not assigned any corresponding time. Only residents were assessed and their privacy preserved. Only the investigators of the study had access to the data. The statistical software GraphPad Prism version 6.0h (GraphPad Software, Inc) was used for all data analyses.

Sample Size
The primary objective of the study was to detect a difference in time to the first defibrillation attempt. The sample size was calculated to detect a 30-second decrease in time to first defibrillation between 2 independent groups with a power of 80% and a 2-sided risk alpha of .05. A previous study has shown a mean time to first defibrillation of 92 seconds [32] with a standard deviation (SD) of 23 seconds. Assuming a similar SD in each group in our study, 10 patients per group were required.

Randomization and Blinding
We randomly assigned residents in a 1:1 ratio with a Web-based software [33]. Blinding to the purpose of the study during recruitment was maintained to minimize preparation bias. Participants were unblinded after randomization. Allocation concealment was ensured with the same Web-based software [33] and was not released until the residents started the scenario.

Statistical Analysis
Primary Outcome
We first evaluated the time elapsed between onset of pVT and first defibrillation attempt. The Shapiro–Wilks test was used for normality analysis of the parameters. Means and standard deviations (SDs) with 95% CI were reported. Non-normally distributed variables were analyzed using the Mann-Whitney test. Frequencies were reported as percentages. T tests were used to compare independent groups. No paired data were compared. Kaplan–Meier curves for time elapsed between onset of pVT and 1) initiation of chest compression, and 2) first defibrillation, were estimated and compared using the log-rank test for bivariate survival analysis.

Secondary Outcomes
We evaluated the time elapsed between onset of pVT to subsequent defibrillation attempts and drug delivery. As most of the continuous variables were also normally distributed, means and SDs with 95% CI were reported. Non-normally distributed variables were analyzed using a Mann-Whitney test. Frequencies were reported as percentages. T tests were used to compare independent groups. No paired data were compared. Errors in cycles of chest compression–ventilation were measured as the deviation in percent from the experimental time spent in seconds compared with the 2-minute duration recommended by AHA guidelines. Wrong defibrillation or drug doses were measured as the deviation in percent from the amount of energy delivered in Joules or drug doses in milliliters compared with AHA recommendations. Wrong defibrillation mode was also measured. Absolute deviations were also analyzed. The mean (SD) difference in deviation obtained with each method was reported with 95% CI. A t test for unpaired data was used to compare interventions. Mean differences were reported by randomized group. We also determined if prior certification as a PALS provider before the study, prior resuscitations as a provider in real-life, or post-graduation years (PGY) had a significant impact on the above outcomes. Mean and SD were determined for stress scores of individuals in the questionnaire and reported with descriptive statistics. A P value less than .05 was considered significant.

Ethics and Informed Consent
The study was approved by the institutional ethics committee. According to the ICMJE, a registration number was not required for our trial, as the purpose of this study was to examine the effect of the intervention on the providers. Written informed consent was obtained from all participants before their voluntary involvement. The study was conducted in accordance with the principles of the Declaration of Helsinki, the standards of Good Clinical Practice, and Swiss regulatory requirements.
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Results

Study Participants
In March 2016, 20 pediatric residents participated and completed the study with no dropout (Figure 3). The demographic results are summarized in Table 1.

Time to Resuscitation Critical Endpoints
The first defibrillation was delivered within 180 seconds by 70% of the residents in both groups (Figure 4). Mean times to resuscitation critical endpoints are summarized in Table 2. None of them were significantly different between allocation groups A and B. All participants (100%) correctly recognized the pVT rhythm on the monitor. In both allocation groups, 90% of the residents initiated chest compressions within 60 seconds from the onset of pVT, and half of them before 20 seconds. There were no statistically significant differences in hands-on time spent by cycles of chest compression between both groups. Due to a lack of some defibrillation attempts, 1 interval in allocation group A and 4 in group B were not measurable.

At the time of the study, 6 participants (60%) in allocation group A and 7 participants (70%) in allocation group B were PALS-certified providers. Eleven participants out of 20 (55%) were residents with more than 1 year of PGY. With regard to all outcomes measured, we observed in both allocation groups that PALS-certified residents or those with PGY>1 tended to defibrillate and deliver drugs more quickly than non-PALS residents or those with ≤1 PGY (Multimedia Appendix 4). We observed no difference with previous resuscitation experience (data not shown).
Table 1. Participants' demographics and clinical characteristics.

<table>
<thead>
<tr>
<th>Demographics and clinical characteristics</th>
<th>Randomization Arm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AR&lt;sup&gt;a&lt;/sup&gt; Glasses (n=10)</td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>27.9 (2.6)</td>
</tr>
<tr>
<td>Sex (female), n (%)</td>
<td>9 (90)</td>
</tr>
<tr>
<td>Years of residency, mean (SD)</td>
<td>2.4 (1.7)</td>
</tr>
<tr>
<td>Number of residents having been enrolled in &gt; 5 resuscitations in the past, n (%)</td>
<td>4 (40)</td>
</tr>
<tr>
<td>Number of PALS providers among residents, n (%)</td>
<td>6 (60)</td>
</tr>
<tr>
<td>Number of BLS&lt;sup&gt;c&lt;/sup&gt; providers among residents, n (%)</td>
<td>10 (100)</td>
</tr>
<tr>
<td>Level of self-confidence in following AHA guidelines (on a scale of 1 to 5), mean (SD)</td>
<td>1.8 (1.2)</td>
</tr>
</tbody>
</table>

<sup>a</sup>AR: Augmented Reality.
<sup>b</sup>PALS: Pediatric Advanced Life Support.
<sup>c</sup>BLS: Basic Life Support.

Figure 4. Kaplan–Meier curves of proportion of pediatric residents using augmented reality glasses or conventional Pediatric Advanced Life Support pocket cards who a) initiated chest compression, or b) delivered first defibrillation shock during a simulated pulseless ventricular tachycardia (VT) scenario (Log-rank test statistic, P=.81 and P=.99).

Table 2. Mean time to resuscitation critical endpoints.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>AR&lt;sup&gt;a&lt;/sup&gt; Glasses Mean (SD, 95% CI)</th>
<th>PALS&lt;sup&gt;b&lt;/sup&gt; pocket cards Mean (SD, 95% CI)</th>
<th>Time difference&lt;sup&gt;c&lt;/sup&gt;</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time to initiation of CPR&lt;sup&gt;d&lt;/sup&gt;</td>
<td>28.0 (22.9, 11.6-44.4)</td>
<td>25.6 (17.8, 12.9-38.3)</td>
<td>2.4</td>
<td>.80</td>
</tr>
<tr>
<td>Time to 1st defibrillation attempt</td>
<td>146.2 (43.5, 115.1-177.3)</td>
<td>145.7 (75.1, 92.0-199.4)</td>
<td>0.5</td>
<td>.99</td>
</tr>
<tr>
<td>Time to 2nd defibrillation attempt</td>
<td>264.0 (73.9, 211.1-316.9)</td>
<td>263.0 (74.2, 210.0-316.0)</td>
<td>1.0</td>
<td>.98</td>
</tr>
<tr>
<td>Time to epinephrine</td>
<td>317.3 (62.6, 265.0-369.5)</td>
<td>295.8 (97.7, 220.7-370.9)</td>
<td>21.5</td>
<td>.59</td>
</tr>
<tr>
<td>Time to 3rd defibrillation attempt</td>
<td>396.6 (93.6, 329.7-463.5)</td>
<td>389.0 (80.0, 314.8-462.9)</td>
<td>7.7</td>
<td>.86</td>
</tr>
<tr>
<td>Time to amiodarone</td>
<td>450.1 (53.6, 408.9-491.3)</td>
<td>492.7 (106.5, 416.5-568.9)</td>
<td>42.6</td>
<td>.28</td>
</tr>
<tr>
<td>Time to 4th defibrillation attempt</td>
<td>542.8 (83.3, 478.7-606.8)</td>
<td>526.8 (93.4, 455.0-598.6)</td>
<td>16.0</td>
<td>.71</td>
</tr>
</tbody>
</table>

<sup>a</sup>AR: Augmented Reality.
<sup>b</sup>PALS: Pediatric Advanced Life Support.
<sup>c</sup>Time difference represents absolute time difference between PALS pocket cards and AR Glasses.
<sup>d</sup>CPR: cardiopulmonary resuscitation.
Table 3. Errors and deviations from the American Heart Association’s pulseless ventricular tachycardia algorithm.

<table>
<thead>
<tr>
<th>Critical Resuscitation Endpoints (AHA pVT\textsuperscript{a} algorithm)</th>
<th>AHA\textsuperscript{b} recommended doses (Joules per kg), (mL per kg)</th>
<th>Randomization Arm</th>
<th>% deviation ((P) value)</th>
<th>PALS\textsuperscript{d} ref. cards Mean (SD, 95% CI)</th>
<th>% deviation ((P) value)\textsuperscript{i}</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1st defibrillation attempt</strong></td>
<td>2.00</td>
<td>2.12 (0.71, 1.61-2.63)</td>
<td>6 (.60)</td>
<td>3.46 (2.23, 1.87-5.05)</td>
<td>73 (.068)</td>
</tr>
<tr>
<td><strong>2nd defibrillation attempt</strong></td>
<td>4.00</td>
<td>3.40 (0.97, 2.71-4.09)</td>
<td>15 (.081)</td>
<td>4.52 (1.53, 3.42-5.62)</td>
<td>13 (.31)</td>
</tr>
<tr>
<td><strong>Epinephrine 1:10,000</strong></td>
<td>0.1</td>
<td>0.1 (0, 0.1-0.1)</td>
<td>0 (1.00)</td>
<td>0.1 (0, 0.1-0.1)</td>
<td>0 (1.00)</td>
</tr>
<tr>
<td><strong>3rd defibrillation attempt</strong></td>
<td>4.00</td>
<td>4.00 (0, 4.00-4.00)</td>
<td>0 (1.00)</td>
<td>5.00 (1.51, 3.74-6.26)</td>
<td>25 (.10)</td>
</tr>
<tr>
<td><strong>Amiodarone</strong></td>
<td>0.1</td>
<td>0.1 (0, 0.1-0.1)</td>
<td>0 (1.00)</td>
<td>0.1 (0, 0.1-0.1)</td>
<td>0 (1.00)</td>
</tr>
<tr>
<td><strong>4th defibrillation attempt</strong></td>
<td>4.00</td>
<td>4.00 (0, 4.00-4.00)</td>
<td>0 (1.00)</td>
<td>5.68 (1.18, 4.84-6.52)</td>
<td>42 (.0014)</td>
</tr>
<tr>
<td><strong>Cumulative defibrillation dose</strong></td>
<td>14.0</td>
<td>13.52 (0.97, 12.32-14.72)</td>
<td>3.4 (.10)</td>
<td>18.66 (2.03, 13.87-23.45)\textsuperscript{e}</td>
<td>33.3 (.025)</td>
</tr>
<tr>
<td>Correct AHA sequence</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>60%</td>
</tr>
<tr>
<td>Correct number of shocks</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>80%</td>
</tr>
<tr>
<td>Shock overdoses (&gt;100 J)</td>
<td></td>
<td>1/40 opportunities</td>
<td></td>
<td></td>
<td>21/40 opportunities\textsuperscript{g}</td>
</tr>
<tr>
<td>Total number of errors</td>
<td></td>
<td>5/40 opportunities</td>
<td></td>
<td></td>
<td>26/40 opportunities\textsuperscript{h}</td>
</tr>
<tr>
<td>Defibrillation errors at 1st attempt, n (details)</td>
<td>2</td>
<td></td>
<td></td>
<td>5 (0.6 Joules per kg to 6 Joules per kg)</td>
<td></td>
</tr>
<tr>
<td>Defibrillation errors at 2nd attempt, n (details)</td>
<td>3</td>
<td>(2 Joules per kg instead of 4 Joules per kg)</td>
<td></td>
<td>5 (1.2 Joules per kg to 6 Joules per kg)</td>
<td></td>
</tr>
<tr>
<td>Defibrillation errors at 3rd attempt, n (details)</td>
<td>0</td>
<td></td>
<td></td>
<td>8 (2 Joules per kg to 6 Joules per kg)</td>
<td></td>
</tr>
<tr>
<td>Defibrillation errors at 4th attempt, n (details)</td>
<td>0</td>
<td></td>
<td></td>
<td>8 (4.8 Joules per kg to 8 Joules per kg)</td>
<td></td>
</tr>
</tbody>
</table>

\(a\) pVT: Pulseless ventricular tachycardia.
\(b\) AHA: American Heart Association.
\(c\) AR: Augmented Reality.
\(d\) PALS: Pediatric Advanced Life Support.
\(e\) Difference between AR glasses and PALS reference cards groups: \(P=.0010\).
\(f\) Difference between AR glasses and PALS reference cards groups: \(P=.66\).
\(g\) Difference between AR glasses and PALS reference cards groups: \(P<.001\).
\(h\) Difference between AR glasses and PALS reference cards groups: \(P<.001\).
\(i\) % deviation denotes percentage deviation from AHA recommended dose.

**Errors and Deviations From AHA pVT Algorithm**

Errors and deviations from the AHA pVT algorithm are summarized in Table 3. Out of 40 opportunities, 5 errors in defibrillation doses (12.5%) were committed during the whole scenario in allocation group A. This compares to 26 errors in defibrillation doses (65%) during the whole scenario in allocation group B (\(P<.001\)). Out of 10, one resident (10%) in allocation group B wrongly used a synchronized shock, 2/10 (20%) never delivered a third defibrillation, and 2/10 (20%) stopped the compressions after the 1st or 2nd defibrillation attempts.

The entire pVT algorithm was followed correctly in a stepwise fashion until ROSC by 60% of residents in allocation group A and 40% in allocation group B (\(P=.66\)).

**Questionnaire About Perceived Stress and Satisfaction**

The questionnaire was completed and returned by 100% of the participants. Participants in allocation group A and B rated the overall perceived stress to be 6.2 (95% CI 4.7-7.7) and 7.0 (95% CI 5.7-8.3), respectively on the Likert scale (\(P=.38\)). The usability, acceptance, and perception of the AR glasses were a major concern in our study and were assessed using a 17-item Unified Theory of Acceptance and Use of Technology (UTAUT) questionnaire [34]. The results will be published in a separate upcoming study.

**Discussion**

**Principal Findings**

To our knowledge, this is the first randomized controlled trial to investigate the benefit of a wearable technology to improve pediatric residents’ performance and adherence with regard to AHA resuscitation guidelines. Using AR glasses, we found that...
time to first defibrillation attempt, time to other critical resuscitation endpoints, and drug dose delivery were not improved in terms of adherence to AHA guidelines. However, errors and deviations from the pVT guideline in terms of defibrillation doses and cumulative defibrillation doses were significantly reduced when compared with the use of the PALS pocket reference cards.

During resuscitation, time is a decisive success criterion. During the first 15 minutes, survival and favorable neurological outcome decrease linearly by 2.1% and 1.2% per minute, respectively [35]. Delays in initiating CPR have a detrimental effect on patient outcome regardless of the quality of resuscitation [36]. AHA therefore recommends pulseless patients of any age to receive immediate CPR without delay starting with chest compressions followed by a defibrillation within 180 seconds of a shockable rhythm. However, management, procedural skills, and adherence to these guidelines have been shown to fade after a few months of initial training [37-39]. With a critical patient’s condition and stress, physicians do not always have enough time to apply these guidelines and are prone to deviate from them [40]. PALS pocket cards are intended to resolve this problem by delivering fast and accurate summarized resuscitative knowledge and skills to providers. Nevertheless, Hunt et al have observed that despite availability of these recommendations, 66% of pediatric residents failed to start compressions within 60 seconds from the onset of a simulated pVT, 33% never started compressions, only 54% successfully defibrillated within 180 seconds, and 7% never discharged the defibrillator [40]. Similar results were obtained by Labrosse et al during a simulated pulseless shockable arrest scenario, where 25% of pediatric residents failed to start compressions and 4% never defibrillated a patient [41]. A more recent study among first-year pediatric residents showed a median time for initiation of CPR of 50 seconds and to first defibrillation of 282 seconds [42]. Pediatric residents performed better in our study with delays closer to AHA recommendations with a mean time to initiate chest compressions of 25 to 28 seconds and to first defibrillation of 146 seconds. In both allocation groups, 90% of residents started compressions within 60 seconds from the onset of pVT, and 70% defibrillated within 180 seconds. However, there were no advantages for residents to wear the AR glasses as they performed similarly with or without them regarding delay to critical resuscitation endpoints, whether they were PALS-certified or not. Despite an ergonomic-driven approach to adapt AHA resuscitation algorithms in AR glasses and a prior 15-minute training session for their use, our system failed to improve resuscitation efficiency in terms of time to major endpoints. An explanation might be that reducing further time to defibrillations and drug delivery was not achievable by residents training in emergency medicine. Indeed, our results in accordance with those from Hunt et al [40] showed a trend toward improvement over PGY of training and PALS certification in the mean time to all defibrillation attempts. It would be interesting in further studies to assess this assumption with certified emergency physicians.

Current AHA resuscitation guidelines emphasize 2 minutes of chest compressions between defibrillations attempts as optimal care for persistent pVT or VF in children [30,43]. In this study, residents performed similarly on average, with or without AR glasses and close to AHA recommendations.

Prompt defibrillation is crucial for termination of VF or pVT to achieve ROSC [43]. The AHA 2015 guidelines recommend treating pVT or VF in children with an initial dose of 2 J/kg [30]. For subsequent shocks, a dose of 4 J/kg is recommended, though higher energy levels may be considered up to adult dose, if not exceeding 10 J/kg (Figure 1). In this trial, residents using the PALS pocket cards were more prone to deviate from defibrillation doses than those using the AR glasses. On average, the shocks they provided were delivered with defibrillation doses 13% to 73% above AHA recommendations. “High” defibrillation doses concerned mostly the initial shock, with doses reaching up to 6 J/kg in 40% of cases when delivered by residents not wearing the glasses. In an observational study of 285 pediatric IHCA, a higher initial shock dose of more than 2 J/kg was not associated with superior termination of pVT or VF or improved survival rates [44]. In addition, children who were defibrillated with higher initial shock doses in the >3-5 J/kg range were significantly less likely to have termination of pVT or VF with ROSC or to survive the event. In our study, the final cumulative defibrillation dose delivered by the residents in the PALS pocket cards group was on average 33% significantly higher than the AHA expected value. This deviation was 10 times greater than that seen with residents wearing the AR glasses. In particular, 50% of residents using the PALS pocket cards used wrong energy doses whether it was for first or second shock delivery. In a total of 40 defibrillation attempts, they used wrong doses in 65% of cases for a cumulative defibrillation dose of 18.7 J/Kg. These errors were reduced by 53% and cumulative dose by 37% by using the AR glasses, suggesting a limited but worthwhile benefit of their use in simulated resuscitation. It would be interesting in further studies to determine whether this would translate into fewer errors in shock doses in real life.

Finally, in terms of drug dose concentrations, both groups in this study accurately administered epinephrine and amiodarone. The entire pVT algorithm was followed correctly until ROSC in a stepwise fashion by 60% of residents wearing AR glasses, compared with 40% of residents with the PALS pocket cards.

Limitations
This study has some limitations. First, it was conducted in a simulation-based resuscitation scenario. This choice was related to the ethical and organizational difficulties of conducting studies in real-life critical conditions. However, several studies have demonstrated the benefit of simulation as an investigative research methodology to answer research questions that otherwise could not be answered during CPR [45]. High-fidelity simulation is recognized as an essential tool to study resuscitation skills or technologies. Till date, none of the results obtained from simulation-based CPR studies disagreed with those obtained from studies in real life, confirming our study design choice. Realism was achieved, reflected by the stress levels experienced by the participants. They quoted the simulation as highly stressful when compared with real CPR situations.
Second, one might raise questions of our choice to choose Google Glass as the best AR glasses to display AHA guidelines. Indeed, despite its remarked 2012 commercial unveiling, Google Glass never reached its public audience and was discontinued in January 2015. However, there is a growing interest in recent literature toward its use in specialized medical fields [21,22,25,46,47]. We hypothesize that other AR glasses would not drastically change the results that we found with Google Glass, as their small size remains a major limitation to their use in displaying CPR algorithms. Further studies would be valuable to assess this assumption.

Conclusions
Taken together, our results support the interpretation that residents are not accurately following AHA recommendations during pediatric resuscitation, whether they are PALS certified or not. A wearable technology such as AR glasses might partially fill this gap and benefit patients by improving adherence and performance of residents to meet resuscitation requirements set by AHA, especially regarding delivery of defibrillation doses. In this sense, AR glasses appear as an interesting tool for emergency medicine and future studies are required to further examine this new paradigm.
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CONSORT-EHEALTH V1.6 checklist.

[PDF File (Adobe PDF File), 740KB - jmir_v19i5e183_app1.pdf ]

Multimedia Appendix 2
Use of AR glasses to guide resuscitation.
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Multimedia Appendix 3
Following the pVT pathway of the AHA algorithm when adapted for augmented reality glasses during a simulation-based pediatric cardiac arrest scenario.
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Multimedia Appendix 4
The table details the mean time from onset of pVT to the study main endpoints in both PALS and non-PALS residents.
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Abbreviations

AHA: American Heart Association
AR: Augmented Reality
CA: Cardiac Arrest
CPR: Cardiopulmonary Resuscitation
IHCA: In-Hospital Cardiac Arrest
OHCA: Out-of-Hospital Cardiac Arrest
PALS: Pediatric Advanced Life Support
PED: Pediatric Emergency Department
PGY: Post-Graduation Years
pVT: pulseless ventricular tachycardia
ROSC: Return Of Spontaneous Circulation
VF: Ventricular Fibrillation
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Abstract

Background: In order to meet the challenges of caring for an injured person, caregivers need access to health information. However, caregivers often feel that they lack adequate information. Previous studies of caregivers have primarily focused on either their time and emotional burdens or their health outcomes, but the information needs of caregivers have not been thoroughly investigated.

Objective: The purpose of this investigation was to identify the preferred sources of health information for caregivers supporting individuals with injuries and to explore how access to this information could be improved.

Methods: A total of 32 caregivers participated in semistructured interviews, which were used in order to develop a more in-depth understanding of these caregivers’ information needs. Digital audio recordings of the interviews were used for analysis purposes. These audio recordings were analyzed using a thematic analysis or qualitative content analysis. All of participant’s interviews were then coded using the qualitative analysis program, Nvivo 10 for Mac (QSR International).

Results: The caregivers endorsed similar behaviors and preferences when seeking and accessing health information. Medical professionals were the preferred source of information, while ease of access made the Internet the most common avenue to obtain information. The challenges faced by participants were frequently a result of limited support. In describing an ideal health system, participants expressed interest in a comprehensive care website offering support network resources, instructive services about the injury and caregiving, and injury-specific materials.

Conclusions: According to the participants, an ideal health information system would include a comprehensive care website that offered supportive network resources, instructive services about the injury and caregiving, and materials specific to the type of patient injury.

(J Med Internet Res 2017;19(5):e159) doi:10.2196/jmir.7027
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Introduction

More than 52 million US residents act as a caregiver to an adult aged 18 years or older [1]. That number increases to over 65.7 million for the US adult population that care for patients of all age groups [2]. Almost two-thirds of those receiving care have a long-term physical condition [3]. The caregivers supporting these individuals are commonly unpaid persons, including family, friends, and neighbors of the injured or ill [2]. For this investigation, participants are self-identified as the primary caregiver, either in a full-time or part-time capacity.

Caregivers assume responsibilities that affect their personal lives, financial status, and mental well-being [4]. They often provide housing, coordinate rehabilitative services, and communicate with health care providers [5]. An injury, by its very nature, is the result of an acute event. Unlike chronic conditions that can be slow moving, those caring for an injured person are thrust into the position with no time to prepare. Previous examinations of those providing care to individuals with traumatic brain injury (TBI) found that they frequently feel overwhelmed [6,7]. Low health-related quality of life among TBI caregivers has been associated with decreased mental health status [8]. Caregivers of individuals with spinal cord injury (SCI) can experience depressive symptoms at similar rates as the injured person [9], whereas caregivers of individuals with burn injuries experience more pronounced symptoms of depression than caregivers of individuals who are hospitalized for other reasons [10].

Many caregivers experience unmet support needs, including insufficient care-related information, unsatisfactory emotional support, and difficulty maintaining relationships [11-15]. The majority of caregivers lack the time or energy to care for themselves and often experience declining health after assuming that responsibility [6,16]. Among parents caring for children with a burn injury, perceived lack of support was significantly associated with symptoms of general anxiety and depression [15].

In order to meet the challenges of caring for an injured person, caregivers need access to health information. However, caregivers often feel that they lack adequate information and support [11,14]. Previous examination of TBI caregivers found that health information was one of their most important needs [12]. Caregivers also seek methods of accessing services and support [14]. Information about managing physical and emotional stress is highly sought as well [17].

Health information is critical for caregivers to provide the most effective care for the patients [5]. Family caregivers commonly perform medical or nursing tasks [18]. Consequently, caregivers seek Web-based reviews of particular drugs or medical treatments more frequently than noncaregivers [19]. A lack of information can lead to frustration and anxiety about the short- and long-term effects of the injury [4]. Common sources of health information for caregivers include medical professionals, written sources, family or friends, nonprint media, and the Internet [20]. Those with higher health literacy are more likely to obtain information from multiple sources [20]. However, many potentially beneficial activities, including independent research regarding care, may be hindered due to unmet support needs such as managing concerns and reducing stress [21].

TBI, SCI, and burn injuries are prevalent throughout the United States and are severe in nature [22-24]. According to the Centers for Disease Control and Prevention (CDC), over 2 million patients were admitted to the hospital for a TBI in 2010 [22]. Another 40,000 were hospitalized for a burn injury [24]. There are about 12,500 new cases of SCI every year according to the National Spinal Cord Injury Statistical Center (NSCISC) [23]. Due to their severity, all three injuries can require long-term care and rehabilitation; thus the need for health information among caregivers for persons with these injuries is pronounced. Previous studies of caregivers have primarily focused on either their burdens or health outcomes. Additionally, many prior studies focused on the challenges associated with either pediatric or elder care. This qualitative study seeks to gain insight into the preferred sources of health information for caregivers supporting individuals with TBI, SCI, or burn injuries to ensure a greater depth of understanding in this area than in previous work. Additionally, the investigators sought to assess the obstacles faced by those caring for persons with these injuries when accessing services and information through the health care system, and how access to these items could be improved.

Methods

Subject Recruitment and Selection

Subjects were recruited through a number of different outreach methods. First, National Institute on Disability, Independent Living, and Rehabilitation Research (NIDILRR)–funded SCI, TBI, and Burn Model Systems grantees were contacted to recruit participants. The grantees were asked to identify potential participants and direct candidates to the recruitment website. Subjects were also solicited through advertisements placed in printed materials, websites, as well as social media sites. Finally, participants were reached by sending recruitment emails provided by TBI, SCI, and burn consumer advocacy groups.

Subjects were selected to participate if they self-identified as the primary caregiver of a person with either a TBI, SCI, or burn injury. The number of hours per week spent on caregiving was not an inclusion/exclusion criterion. All caregivers needed to be at least 18 years of age and could care for a recipient of any age. Informed consent was obtained (orally) from all of the participants and assurances of anonymity/confidentiality given. Participant distress and safeguarding protocols were established. The Institutional Review Boards of both the American Institutes of Research and George Mason University approved this investigation.

Data Collection

Semistructured interviews were used in order to develop a more in-depth understanding of caregivers’ information needs. A psychologist (AAW) trained all interviewers on the proper techniques in conducting semistructured interviews. These trained interviewers were an occupational therapist and Masters of Public Health graduate students. The interview consisted of three sections. In the first section of the interview, caregivers were asked to discuss the subject’s care background as well as
the activities of daily living and instrumental activities of daily living of the person receiving care. The second section used a questionnaire to assess the various types of needs caregivers may have. The final open-ended section of the interview examined the individual’s medical, rehabilitation, and continuing care experience, specifically focusing on information needs assessment (Textbox 1). For this qualitative investigation, only the open-ended portion of the interviews is reported. The investigators used a semistructured interview guide that allowed consistency in questions that were asked across interviews. The interviews were conducted and recorded over the phone for participants’ convenience and to allow for geographic variability in the location of the caregivers’ residences.

Textbox 1. Open-ended question prompts.

- Thinking back over the time since the injury, what has been most difficult for you?
- What has been the most helpful for you since the injury?
- We had discussed your health earlier in the interview, and I was wondering if you feel that your health has changed since becoming a caregiver?
- Now, we are going to spend some time focusing on the informational component of your life as a caregiver: So, how do you currently receive information related to (TBI, SCI, and burn injury)?
- When you do receive or access information, how, if at all, do you use the information?
- Has the information that you received or accessed been useful? Pertinent to your needs? Accurate? Understandable? Trustworthy?
- What are the biggest difficulties you face in accessing the kind of information you want about the patient’s (or loved one if appropriate) condition?
- I want you to imagine that we can start from scratch and develop a new approach for getting information to caregivers. In your dream world, what would this new model look like? Don’t worry about the money required, or whether your idea is logistically feasible.

Analysis

Digital audio recordings of the interviews were used for analysis purposes. These audio recordings were analyzed using the framework approach [25]. This approach is within the broad family of analysis methods often termed “thematic analysis” or “qualitative content analysis.” This type of analysis was used to draw descriptive or explanatory conclusions clustered around themes, while allowing the ability to analyze the data across individuals as well as within individuals. The research team, before setting up a thematic structure, familiarized themselves with the interviews [26] by listening to the recordings and reviewing notes taken by the interviewers during the interviews. Then, the analysis team listened to a random selection of interviews that included all injury types (TBI, SCI, and burn) to create a coding system. These researchers then met to discuss the coding and establish a set of codes that would be applied to all of the interviews. Once the coding system had been reviewed and refined, the two researchers who would code all of the interviews, coded the same interview to determine interrater reliability (IRR) and the systematic application of codes. Nvivo’s coding comparison query showed a 96.4% agreement (kappa coefficient, \( \kappa = .65 \)). Percentage agreement refers to the percentage where the two users coded the data in the same way. Since audio files were coded, the unit of measurement is duration in seconds. Average percentage agreement and kappa values indicated consistent interpretation of codes by the different interview coders.

All of participant’s interviews were then coded using Nvivo. In some cases, a participant would respond to a question in a way that fell beyond the scope of the developed coding system. In those cases, a new code was added and the remaining research team members were notified of the change. In total, 5 codes were modified during the coding process.

The coding system was then used to develop an analytical framework. The codes were grouped together into categories. In order to facilitate this process, the tree map feature was used to visually represent potential categories. The researchers then defined these groupings of codes. The last step was the interpretation of the data. The researchers met many times to discuss the characteristics of and differences between the data.

Results

Participant Characteristics

A total of 40 caregivers provided consent and were interviewed. However, 8 of the interview audio files were unable to be read by the Nvivo program. Thus, the analysis was based on the remaining 32 caregiver interviews, of which 16 providing care to a person with a TBI, 10 providing care to a person with a SCI, and 6 providing care to a person with a burn injury. The open-ended response section of interviews lasted 34 min on average, ranging from 12 min to 115 min.

Study participants had provided care for 7.0 years (SD 8.4) on average. Details of the study population’s ethnicity, socioeconomic status, and injury type can be found in Table 1.
Table 1. Demographics of the care recipients and the caregivers.

<table>
<thead>
<tr>
<th>Characteristics of the sample</th>
<th>Total (N=32)</th>
<th>TBIa (n=16)</th>
<th>SCIb (n=10)</th>
<th>Burn (n=6)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Recipient agec (in years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Under 18</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>18-29</td>
<td>10</td>
<td>6</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>30-39</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>40-49</td>
<td>5</td>
<td>1</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>50 and over</td>
<td>10</td>
<td>4</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td><strong>Recipient gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>27</td>
<td>14</td>
<td>9</td>
<td>4</td>
</tr>
<tr>
<td>Female</td>
<td>5</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td><strong>Recipient insurance status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insured</td>
<td>29</td>
<td>14</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>Uninsured</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td><strong>Caregiver aged (in years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>30-39</td>
<td>6</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>40-49</td>
<td>10</td>
<td>4</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>50 and over</td>
<td>13</td>
<td>8</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td><strong>Caregiver gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Female</td>
<td>30</td>
<td>15</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td><strong>Caregiver education levelf</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>7</td>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Associates degree</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1-3 years of college</td>
<td>10</td>
<td>6</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>7</td>
<td>3</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Graduate school</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td><strong>Length of time caring for patient (in years), mean (SD)</strong></td>
<td>7.0 (8.4)</td>
<td>7.1 (6.7)</td>
<td>10.1 (11.7)</td>
<td>1.5 (1.5)</td>
</tr>
<tr>
<td><strong>Hours per week spent caring for patient, mean (SD)</strong></td>
<td>67.9 (59.1)</td>
<td>73.6 (64.2)</td>
<td>62.3 (53.0)</td>
<td>61.8 (63.6)</td>
</tr>
</tbody>
</table>

TBI: traumatic brain injury.
SCI: spinal cord injury.
For TBI, n=15.
For SCI, n=9.
For TBI, n=14.

Preferred Sources of Health Information

The majority of subjects (n=30) received injury-related information via the Internet. The most common ways caregivers accessed Web-based information was through sites found using search engines (n=20) and medical websites (n=20). Not all types of Internet resources were widely used; a smaller proportion of caregivers visited government (n=10), support group (n=9), or discussion board (n=5) websites regularly.

Health Information Access and Use

Interference With Accessing Information

Caregivers described difficulties that interfered with their ability to access information about treatment, caregiving, and health conditions. When asked to describe their greatest obstacle to accessing information, caregivers most commonly cited challenges simply finding information (n=10), followed by medical/insurance bureaucracy (n=9), unsupportive medical
staff (n=7), and lack of support from sources other than medical staff (n=4). The majority of caregivers (n=28) believed that “access to the Internet” did not hinder their ability to access health information. Similarly, difficulty in finding “culturally appropriate” information did not hinder access (n=26). In contrast, caregivers believed that the “accessibility to information (other than the Internet)” (n=15), “time to search” (n=14), the “understandability of information” (n=12), and obtaining “credible information” (n=10) at least partially interfered with their ability to access to injury-related information. Only 8 caregivers indicated that they did not face any difficulties when accessing information. However, finding concrete information still proved to be a challenging task due to the inaccessibility of specialized care or gaps in medical research.

There are just so few people that are knowledgeable in our area, and probably in most geographic areas, about the specialized needs of people with spinal cord injury; especially quadriplegics. There are so many systems of the body affected and there aren’t too many (specialists) in any one given area who really understand all the ramifications of how the injury’s affecting all the body systems. [Interview 2003; SCI]

I think just finding (health information) was the biggest challenge. There’s not a lot known about burns, relatively speaking. There’s a lot of anecdotal stuff from survivors but there’s not a lot published research on burns and burn recovery. [Interview 1002; burn]

We’ve chosen doctors who are, who will listen. Who are open to, if they don’t know the answer, taking what we say, and checking it. But last time we looked for a doctor, I actually went and interviewed doctors...because there aren’t a lot of people that know about (patient’s) exact condition. [Interview 2011; SCI]

**Information-Seeking Behaviors**

Themes surrounding the process of gaining health information emerged seeking different types of information, utilizing multiple sources, and making comparisons. The process of locating information involved extensive preparation, persistence, and due diligence.

Although there were differences in the types of health information individual caregivers sought, common themes emerged. Caregivers researched information that was directly related to supporting the individual receiving care. “Treatment” (n=14), “rehabilitation” (n=13), and “medication” (n=11) emerged as dominant themes. Due to the inherent chronicity of these serious injuries, many caregivers sought information on “long-term care” (n=15), that is, research on the long-term effects of patient conditions and sequela, and adjustments to disabilities.

For caregivers, an important source of health information was seeking information through individuals who had similar experiences. These opportunities for seeking information could be from various outlets including organized support groups designed to share experiences with those in similar situations, informal sharing, development of coping strategies with professional counselors, doctor relationships, or rehabilitation settings with clinical specialists and organizations centered on TBI, SCI, or burn survivors.

When I have actually sought counseling...about...trying to adapt and cope with this kind of new person that I’m dealing with. That’s been very helpful to me to have some support person that I can call. [Interview 2009; SCI]

we call it the working support group, because it was headed by a neuropsychologist, and he would actually have the survivors working trying to improve themselves. So that has been very useful. The support group that we go to here in our town is more of a social kind of thing [Interview 3015; TBI]

Caregivers utilized a number of different sources to acquire health information. Common sources included “Web-based research” (n=26), “doctor instructions” (n=16), “medical journals” (n=14), and “injury organizations” (n=13). Web-based communication, library visits, clinical trials, and other persons with similar injury experiences were referenced, albeit less frequently. Caregivers often compared information from multiple sources (n=21) to evaluate its quality and corroborate its accuracy.

I spent a lot of time, really the first 4 months doing PubMed searches, and reading literature, and reading textbooks on burns, and all that kind of stuff. That was really the first thing I did, was kind of educate myself about burn and the burn process and recovery and healing. [Interview 1008; burn]

Everything and anything I could get my hands on to understand (the injury). I have visited WebMD, the traumatic brain injury model centers...the National Traumatic Brain Injury Association. I’ve been out there on all the websites. [Interview 3001; TBI]

**Information Utility**

Personal experience dealing with an injury also served as a reference point for caregivers. Caregivers retrospectively compared their patient’s outcomes with Web-based information they received, enabling them to determine its usefulness, accuracy, and understandability. However, the caregivers faced a steep learning curve when acclimating themselves with injury-related health information early in their transition to a caregiver role.

When I did read about the burns and different things like that, we may not have been at the stage that it talked about, but we did get there. And I could remember times where it was like “oh, that is what they said was going to happen.” [Interview 1004; burn]

I did understand it, but after, going, advocating and learning more, and then going back to some of the older documents that I had researched, and rereading it, I understood it more, because I guess I had actually experienced some of it. [Interview 3001; TBI]
Knowledge of various treatment options also influences caregiver actions and their respective patient’s rehabilitative outcomes. Caregivers reported instances of reliance on their own judgment based on independent research. This sometimes led to negotiation or collaboration with medical professionals.

...there’s very little research on the subject, but there’s some, about the link between things like fish oil and brain injury. And, I had to try that, and noticed a really big improvement in both areas, in terms of clarity of thinking and his skin condition. It’s anecdotal, I have no proof, but I really feel like it’s made a difference. It’s not something I would have considered without looking at websites. [Interview 3003; TBI]

a few years ago I said to his physician, shouldn’t he be be tested for osteoporosis? had learned online that quads are at high-risk for osteoporosis. So he agreed to test him, and did test him, and indeed he did have osteoporosis. [Interview 2011; SCI]

If we’re talking about medications or treatments, or, you know things that I may have read about but no one has suggested. So I kind of throw that out there like neurofeedback, you know, as something that I ran across, you know on the Internet, and benefits for survivors of traumatic brain injury. And so I brought that up to one of his neuropsychologists and we have adopted...getting him involved with neurofeedback. [Interview 3017; TBI]

Improvements to Health Information Access

The final open-ended interview question asked participants to describe their ideal system for getting health information to caregivers without having to consider practical limitations such as cost. In doing so, respondents offered a variety of potential modifications to health information systems that they felt would be beneficial to caregivers. In conceptualizing model systems, participants often focused on health information, support services, and modes of delivery most applicable to them. As a result, responses diverged from one another, but maintained commonalities in information sought, types of services, and access to information.

Health Information

Support network information (n=26) was the most common response, though again employing a multidimensional definition of support, including organized support groups, information for and from people with shared experiences, resources to access services related to rehabilitation, ongoing care, and daily living.

I would want the information probably right after whatever had happened and I would want some positive reinforcement, and just general information, and maybe some support right off the bat from other people; other people that have gone through this who have experienced the same thing. And it needs to be positive interaction, not negative. [Interview 3009; TBI]

Caregivers also expressed a desire for access to updated publications (n=11) as a method of staying well-informed with current research. Guides covering treatment, recovery, and rehabilitation, via the Internet (n=5) or in hard-copy form (n=9), were suggested as well. Those guides would serve as an educational tool to help prepare caregivers and thus mitigate their risk of feeling overwhelmed following the injury event.

I think it would be great to have a manual on burn injury and recovery that is categorized by subject matter and is in both print and online form and easily available to all patients and family members. That has put together in one place, all known and accurate current research and has weeded out anything that has either old and has been proven inaccurate, or irrelevant, or whatever. So it’s done all the librarian work for us, so that we have it all in one place. [Interview 1002; burn]

There’s no good, central clearinghouse. It’d be great if there was one place on the Web you could go that had links to all these places. That had the government links, that had care-care forums, that had a medical, every place that, that can help you. Every place that can help you, like with durable medical supplies, a place that can help you with...hooking up with caregivers. Places that could help you connect with other people in your situation. [Interview 2011; SCI]

Support Services

As respondents discussed the services that they believed should be available in a model health system, two themes emerged. The first was caregiver support services. Specifically, resources such as “support groups” (n=22), “care coordinators” (n=15), “caregiver training” (n=14), and “classes on injury condition, treatment, and life” (n=14) were frequently suggested to prepare caregivers and their families for the rigors of caring for someone with TBI, SCI, or burn.

Everybody needs to be professionally trained whether it be education, legal, medical, or whatever, that the proper people are trained and are able to explain, or tell the caregivers and the survivor, what to expect, where they can go, and so forth. So I think the training is very much needed. [Interview 3001; TBI]

Several respondents recommended support group sessions with people that had similar experiences for patients and their caregivers, while they are still in the hospital.

A support group led by a professional, but run by, and taken over by the people who are the caregivers, or the family member the one paid person would actually get the real information and give it to the family members, and the family members in turn could be providing things that they learned, which in turn could be coordinated and disseminated as information. [Interview 2010; SCI]

I wish there was somebody like myself that could come into a burn survivor and their family’s room and make that connection and answer their personal question. I would have had somebody like me or my other SOAR (Survivors Offering Assistance in Recovery) volunteer...
members come into my room, even that first week, I feel like my life would have been so much easier. I felt so lost. [Interview 3016; burn]

The second theme that emerged was medical care services. Respondents expressed their desire for “rehabilitation services” (n=19), “medical specialists” (n=13), and “financial services” (n=6). In many cases, respondents expressed their desire for their local health care provider to recreate the services offered at state-of-the-art facilities. Physical access to specialized treatment facilities can be a substantial barrier; therefore, caregivers prioritized proximity and transportation to health care facilities.

Information Access

Caregivers most frequently recommended that an ideal health information system be accessed through in-person communication (n=20) or via the Internet (n=18). A combination of these two methods, such as a “livechat” feature (n=7), was cited to allow for interactive question and answer sessions. Printed materials (n=9), phone systems (n=8), and television programs (n=3) were also recommended as resources for sharing information or to serve as learning materials for caregivers. In the context of comprehensive Web-based information, the user-friendliness of the Web page and an effective search function emerged as critical features.

At least if you have that human, that person-to-person dialogue going, you can sometimes get answers to things that are specific to your own situation, instead of reading through a Q&A or something that’s posted. [Interview 1004; burn]

The Internet, of course, is the easiest and fastest way for me to get information besides talking to actual doctors in the hospital. [Interview 3001; TBI]

It would be nice if there was a hotline you could call if you were in a situation where you needed somebody to talk to right away. There are a lot of urgent situations when you are dealing with disability and I wish there was some kind of caregiver hotline that would not only support you emotionally, but maybe help alleviate some of the stress when you feel like you’re dealing with something completely alone. [Interview 2003; SCI] [Interview 2003; SCI]

Discussion

Principal Findings

This study offers insights into the challenges faced by individuals caring for persons with TBI, SCI, and burn injuries. Participants revealed the obstacles that they faced, including gaps in formal and informal support systems, emotional strain, and a limited ability to access health services and health information resources. The interviews further revealed patterns and preferences for seeking health information among those caring for individuals with TBI, SCI, and burn injuries.

Although previous research has examined the burden experienced by individuals caring for elderly persons or degenerative conditions associated with aging, such as dementia, relatively few studies have compared the burden experienced by those caring for life-long injuries. This study finds that medical professionals are the preferred method of receiving health information among TBI, SCI, and burn caregivers, similar to the preference of those caring for other conditions [27]. Nevertheless, the Internet was an integral health information resource for caregivers of persons with all three injuries. It is important to remember that one of our recruitment techniques was Web-based, therefore, our results may be positively biased toward Internet resources. These findings suggest that caregivers of these injuries rely on the Internet in a similar capacity as those caring for persons with chronic or long-term diseases [17,20,28]. Furthermore, our study participants sought health information from multiple sources beyond the Internet, much like caregivers of persons with other conditions [20,29,30]. These findings indicate that the methods and preferences of accessing health information among caregivers are similar regardless of the conditions being cared for.

When TBI, SCI, and burn caregivers sought health information, it was commonly related to medical care for the injured person. Caregivers are often required to perform medical tasks despite rarely having clinical training [3,18]. This underscores caregiver’s need for increased access to medical personnel. It also highlights the need for formal caregiver training, a desire strongly expressed by caregivers of every injury. Caregiver training has been demonstrated to improve caregiver self-efficacy and stress management [31-33]. Comprehensive health care systems should therefore incorporate structured training programs to reduce caregiver burnout and dependence on medical personnel.

The obstacles and preferences that caregivers discussed indicate a pronounced need for access to Web-based resources that provide synthesized care information and access to support resources. Features that combine the utility of the Internet with the expertise of medical professionals, including care-support hotlines, have been shown to reduce caregiver burden and therefore may improve their ability to provide care [34]. Thus, use of technology to improve communication with clinicians and support organizations should be prioritized by health care systems. Internet-based support for caregiving has been a valued model for TBI patients [35-37]. In addition, training caregivers on how to evaluate health care information on the Internet could be an excellent way to improve the caregivers’ confidence in accessing quality information.

Strengths and Limitations

The in-depth, semistructured interviews allowed each participant to provide thorough insights into the health information issues related to their experience. Common experiences emerged, denoting the transferability of responses. Still, there were limitations. This study focused on individual interviews. A focus group study involving caregivers of individuals with these injury types may provide additional information because of the group interaction that is inherent in focus groups. Given the retrospective nature of the questions, there is a risk of recall bias from participants. In addition, this study had a small sample size and an uneven distribution of caregivers for each injury type. Study participants were predominantly recruited using the Internet which may have biased our sample in terms of
preferences for Internet resources. The number of caregivers for each injury type was different, impacting the relative weight of responses from each study participant. Due to technical limitations, eight of the interview audio files had to be excluded from analysis. Caregivers were not asked if they were the only individuals who were caring for the recipient, which could have impacted their information needs.

The codebook itself could have been simplified by combining codes. Interrater reliability measures, percentage agreement, and kappa coefficient, indicated that both coders applied codes consistently, most likely due to the shared creation of the codebook, and follow-ups on interpretation of each code. However, IRR was not 100%, therefore minor discrepancies in code placement may be assumed.

Conclusions

The detailed interviews conducted with TBI, SCI, and burn caregivers revealed the methods and resources that were used to acquire health information. Medical professionals were the preferred source of information, while ease of access made the Internet the most common. The challenges faced by participants were frequently a result of limited professional and social support. In describing an ideal health system, study participants expressed interest in a comprehensive care website that offered support network resources, instructive services about the injury and caregiving, and materials specific to their injury. An ideal health information system should incorporate methods of communicating directly with health professionals.
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Abstract

Background: Most evidence (not all) points in the direction that individuals with a higher level of health literacy will less frequently utilize the health care system than individuals with lower levels of health literacy. The underlying reasons of this effect are largely unclear, though people’s ability to seek health information independently at the time of wide availability of such information on the Internet has been cited in this context.

Objective: We propose and test two potential mediators of the negative effect of eHealth literacy on health care utilization: (1) health information seeking and (2) gain in empowerment by information seeking.

Methods: Data were collected in New Zealand, the United Kingdom, and the United States using a Web-based survey administered by a company specialized on providing online panels. Combined, the three samples resulted in a total of 996 baby boomers born between 1946 and 1965 who had used the Internet to search for and share health information in the previous 6 months. Measured variables include eHealth literacy, Internet health information seeking, the self-perceived gain in empowerment by that information, and the number of consultations with one’s general practitioner (GP). Path analysis was employed for data analysis.

Results: We found a bundle of indirect effect paths showing a positive relationship between health literacy and health care utilization: via health information seeking (Path 1), via gain in empowerment (Path 2), and via both (Path 3). In addition to the emergence of these indirect effects, the direct effect of health literacy on health care utilization disappeared.

Conclusions: The indirect paths from health literacy via information seeking and empowerment to GP consultations can be interpreted as a dynamic process and an expression of the ability to find, process, and understand relevant information when that is necessary.

(J Med Internet Res 2017;19(5):e166) doi:10.2196/jmir.6317
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Introduction

Health Literacy and the Utilization of the Health Care System

The high attention health communication research pays to health literacy is grounded in a core group of factors positively related to health literacy. Among these factors are self-reported health status [1-3], participation in prevention and screening [4,5], frequency of exercise [6,7], a healthy diet [8,9], better management of chronic diseases [10,11], and even lower mortality for individuals with serious conditions [6,12].

Another key factor on this list is the utilization of the health care system; that is, visits to one’s physician or general practitioner (GP) and other health care professionals, visits to accident and emergency facilities, admissions to hospitals, and various health care treatments. The usual implication is that high levels of health literacy are associated with low levels of using the services of the health care system, assuming that lower levels of utilization are a good thing. This assumption is based on the fact that higher utilization of the health care system is generally associated with higher costs [9,13-16].

Studies provide strong empirical evidence for the inverse relationship of health literacy and health care system utilization in different countries [17-21], across different age-groups [21,22], as well as across different patient groups [23-26]. Most researchers seem to agree that health literacy affects health care system utilization; however, there are several explanations proposed for this effect. For instance, people with low health literacy skills are understood to have limited abilities to access and understand health information, and to make decisions about their health. According to Baker et al [22], these people delay seeking care for serious health problems and have poor self-management skills; therefore, they eventually have higher rates of hospitalization and more visits to emergency clinics, both for treatment of serious conditions and for chronic care or conditions that could be more effectively managed by visiting a regular GP and early intervention [18]. Those with inadequate health literacy might not be aware of health services such as screening tests and their role in disease prevention and early diagnosis, and consequently use less preventive care [20,27] and rely more on prescription therapy than prevention [28].

Other researchers contend that patients with low health literacy can feel ashamed or distrustful of the health care system [29,30] and use more emergency medical care because they do not have a regular GP or health professional [31].

Several researchers explain the inverse correlation by findings that individuals with high health literacy know more about diseases and self-care, engage in positive health behaviors, use more preventive health care, and have better compliance with medication regimens [20,32]. Rasu et al [28] agree that high literacy likely goes along with higher use of preventive care and thus, in the long run, with lower utilization; however, upward they point out that the correlation can also be explained by the increasing use of electronic media such as the Internet to help manage symptoms and conditions.

We note that as more studies investigate the relationship between health literacy and health care system utilization in different contexts, important inconsistencies are also being reported. Some studies find no statistically significant evidence of a relationship. For instance, health literacy was not independently associated with utilization of the health care system by adults in Iran [33]. Similarly, researchers did not find health literacy was a barrier to service utilization for adults with addiction [34] or for caregivers of children with asthma [35]. Finally, some results focus specifically on the association between health literacy and utilization of a specific service within the health care system. For example, health literacy in adult patients presenting to emergency care clinics (Atlanta, United States) was related to hospitalization but not to visits with one’s physician [1], whereas another study of respondents with heart failure showed no association between health literacy and hospitalization specifically [36]. Considered together, such findings highlight the urgent need for more research that investigates the nature of the health literacy-utilization correlation.

This article aimed at contributing to meet that need for a special subset of the two concepts: eHealth literacy rather than general health literacy and number of visits to one’s GP as one aspect of utilization of the health system. We chose to study eHealth literacy because the Internet has become one of the primary sources for health information [37], and versatility in using this source can be expected to affect health decisions, such as the decision between seeking consultation and trying to help yourself.

The Relationship between Health Literacy and eHealth Literacy

We use the broad definition of health literacy cited frequently in the literature: “Health literacy is the degree to which individuals have the basic capacity to obtain, process, and understand basic information and services needed to make appropriate health decisions” [38]. Historically, the ability to read, comprehend, and act on health-related information related primarily to material provided by one’s GP or health care organizations. However, broader contemporary definitions of health literacy acknowledge patients initiating their own searches for information, then processing that information, and applying it in their interactions with health care practitioners and with the health care system [2,37,39,40]. A consumer behavior with important implications for patient empowerment, patient responsibility, and self-care, patient-initiated information search has been facilitated by the Internet, which continues to make increasing amounts of health information available through an expanding range of Web-based channels and communication technologies. Today, the Internet is a major source of health information [41] and the impact of Web-based information on patient health behaviors is increasing [42].

The corresponding abilities and skills needed by people to educate themselves on health matters using the Internet are brought together in the concept of eHealth literacy: the “foundational skill set that underpins the use of information and communication technologies (ICT) for health” [43]. Regarded as a “metaliteracy” [44], eHealth literacy combines both specific
Mediators of the eHealth Literacy-Utilization Association

Causality between 2 variables x and y can follow 4 fundamental models: x affects y, y affects x, s affects x and y, and x affects y via m (x affects m and m affects y). The first 2 models capture direct causation in either direction. The third model is a spurious correlation that traces back the original correlation between x and y to a common cause s or any number of common causes s1, s2, s3, and so on. The fourth model divides a possible causation between x and y into 2 or more steps defined by mediating variables or mediators m1, m2, m3, and so on. All explanations summarized thus far posit mediating variables to explain the correlation. This article, therefore, is also concerned with the question of whether mediators can be found that provide a possible explanation for the correlation between eHealth literacy and number of GP visits. It does not stop at positing the role of mediators; it tests some of them.

Numerous studies report links between the general “usage” of Internet health information and various health outcomes such as improved self-care, change of decision about how to treat a condition, asking for a second opinion, improved medication compliance, and less inpatient care [49]. In relation to eHealth literacy specifically, scholars find that eHealth literacy is associated with health outcomes for the individual [50-52]. However, little research has investigated the exact nature of the relationships between eHealth literacy and particular health outcomes, especially those at the wider public health level such as utilization of the health care system.

Consequently, in this study we aim to investigate the correlation of eHealth literacy and the number of GP consultations as an aspect of utilization of the health care system. We propose and test two potential mediators: (1) Internet health information seeking and (2) gain in empowerment. Previous research explains a possible effect of health literacy on utilization of the health care system according to people’s ability to seek health information independently. For example, recent studies found strong evidence that a higher level of eHealth literacy was associated with an increase in Internet health information seeking behavior [53,54]. More importantly, people with low health literacy skills were less likely to properly evaluate health information presented on the Web [55-57]. We expect therefore that higher eHealth literacy skills are associated with an extended Web-based search for health information.

It is safe to assume that individuals with high eHealth literacy more often make use of this ability and draw more benefit from the information found. Research supports this assumption [58]; for example, Tennant et al [52] found baby boomers with high level of eHealth literacy use the Internet and social media (Web 2.0) for health-related purposes more than those with lower levels. That is to say, on commonsense grounds as well as corroborating research, we expect a positive relationship between eHealth literacy and intensity of Internet health information search. This expectation is our hypothesis (H1): Individuals who show higher levels of eHealth literacy will more often search for health information on the Internet than individuals with lower levels of eHealth literacy.

If persons with high levels of eHealth literacy do practice more and better self-education in health matters using the Internet, it remains less clear how that affects the utilization of the health care system. One could argue a negative relationship, assuming that health self-education by the Internet may spare a visit to the doctor because a good website might provide the help or advice the individual might have hoped to get from the GP. Self-education may also put a person in a position to make better judgments on the need to consult the doctor. If relatively inconsequential situations in which the individual considers a consultation unnecessary remain less clear how that affects the utilization of the health care system according to people’s ability to seek health information independently. For example, recent studies found strong evidence that a higher level of eHealth literacy was associated with an increase in Internet health information seeking behavior [53,54]. More importantly, people with low health literacy skills were less likely to properly evaluate health information presented on the Web [55-57]. We expect therefore that higher eHealth literacy skills are associated with an extended Web-based search for health information.

In summary, most evidence (but by far not all) points in the direction that there is a negative relationship between the broader concept of health literacy and utilization of the health system, indicating that individuals with a higher level of health literacy will less frequently utilize the health care system than persons with lower levels of health literacy. Moreover, it is largely unclear what the underlying reasons of this relationship are no matter whether positive or negative. We assume these general findings and limitations also apply to eHealth literacy. The situation is equivocal enough to treat the relationship between eHealth literacy and utilization of one’s GP services and a possible network of causal relationships behind it as open questions. Consequently, the magnitude and direction of that relationship is, as research question 1 (RQ1), “How is eHealth literacy related to the number of GP consultations a person seeks?”, the starting point of our analyses.
one’s doctor in serious conditions is the more frequent error, than seeking consultation when it is not necessary.

As both directions are possible and to some degree plausible, we formulate the relationship as research question 2 (RQ2): How does the frequency of the Internet information seeking behavior affect the utilization of the health care system?

Although there is plenty of evidence that the Internet, with its extensive availability of health information, provides many opportunities for people with high literacy skills, less is known about what the precise consequences of the additional information might be, other than being better informed. One possible effect of having Internet access to health information is that consumers are enabled to participate in decisions regarding their health [59]. Following insights from previous studies [37,60,61], we expect that consumers looking on the Web for health information will also be more empowered in the sense that they will consider themselves to be more capable of taking the proper action once they have found useful information on the health condition.

Empowerment is usually defined as the state of having or the process of acquiring mastery over one’s own life. If pertaining to health, empowerment is mastery over one’s health or the health care decisions one has to face. It can be understood as an objective state but is used in the context of health care most often in a psychological sense as the person’s subjective perception of mastery. Self-education might have objective consequences on empowerment, but as most health decisions in acute situations are made consciously, the subjective impression of such consequences becomes important. A person might, through the use of Web-based health content, become more enabled to describe their symptoms, but if she or he is also aware of that improved ability, it might be expected to be translated more easily into behavior.

As with the expectations relating to Internet information search behavior as a mediating factor, we formulate a hypothesis for the effect of eHealth literacy on a mediator, self-perceived gain in empowerment, and a research question for the relationship between the mediator and the ultimate dependent variable, utilization of the health care system. Again, the hypothesis (H2) primarily rests on plausibility: Persons who engage in more Internet health information seeking feel more empowered than persons who seek health information less often on the Internet.

Awareness of an empowering effect of information seeking has different components, among them perceived communicative abilities in dealing with GPs or other health care providers, and a form of self-assuredness in making health decisions by oneself and taking responsibility for one’s health. Better communicative abilities can be expected to result in more benefits from consultation with the GP. This suggests a positive association between self-perceived gain in empowerment and utilization of the health care system more generally. In contrast, self-assuredness in taking responsibility for one’s health rather suggests the opposite; namely, to stay away from one’s doctors. In other words, the direction of the possible association is unclear, resulting in this research question (RQ3): How does self-perceived gain in empowerment from using Internet health information affect the utilization of the health care system?

To complete the rundown of expectations, we also consider the possibility that perceived gain in empowerment is directly affected by eHealth literacy. It can be assumed that persons with a high ability to find, process, and understand information on health matters will be able to draw the benefit without necessarily reaching high values for actual information seeking. There is some support in the literature for an association between eHealth literacy and concepts related to empowerment, such as self-perceived competence in finding Web-based health information [62], aptitude, and sophistication in using such information [51]. To consider this possibility we formulate another hypothesis (H3): Persons with a high level of eHealth literacy will report higher gain in empowerment than persons with lower levels of eHealth literacy.

In summary, we investigate three paths of mediating variables that could potentially explain a relationship between eHealth literacy and utilization of the health care system: (1) via intensity of Internet health information seeking, (2) via self-perceived gain in empowerment, and (3) via both, by a path leading to intensity of Internet health information seeking and then to self-perceived gain in empowerment.

### Baby Boomers as Sampling Frame

Hypotheses and research questions were tested on baby boomers; that is, the age cohort born between the end of the Second World War and the advent of pharmaceutical contraceptives in the mid-1960s. This generation is particularly well suited for studying eHealth communication as they were relatively young at the time personal computers began to make their mark on our daily lives and they are now approaching the years when age-related troubles set in, making health a salient subject. Policy makers and health care service providers are particularly concerned at the costs and adequate provision of health care to baby boomers [63,64]. With advances in behavioral health and medicine, as the lifespan of baby boomers increases, so too will their lifetime health care costs and the pressure they exert as a cohort of significant size on the health care system. Moreover, there are mounting concerns about meeting the costs of health conditions such as diabetes and heart disease expected with the escalating number of overweight and obese baby boomers [64].

Baby boomers are increasingly using the Internet to search for and share health information [52]. For example, more than 88% of US baby boomers use a variety of digital devices to search for relevant Web-based health-related information and services, especially for increasing their knowledge of the prognosis, symptoms, and treatment options for personal health issues [65]. These emerging patterns of Web-based information seeking and sharing behaviors have immediate implications for health-related concepts such as health literacy and eHealth literacy, patient empowerment, patient autonomy, self-management, patient responsibility, and health outcomes [37,39]. Therefore, there is an urgent need to investigate baby boomers’ Web-based health information behaviors to provide a sound empirical base for designing more effective eHealth communication with them as heavy users of the health care system.
Methods

Sample

Data for a cross-sectional study were collected over a 4-month period in New Zealand, the United Kingdom, and the United States. The questionnaire was administered on the Web-based survey platform Qualtrics. The questionnaire was designed purposefully so there would be no “missing data;” a “not applicable” response was provided for suitable questions, and incomplete questionnaires could not be submitted. Baby boomers in each country were selected using the inclusion criteria that they were born between 1946 and 1964, and that they had used the Internet to search for and share health information in the previous 6 months. The link to the questionnaire was distributed to a representative sample stratified in terms of gender, ethnicity, education, income, and location. Approval for the research was obtained by the relevant university ethics committees before the questionnaire was pretested (6 respondents) and pilot-tested (64 respondents). The operative sample included a total of 996 persons (New Zealand, n=276; United Kingdom, n=407; United States, n=313).

Average age was 59.29 (SD 5.43). A little over half of the participants (50.1%, 499/996) were females. The modal educational level was secondary school (41.5%, 413/996); 1.2% (12/996) of the participants had a lower education, whereas 32.3% (322/996) had attended university. As to ethnicity, by far most British respondents were white (95.6%, 389/407), which was also the case for 84.8% (234/276) of the New Zealand and 79.6% (249/313) of the US sample. Almost half of the respondents (44.9%, 447/996) were employed fulltime or part-time, whereas almost a third (31.2%, 311/996) were already retired. The median income was slightly below GDP 20,000 in Britain, slightly above USD 40,000 in the United States, and between NZD 35,000-40,000 in New Zealand.

Measures

As the measure of eHealth literacy, we used the eHealth Literacy Scale (eHEALS) as devised by Norman and Skinner [66]. It consists of 8 self-reported items that formulate self-perceived ability and confidence in gathering health information from the Internet. Items are scored on 5-point Likert scales with high scores indicating high agreement with the items and thus high eHealth literacy. The application produced reliable data (Cronbach alpha=.92, mean=3.69, SD=.640, N=996).

Internet health information seeking behavior was measured by 4 items formulating different activities that are examples of Web-based information seeking. The items were: “I’ve looked online to try to diagnose a health condition,” “I’ve researched a health-related product or service online,” “I’ve read or watched someone else’s commentary or experience online about health-related issues,” and “I’ve read online reviews or rankings of health care services or treatments.” The corresponding question asked about the frequency of these behaviors. Items were measured on 5-point scales ranging from “never” to “very often.” The 4-item scales were averaged to achieve our measure of Internet health information seeking behavior. The scale was found to be reliable (Cronbach alpha=.80, mean=2.49, SD=0.874, N=996).

Self-perceived gain in empowerment was measured by 7 self-designed items formulating self-perceived changes attributed to the use of the Internet. The items were: “I am more aware of my health,” “I feel more in control of my health,” “I have a better understanding of the condition or disease I have,” “I feel more connected to others with a similar problem,” “I can communicate more effectively with my health professional(s),” “The quality of the relationship with my health professional(s) has improved,” and “I can make better choices about the treatment of health issues.” Items were scored on 5-point Likert scales with high scores indicating high agreement with the items and thus high self-perceived gain in empowerment. Using the measure produced reliable data (Cronbach alpha=.88, mean=3.59, SD=0.647, N=996).

Utilization of the health care system, our dependent variable was measured (as mentioned) by a single item inquiring about the number of medical consultations with one’s GP in the past year coded as 0, 1, 2, 3, 4, 5 to 9, and 10 or more. Presence of chronic disease, recoded as a binary variable from a question inquiring about 10 different chronic diseases, was used as a control variable in the ensuing analyses.

Data Analysis

First we conducted a set of preliminary analyses including descriptive data examination, outliers, and nonnormality checks. Given this was a Web-based survey, no variables showed missing data. Second, descriptive statistics and Pearson product-moment correlation analyses were computed to determine univariate and bivariate relations among the variables in our study.

A serial mediation analysis, sometimes described as multiple-step multiple mediation [67], was conducted using the SPSS macro PROCESS [68] (model 6) with the 2 variables, Internet health information seeking behavior and self-perceived gain in empowerment, as mediators in the analysis. We used bootstrapping in the analysis to obtain bias-corrected 95% CIs for the total direct and indirect effect (ie, total mediated effect) and the specific indirect effects.

Mediation analysis used ordinary least squares path analysis. Three paths were included by which eHealth literacy may indirectly influence people to visit a GP. The first leads from eHealth literacy to GP visits via Internet information seeking behavior: those people who show higher levels of eHealth literacy are assumed to look more often for health information on the Internet and the Web-based search behavior is associated with the number of GP visits. Second, people with higher eHealth literacy levels also felt more empowered to make good health-related decisions, which in turn is assumed to affect the number of visits of the GP. Third, more eHealth literate people look for more health information on the Web, which in turn led them report a higher level of empowerment, which also is assumed to affect the number of GP visits.
Results

Significant bivariate relationships between the main study variables—eHealth literacy, Internet health information seeking behavior, self-perceived gain in empowerment, and number of GP consultations—were detected. The strongest relationships were found between Internet health information seeking behavior and perceived gain in empowerment ($r=.55$), eHealth literacy and perceived gain in empowerment ($r=.49$), and eHealth literacy and Internet health information seeking behavior ($r=.40$), whereas the weakest association was between eHealth literacy and utilization of the health care system ($r=.09$).

The paths for the full model are represented in Figures 1 and 2, the corresponding coefficients in Table 1. In the first model, number of GP consultations was predicted by eHealth literacy and the covariate chronic disease (illustrated in Figure 1), whereas the 2 mediator variables, Internet health information seeking ($M_1$), and self-perceived gain in empowerment ($M_2$), are excluded. The total association, $c$, between eHealth literacy and health system utilization is 0.009 (beta=.246, $t_{994}=2.926$, $P=.004$). So, levels of eHealth literacy are very weakly but statistically significantly associated positively with health system utilization. In the second step, the 2 mediators were included in the model (illustrated in Figure 2). The first indirect path of eHealth literacy through Internet health information seeking to number of GP consultations was significant and positive ($a_1b_1=0.1806$; 95% CI=0.0993-0.2658). The second indirect path connects eHealth literacy to GP visits through the second mediator perceived empowerment; it was also significant and positive ($a_2b_2=0.1595$; 95% CI=0.0898-0.2398). Finally, the third specific path runs from eHealth literacy to Internet health information seeking to perceived gain in empowerment and to GP visits and is 0.0844 (95% CI=0.0481-0.1289); that is, significant and positive also. Taking together all specific indirect effects, that are paths $a_1b_1$, $a_2b_2$, and $a_1$, $a_2$, $b_2$, the sum of all three specific indirect effects modeled amounted to 0.4245, which was different from zero as determined by the bootstrap CI which does not contain a zero (95% CI=0.3297-0.5325; Table 2). When adding the mediators to our model, the direct path from eHealth literacy to health system utilization, $c$, acquired a negative sign but became statistically indistinguishable from zero ($P=.12$).

With regard to our hypotheses and research questions, H1, H2, and H3 were all supported, meaning that higher eHealth literacy went along with more Internet health information seeking and self-perceived gain in empowerment, and that Internet health information seeking was associated with empowerment. RQ2 and RQ3 are answered in the positive: both Internet health information seeking and enhanced empowerment were associated with increased utilization of the health care system. RQ1 will be discussed in the following section.

Figure 1. Simple regression model of GP visits on eHealth literacy.
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Figure 2. eHealth literacy serial multiple mediator model.
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Table 1. Regression coefficients, standard errors, and model summary information for the baby boomer serial multiple mediator model.

<table>
<thead>
<tr>
<th>Antecedent</th>
<th>Consequence</th>
<th>M₁ (search behavior)</th>
<th>M₂ (gain in empowerment)</th>
<th>Y (general practitioner visits)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient</td>
<td>Standard error</td>
<td>P value</td>
<td>Coefficient</td>
</tr>
<tr>
<td>X (eHealth-literacy)</td>
<td>.558</td>
<td>.041</td>
<td>&lt;.001</td>
<td>.324</td>
</tr>
<tr>
<td>M₁ (search behavior)</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>.307</td>
</tr>
<tr>
<td>M₂ (gain in empowerment)</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Covariate health</td>
<td>.036</td>
<td>.025</td>
<td>.16</td>
<td>−.004</td>
</tr>
<tr>
<td>Constant</td>
<td>.435</td>
<td>.173</td>
<td>.01</td>
<td>1.606</td>
</tr>
</tbody>
</table>

\[ R^2 = 0.1591 \]
\[ F_{2, 993} = 93.973 \]
\[ P \leq .001 \]

\[ R^2 = 0.391 \]
\[ F_{3, 992} = 212.159 \]
\[ P \leq .001 \]

\[ R^2 = 0.171 \]
\[ F_{4, 991} = 51.009 \]
\[ P \leq .001 \]

Table 2. Total, direct and indirect effects of eHealth literacy on general practitioner visits.

<table>
<thead>
<tr>
<th>Type of effect</th>
<th>Effect size</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total effect of eHealth literacy on GP&lt;sup&gt;a&lt;/sup&gt; visits</td>
<td>0.2859</td>
<td>0.1281-0.4437</td>
</tr>
<tr>
<td>Direct effect of eHealth literacy on GP visits</td>
<td>−0.1386</td>
<td>−0.3149 to 0.0377</td>
</tr>
<tr>
<td>Total indirect effects of eHealth literacy on GP visits</td>
<td>0.4245</td>
<td>0.3297-0.5325</td>
</tr>
<tr>
<td>Path 1: eHealth literacy search behavior→GP visits</td>
<td>0.1806</td>
<td>0.0993-0.2658</td>
</tr>
<tr>
<td>Path 2: eHealth literacy search behavior→gain in empowerment→GP visits</td>
<td>0.0844</td>
<td>0.0481-0.1289</td>
</tr>
<tr>
<td>Path 3: eHealth literacy gain in empowerment→GP visits</td>
<td>0.1595</td>
<td>0.0898-0.2398</td>
</tr>
</tbody>
</table>

<sup>a</sup>GP: general practitioner.

Discussion

Principal Findings

Mediation analysis usually aims at explaining some covariance between 2 variables by the influence of third variables that function as mediators. One usually finds a part of the original covariance being explained by the mediator or mediators. Our analysis is unusual in that not only was a part of the positive relationship between eHealth literacy and utilization of GP health care services explained by an indirect path, but that the indirect paths explain much more variance and eliminated the direct relationship between health literacy and utilization.

To be more precise: we investigated the way how eHealth literacy might be related with utilization of the health care system. We argued that people with higher eHealth literacy skills will turn to the Internet more often for important health information relative to those who score lower on the eHealth literacy measure, which would in turn increase their gain in empowerment, which in turn will translate into a higher number of visits of the GP. That is to say, health literacy is modeled to exert an effect on utilization of the health care system indirectly through 2 mediators: Internet health information seeking, and gain in empowerment.

The first indirect effect (path 1) is the one of eHealth literacy on Internet health information seeking. Those who show higher eHealth literacy skills were also more likely to look for health information on the Internet, and the increased search was associated with more GP visits independent of gain in empowerment. Second, another indirect effect (path 2) describes how higher level of eHealth literacy leads to a higher number of GP visits through increased search for health information on the Internet, which in turn is associated with a gain in empowerment. A third indirect effect is presented by path 3, that is, the impact of higher levels of eHealth literacy on GP visits via increased empowerment. This effect is independent of Internet health information seeking. Relative to those patients who show low levels of eHealth literacy, skillful people are more likely to consider themselves also as capable to judge whether they need to have an interaction with a GP or not, which in turn is associated with more visits.

In addition to this bundle of indirect effects, we did not find a direct effect of eHealth literacy on health care system utilization. This suggests that those who are less eHealth literate but do search for health information on the Internet and consider themselves as much empowered as those with higher levels of eHealth literacy will visit their GPs as often as those who are more literate. This effect, though, is not statistically significant if one controls also for the health status (chronic disease) of people. In other words, keeping constant Internet health information seeking behavior and empowerment, the number of GP consultations is independent of eHealth literacy.

The complete model up go posits that persons with high eHealth literacy tend to see their GP more often in as much as they seek
health information on the Internet on their own or feel empowered by their Web-based information search (either directly or as a consequence of increased search behavior). This finding can be interpreted as an expression of a more dynamic element in eHealth literacy involved in the use of information and communication technologies to find relevant health information on the Web when that is necessary. It might lead to more GP visits by persons with high eHealth literacy because they have enabled themselves to make that decision.

Establishing link between eHealth literacy and utilization of health care services is the unique contribution of this research. In research into health literacy that featured an analysis structurally very similar to ours (though using performance-based measures for health literacy), Cho et al [32] found that, contrary to their expectation, neither disease knowledge, nor health behaviors, nor prevention behaviors, nor health status mediated the negative relationship between broad health literacy and utilization of the health care system. In addition to the fundamentally different results, Cho and colleagues used a different measure for utilization: hospitalization and emergency help seeking. Thus, their research does not help us to assess whether our mediators play a similar role in other studies. However, it does suggest that finding mediators of the strength we detected is unusual.

The indirect positive paths can be interpreted as indicating an improved capability in people with high eHealth literacy to distinguish serious illnesses from less consequential conditions. In a somewhat serious health situation, people with high eHealth literacy will understand they need to act; for example, they will try to educate themselves on the Internet and consult their doctor. A heightened sense of empowerment, which is an integral part of the system of paths our results show, fits well with this kind of behavior. It might even be that, in contrast to the model presented here, a functional rather than a causal explanation of the correlation between Internet health information seeking and visits to the GP might be at work: those people with high eHealth literacy in a more serious condition already know they have to see their doctor and they use the Internet’s potential for self-education as preparation, in order to optimize the consultation.

Our results also highlight the relationship between eHealth literacy and empowerment. Schulz and Nakamoto [37] have conceptualized a model of this relationship for general health literacy and empowerment that holds that the two are not necessarily linked, as is often assumed explicitly or implicitly. Applied to eHealth literacy, the empowerment model clearly addresses the concern that high levels of empowerment in combination with lower levels of eHealth literacy mean patients are likely to make decisions that are harmful to themselves. Empowerment gives them the will to make their own decisions and low eHealth literacy prevents them from choosing the right alternative. The relationship between empowerment and eHealth literacy in this study eases that concern to some degree, as does the positive association of sense of empowerment and GP visits. Both findings emphasize a much more encouraging combination in the empowerment model: high empowerment and high eHealth literacy.

Limitations
It might be considered a weakness of this study that it appears to treat eHealth literacy as a stand-in for the broader concept of health literacy in general. In addition to the arguments already mentioned in the text before, there is one more justification for referring to both health literacy and eHealth literacy. The measurement of health literacy is increasingly dominated by self-report measures that reach beyond the simple concept of functional health literacy but still correlate with the respective established measures covering that simple concept, such as the Short Test of Functional Health Literacy in Adults (S-TOFHLA). The measure of eHealth literacy is also based on self-reports, which establishes yet another link to the broader concept of health literacy.

Another limitation is that the utilization of the health care system is measured only with one item, number of GP consultations. A broader operationalization is to be achieved in the future.

Suggestions for Further Research
First, further research should try and identify more variables that might mediate the relationship between health literacy and health care utilization. Second, the interpretations forwarded in the discussion (as related to the dynamic nature of health literacy and the severity of the medical condition) should be put to empirical test.
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Abstract

Background: Physician rating websites (PRWs) offer health care consumers the opportunity to evaluate their doctor anonymously. However, physicians’ professional training and experience create a vast knowledge gap in medical matters between physicians and patients. This raises ethical concerns about the relevance and significance of health care consumers’ evaluation of physicians’ performance.

Objective: To identify the aspects physician rating websites should offer for evaluation, this study investigated the aspects of physicians and their practice relevant for identifying a good doctor, and whether health care consumers are capable of evaluating these aspects.

Methods: In a first step, a Delphi study with physicians from 4 specializations was conducted, testing various indicators to identify a good physician. These indicators were theoretically derived from Donabedian, who classifies quality in health care into pillars of structure, process, and outcome. In a second step, a cross-sectional survey with health care consumers in Switzerland (N=211) was launched based on the indicators developed in the Delphi study. Participants were asked to rate the importance of these indicators to identify a good physician and whether they would feel capable to evaluate those aspects after the first visit to a physician. All indicators were ordered into a 4×4 grid based on evaluation and importance, as judged by the physicians and health care consumers. Agreement between the physicians and health care consumers was calculated applying Holsti’s method.

Results: In the majority of aspects, physicians and health care consumers agreed on what facets of care were important and not important to identify a good physician and whether patients were able to evaluate them, yielding a level of agreement of 74.3%. The two parties agreed that the infrastructure, staff, organization, and interpersonal skills are both important for a good physician and can be evaluated by health care consumers. Technical skills of a doctor and outcomes of care were also judged to be very important, but both parties agreed that they would not be evaluable by health care consumers.

Conclusions: Health care consumers in Switzerland show a high appraisal of the importance of physician-approved criteria for assessing health care performance and a moderate self-perception of how capable they are of assessing the quality and performance of a physician. This study supports that health care consumers are differentiating between aspects they perceive they would be able to evaluate after a visit to a physician (such as attributes of structure and the interpersonal skills of a doctor), and others that lay beyond their ability to make an accurate judgment about (such as technical skills of a physician and outcome of care).

Health care providers worry about unjustified negative reviews [20-22] because physicians’ efforts to get negative reviews on PRWs deleted are rarely successful. Suing review platforms may even gain more public attention than keeping a negative review on one’s profile [23]. Hence, some doctors who were reviewed negatively even breached their oath to treat patient information with confidentiality by leaking private details about the patients’ care when replying to comments on PRWs [24,25]. Despite the debatable nature of physician rating websites due to the anonymity of the posted reviews, the low number of reviews per physician, and the lacking legal regulations [20,23,26], patients keep reviewing their doctors. Simultaneously, PRW users continue to read reviews and consider them in their choice of a health care provider [27,28]. The access to PRW reviews is a two-edged sword; it may reveal transgressions and ineptitude of health care providers that may have stayed in the dark otherwise, but could also make unjustified malpractice allegations to providers just because the consumer lacks knowledge to evaluate the health care encounter accurately.

Experts and researchers pose a different perspective, arguing that PRWs could aid the creation of more transparency and surveillance of the health care system [29,30]. PRWs could, for example, provide instant feedback if quality of care is alarmingly deteriorating in a certain care facility [31]. A study with German physicians on their use of PRWs showed that this may bear some fruit; more than half of the participating doctors used PRWs for the improvement of their quality of care, particularly to ameliorate their communication with the patient and the scheduling of appointments [32]. Given the tension between advocates and opponents of PRWs, research is needed to address from both physicians’ and health care consumers’ perspectives how the quality of a physician and the treatment he or she provides could be operationalized into sensible indicators for physician rating websites.

**Theoretical Background**

Defining and measuring quality of care has a long history due to its complexity. The World Health Organization describes quality in health care as effective, efficient, accessible, acceptable, patient-centered, equitable, and safe [33]. Due to its latent qualities, scholars have developed various models to operationalize the concept of quality care. Donabedian, a prominent scholar in the field, divides quality of care into pillars of structure, process, and outcome [34-36]. According to Donabedian, “structure denotes the attributes of the setting in which care occurs” (p. 1745), such as material and human resources and the organizational structure [35]. The process of care is concerned with the way care is provided, such as how a diagnosis is made or a treatment is executed by the health care provider [35]. The third pillar, outcome of treatment or care encounter, denotes the effects that the treatment has had on the patient such as the improvement in health status or a change in patient’s behavior toward a cure-inducing lifestyle [35].
The Donabedian model is analogous to the division Maribito suggested in his categorization of health care into aspects of search, experience, and credence properties [37]. In health care, search aspects could be translated into features of infrastructure of the practice facilities as they are transparently comparable even before a physician visit. The treatment process and outcomes of the received care could either be categorized as experience or credence aspects; the experience of a treatment encounter may allow health care consumers to assess some aspects such as the interpersonal demeanor of a physician. Other aspects of more technical nature may not even be assessable after a health care consumer experienced them, making them credence traits. The application of a search, experience, and credence model to health care is not novel [37]. However, how the model on search, experience, and credence could concretely be translated into the assessment of physicians has not yet been answered. Hence, the question emerges which aspects of care can be evaluated and whether physicians and health care consumers agree on that. In order to answer these questions, samples of experts (physicians) and health care consumers were studied. This study’s objectives are summarized in the following research questions: What aspects do physicians consider to be important to identify a good physician? To what degree do health care consumers agree with the indicators suggested by physicians to identify a good physician? And In which aspects or dimensions and to what extent do physicians and health care consumers agree that these aspects can be evaluated by patients after a physician visit?

**Methods**

**Step 1: Delphi Study With Physicians**

This study was divided into two parts: a Delphi study with physicians and an electronic questionnaire with adult health care consumers (see Multimedia Appendices 1 and 2). Before the study launch, ethical approval was obtained by the ethics committee of the Università della Svizzera italiana (CE 2015-8).

The Delphi study was conducted over two rounds consulting guidelines published by von der Gracht [38]. The sample comprised Swiss physicians from 4 different specializations (general physicians, pediatricians, orthopedic surgeons, and dentists). These specializations were chosen by the research team due to the diversity of services and treatments they provide, the distinct skills needed in these specializations, the different audiences served, and because some of the treatments these doctors offered are not covered by basic health insurance in Switzerland (dentist visits are not covered). First, indicators of quality of care were theoretically derived from the Donabedian quality of care model and work that extended his classification [35,39], pretested with 6 physicians and adapted where necessary. This yielded 43 indicators on the basis of the quality of care dimensions (1) structure (infrastructure and staff at the hospital or practice), (2) process (technical and interpersonal skills of the physician), and (3) outcome of care.

In the first round of the Delphi study, doctors were asked to rate each of these indicators twice: (1) how important that indicator was to identify a good physician of his or her specialization (1=not at all important; 5=very important), and (2) how well a patient could evaluate this quality of care indicator after a first physician visit (1=not at all; 5=very well). After each section of the survey, doctors were provided with a blank space to comment on the questionned indicators and to add new indicators that were not included in the questionnaire yet. Data for the first round was collected from October to December 2015.

A total of 120 physicians were invited via email (with information about the study and a link to the survey) or through a collaboration partner at the Central Switzerland Physician Association to participate in the Delphi study. Of the total, 29 physicians consented to participate and all joined in the first Delphi round. Nineteen physicians completed the second round as well. The sample in the first round consisted of 9 general practitioners (33.3%), 5 pediatricians (17.9%), 6 orthopedic surgeons (21.4%), 7 dentists (25.0%), and 1 internist (3.6%). Participants were predominantly male (n=19, 66.6%), aged between 29 and 63 years (mean 47.6 years, SD 9.6 years), and had on average 19.6 years of work experience (range 3-37 years, SD 10.1 years).

The results from the first round of the Delphi questionnaire were analyzed using SPSS statistical software 23.0 (IBM Corp). We consulted guidelines published by von der Gracht [38] to define decision criteria to establish whether participants reached agreement. The decision criteria yielded the following categorization: (1) indicators to which a two-third majority (66.66%) or more of physicians agreed that they were important (scored 4 or 5 on the 5-point scale); (2) indicators, which at least two-thirds (66.66%) scored as unimportant (ie, scores of 1 or 2); and (3) remaining indicators that were either scored mainly on a middle value (ie, 3) or highly scattered. Indicators categorized in the second category were excluded from the second Delphi round (n=5), whereas the ones categorized into groups 1 and 3 were adjusted or rephrased where necessary and presented again (category 1 for confirmation and stability and category 3 for clarification). For each of the debated indicators, the modes and corresponding percentages of votes of the first round’s results were presented to the participants. Physicians were asked to choose the one value among the results from round 1 that they most agreed with. They were given free text space to explain their responses. The same logic and classification criteria were applied to the answers about whether these indicators can be evaluated by patients after a first visit.

Data for the second round of the Delphi study was collected between March and April 2016. The results of the second Delphi round were analyzed using the same criteria and classification listed above (see Multimedia Appendices 1 and 2). Physicians reached agreement on 35 indicators applying the same criteria as after round 1. Stability after two rounds was reached for 32 indicators in terms of importance, and for 27 indicators in terms of evaluation by health care consumers.

**Step 2: Cross-Sectional Survey With Health Care Consumers**

Subsequently, a cross-sectional e-questionnaire with health care consumers was launched surveying the same indicators that were retained for the second round Delphi questionnaire (see Multimedia Appendices 1 and 2). Participants were asked to rate on 5-point scales (1) how important the listed indicators
were for them to identify a good physician and (2) to what extent they would feel capable of evaluating an indicator of care after the first visit with a physician. The questionnaire was pretested over 3 rounds with 5-10 participants each. Survey design and layout features were adjusted where necessary.

The survey was launched via Qualtrics between April and June 2016 via snowball sampling through email and social media. Eligible for participation were individuals who were (1) 18+ years old, (2) residing in Switzerland, (3) and had Internet access. A total of 211 participants completed the survey. Participants were predominantly female (63%), on average 38.24 years old (range 19-74 years, SD 15.51), and the vast majority was of Swiss nationality (188/211, 89.1%). The sample was well-educated including 53.9% respondents with some form of tertiary education (PhD: 12/211, 5.7%; university degree: 74/211, 35.1%; applied science university degree: 29/211, 13.7%; high school degree: 33/211, 15.6%; apprenticeship: 55/211, 26%; secondary school: 3/211, 1.4%; and other: 5/211, 2.4%).

The vast majority of participants had already used review websites (82.9%), with Tripadvisor being the best known and the most used (66.4%), followed by Booking (58.8%), Amazon (49.8%), and Ricardo (48.8%). The majority of health care consumers had a neutral opinion toward physician rating websites (48.8%), whereas 36.0% were in favor of being able to write and access physician ratings online and 15.2% were opposed. Only about a tenth of participants worked in a medical profession (19/211, 9.0%).

**Step 3: Comparison Between Physicians’ and Health Care Consumers’ Perceptions**

In a third step, agreement between physicians and health care consumers was calculated. The results of the second round of the Delphi study and the electronic health care consumer survey were ordered and categorized for (1) importance and (2) health care consumers’ evaluation capability. First, the health care consumer data were cleaned. Means, medians, and standard deviations were computed. Then, for the purpose of categorization, all indicators were recoded from 5- to 3-point scales (1 and 2=not important or not evaluable; 3=unsure or debatable; 4 and 5=important or evaluable). If the following decision criteria were met, the indicator was categorized to be important: (1) if at least two-thirds (66.66%) of the sample voted for an indicator to be important or very important, (2) if criterion 1 was not met, the mean of the indicator on the 5-point scale had to be above 3.5 and the standard deviation less than 1. The same decision rules were applied to assess whether an indicator was evaluable by health care consumers. The first criterion was adapted from the Delphi study, whereas the second criterion was constructed to assert that the opinions did not diverge much.

On the basis of those results, indicators were ordered into 1 of 4 categories for both the physician sample and the health care consumer sample: (1) indicator is important and can be evaluated, (2) indicator is important but cannot be evaluated, (3) indicator is not important but can be evaluated, and (4) indicator is not important and cannot be evaluated by health care consumers. Indicators were ordered into a 4×4 matrix with physicians’ assessment represented on the horizontal and health care consumers’ on the vertical dimension (see Table 1). We then calculated the agreement on importance and evaluation capability of health care consumers based on the physicians’ and the health care consumers’ ratings.

**Results**

**Delphi Study and Indicator Development**

The Delphi study yielded 35 indicators that fulfilled the consensus criteria derived from the literature (see [38]). The comments from physicians were worked into the analysis and provided additional insight into physicians’ perceptions, some of which are listed later in this section. Physicians unanimously agreed that all indicators of interpersonal competence were very important. The technical aspects of care and the outcome indicators were also rated highly, but the overall agreement was lower.

Infrastructure however was overall assessed to be slightly less important; especially aspects of practice management and competence of the medical assistants were deemed less relevant. The physicians who scored the management and staff less important commented that from their point of view, practice organization and particularly the quality of the staff and medical practice assistants did not provide information about the quality of a physician. They argued that the quality of the physician, the quality of his staff, and the practice management should not be mixed up. From their point of view, the quality of a physician was independent of the other listed aspects. Hence, they scored these indicators to be less relevant than some of their colleagues who perceived components of management, staff, and infrastructure as integral aspects to recognize a good physician.

Four indicators, namely, efficiency, hygiene standards, patient satisfaction, and the presentation of an appropriate number of treatment options were not unanimously voted to be important. Specifically mentioned was that TARMED, the mandatory Swiss cost calculation system, specifies the rate of ambulatory treatments to standardized levels in Switzerland (see [40]) and thus regulates efficiency by law. Also, respecting hygiene standards was not unanimously accepted as a quality standard from doctors’ perspective because hygiene is a prerequisite for any practice in Switzerland as they have to pass quality assessments (such as EQUAM [41] or QBM [42]) to stay open. Also patient satisfaction, an outcome measure, did not achieve undivided agreement among doctors. Physicians voiced concerns that this measure could not necessarily be an end goal, especially if the patient requested a treatment that was not justifiable by best practice guidelines. Hence, they deemed patient satisfaction a double-edged sword: important but not at the cost of a correct treatment. Furthermore, doctors stated that offering a patient an appropriate number of treatment options may overwhelm some health care consumers. If a patient was overstrained with many options, the quality of the decision would be lower.

**Agreement Between Physicians and Health Care Consumers on Importance and Evaluation Capability of Care Aspects**

Health care consumers’ answers on which indicators are important to identify a good physician and on whether these are
evaluable after the first visit were compared with the answers of the experts (physicians). The results for both dimensions are listed in detail for both health care consumers and physicians: Multimedia Appendix 1 shows how important the indicators were scored by the two samples, and Multimedia Appendix 2 presents the results on health care consumers’ capability to assess those aspects after the first care encounter. Indicators are listed according to the Donabedian model: Structure (1 infrastructure, 2 staff, 3 organization), process (4 technical skill, 5 interpersonal skill), and outcome of care (6 outcome). All indicators were classified into a 4×4 matrix in order to visualize agreement between physicians and health care consumers (see Table 1).

On the basis of our coding, 26 out of 35 indicators were assessed the same way by health care consumers and physicians (Table 1). Agreement between the two parties according to Holsti’s method [43] was calculated at 0.7429 if the assessments of importance and evaluability are both considered together. As this number is larger than 0.70, the agreement between physicians and health care consumers is fairly high.

Looking at the data more closely, the aspects of physician performance on which both doctors and health care consumers agreed that they were both important and evaluable by health care consumers included: infrastructure, organization, and management of the practice, quality, education of, and collaboration among the staff, and interpersonal demeanor of the doctor. Physicians and health care consumers also agreed on 8 aspects that were assessed by both parties as important, but not evaluable by health care consumers after the first visit. Mainly, the technical ability and skills of the physician (such as the way the physician made the diagnosis, whether treatment steps were correctly executed, and whether the doctor follows hygiene guidelines) and outcome measures (for example, whether the treatment was efficient) were assessed important, yet not assessable by health care consumers.

Disagreement between physicians’ and health care consumers’ judgments primarily emerged concerning health care consumers’ capability to assess certain medical components of care. Health care consumers differed from physicians in thinking that they were not able to tell whether they were diagnosed correctly, whether the diagnosis was initiated timely and treatment started swiftly, and whether their concerns were treated confidentially. Physicians however judged health care consumers as incapable of assessing whether the necessary diagnostic instruments were available in the practice and if the doctor already had a lot of work experience.

Investigating the different dimensions of care by calculating the overall means, the results of the health care consumers show that they judged the technical skills of the physician to be the most important (mean 4.70, SD 0.37), followed by the interpersonal skills (mean 4.64, SD 0.38), and outcome of care (mean 4.46, SD 0.48). Infrastructure (mean 4.20, SD 0.56), organization (mean 4.00, SD 0.72), and the quality of the staff (mean 3.89, SD 0.57) were judged to be less important.

In terms of health care consumers’ self-perceived capability to assess a physician, they attributed themselves the highest competence to assess the organization and management of the practice (mean 4.17, SD 0.79), followed by a physician’s interpersonal skills (mean 4.09, SD 0.66), and the infrastructure and accessibility (mean 4.07, SD 0.67). The outcome of care (mean 3.85, SD 0.74), the quality of the staff (mean 3.70, SD 0.63), and technical skills of the doctor (mean 3.46, SD 0.79) were perceived to be more difficult to judge.

Table 1. A 4×4 matrix classification of indicators denoting importance to identify quality of health care and health care consumers’ evaluation capability.

<table>
<thead>
<tr>
<th>Indicators</th>
<th>Physicians</th>
<th>Important and evaluable</th>
<th>Important but not evaluable</th>
<th>Not important but evaluable</th>
<th>Not important and not evaluable</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health care consumers</td>
<td>Important and evaluable</td>
<td>1.4, 2.2, 2.5, 3.1, 3.2, 3.3, 3.4, 4.5, 5.1, 5.2, 5.3, 5.4, 5.5, 5.7, 5.8, 6.1, 6.2, 6.3</td>
<td>1.2, 2.4</td>
<td>4.1, 4.9, 5.6</td>
<td>2.6, 4.2, 4.3, 4.4, 4.6, 4.7, 4.8, 6.4</td>
</tr>
<tr>
<td>Important but not evaluable</td>
<td>1.1, 1.3, 2.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not important but evaluable</td>
<td>2.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The indicators that were categorized into the graph above are numerically listed in Multimedia Appendices 1 and 2.
Patients’ Ratings of Their Ability to Evaluate Aspects of Health Care by Gender and Educational Level

Independent sample means $t$ tests [44] were conducted to check whether there were differences in the health care consumer sample based on the sociodemographic variables. As we conducted multiple tests, we applied the Holm-Bonferroni method and report sequential corrected $P$ values (at alpha=.05) to control for type-1 error [45,46]. Only significant results were reported (see Tables 2-5). In terms of gender, women scored 7 aspects of care higher or more important to identify a good physician than men (Table 2). Women scored aspects such as privacy, cleanliness and hygiene, information provision, the presentation of treatment options, and empathy to be more important than men did. Also, in terms of self-perceived capability to assess aspects of care, women scored higher than men in one aspect of care. Namely, women perceived to be better capable of assessing cleanliness and hygiene. Overall, this leads to the conclusion that women generally assign higher scores than men both in terms of importance and tend to have a slightly higher self-perceived capability to assess aspects of care.

Table 2. Gender differences in aspects that were deemed important by health care consumers (independent samples $t$ tests). Standard deviations appear in parentheses below means.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Gender</th>
<th>Female</th>
<th>$t$</th>
<th>df</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.3 The patient’s privacy is guaranteed</td>
<td>Male 4.24 (0.91)</td>
<td>Female 4.67 (0.68)</td>
<td>−3.569&lt;sup&gt;a&lt;/sup&gt;</td>
<td>127.56</td>
</tr>
<tr>
<td>1.4 The practice is clean and hygienic</td>
<td>Male 4.58 (0.64)</td>
<td>Female 4.86 (0.39)</td>
<td>−3.630&lt;sup&gt;b&lt;/sup&gt;</td>
<td>110.78</td>
</tr>
<tr>
<td>4.4 The physician presents an appropriate and complete number of treatment options to the patient</td>
<td>Male 4.31 (0.84)</td>
<td>Female 4.69 (0.54)</td>
<td>−3.616&lt;sup&gt;b&lt;/sup&gt;</td>
<td>114.59</td>
</tr>
<tr>
<td>4.5 The physician assesses the patient’s handicaps correctly and presents him or her with appropriate information and treatment options</td>
<td>Male 4.35 (0.77)</td>
<td>Female 4.62 (0.60)</td>
<td>−2.740&lt;sup&gt;a&lt;/sup&gt;</td>
<td>131.51</td>
</tr>
<tr>
<td>4.7 The physician and his team adhere to hygiene guidelines</td>
<td>Male 4.63 (0.65)</td>
<td>Female 4.89 (0.34)</td>
<td>−3.280&lt;sup&gt;a&lt;/sup&gt;</td>
<td>102.49</td>
</tr>
<tr>
<td>5.3 The physician comprehensively communicates all important information about the diagnosis and treatment</td>
<td>Male 4.71 (0.51)</td>
<td>Female 4.87 (0.36)</td>
<td>−2.644&lt;sup&gt;a&lt;/sup&gt;</td>
<td>126.01</td>
</tr>
<tr>
<td>5.7 The physician treats the patient empathically</td>
<td>Male 4.29 (0.80)</td>
<td>Female 4.63 (0.60)</td>
<td>−3.255&lt;sup&gt;a&lt;/sup&gt;</td>
<td>128.52</td>
</tr>
</tbody>
</table>

<sup>a</sup>$P<.05$.
<sup>b</sup>$P<.001$.

To assess if individuals with differing educational levels have divergent opinions on what aspects of care are important to identify a good doctor and whether they are assessable by health care consumers, the sample was subdivided into 2 groups. Individuals who completed tertiary education (ie, PhD, university, and applied science university) were denoted as “high education,” whereas individuals without tertiary education (ie, high school, apprenticeship, and secondary school) were classified as “low education.”

Table 3. Gender differences in health care consumers’ self-perceived capability to evaluate a doctor (independent samples $t$ tests). Standard deviations appear in parentheses below means.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Gender</th>
<th>Female</th>
<th>$t$</th>
<th>df</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.7 The physician and his team adhere to hygiene guidelines.</td>
<td>Male 3.38 (1.13)</td>
<td>Female 3.90 (1.09)</td>
<td>−3.279&lt;sup&gt;a&lt;/sup&gt;</td>
<td>209</td>
</tr>
</tbody>
</table>

<sup>a</sup>$P<.05$.

The results of independent samples $t$ tests show that individuals with lower education scored 9 items as significantly more important than individuals with higher education (eg, experience and friendliness of staff, correct execution of treatment steps, empathy, and patient involvement in the treatment process). When asked about their self-perceived ability to assess aspects of care after the first visit, individuals with lower education perceived themselves to be significantly better capable of assessing whether a timely diagnosis was made and the treatment swiftly initiated, as well as whether their concerns were treated confidentially. Participants with a higher educational background only scored significantly higher than individuals with low education in terms of capability to assess if decisions about the course of action were made in collaboration between the physician and the patient.
### Table 4. Educational differences in terms of importance (independent samples \( t \) tests). Standard deviations appear in parentheses below means.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Educational level</th>
<th>( df )</th>
<th>( t )</th>
<th>( df )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.2 The medical practice assistants are helpful and friendly</td>
<td>Low: 4.54 (0.56)</td>
<td>High: 4.23 (0.95)</td>
<td>2.941(^a)</td>
<td>190.624</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.3 The medical practice assistants are experienced in their work</td>
<td>Low: 3.55 (1.00)</td>
<td>High: 3.22 (1.01)</td>
<td>2.355(^a)</td>
<td>204</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.5 The physician collaborates well with his team</td>
<td>Low: 4.51 (0.57)</td>
<td>High: 4.18 (0.80)</td>
<td>3.256(^a)</td>
<td>204</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.4 The physician is available for phone consultations (before or after the appointment)</td>
<td>Low: 4.23 (0.79)</td>
<td>High: 3.86 (0.99)</td>
<td>2.906(^a)</td>
<td>204</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.6 The physician and his team execute the treatment steps correctly</td>
<td>Low: 4.82 (0.41)</td>
<td>High: 4.11 (0.61)</td>
<td>2.533(^a)</td>
<td>199.250</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.5 The physician motivates the patient to actively take part in the treatment process</td>
<td>Low: 4.52 (0.64)</td>
<td>High: 4.22 (0.88)</td>
<td>2.831(^a)</td>
<td>202.718</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.7 The physician treats the patient empathically</td>
<td>Low: 4.66 (0.62)</td>
<td>High: 4.38 (0.73)</td>
<td>2.938(^a)</td>
<td>203.110</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.2 The patient is satisfied with the treatment.</td>
<td>Low: 4.74 (0.491)</td>
<td>High: 4.49 (0.754)</td>
<td>2.863(^a)</td>
<td>197.191</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.3 The patient returns to the same physician for check-ups, etc (patient loyalty).</td>
<td>Low: 4.62 (0.491)</td>
<td>High: 4.49 (0.754)</td>
<td>3.266(^b)</td>
<td>203.841</td>
</tr>
</tbody>
</table>

\(^a\) \( P < .05 \).
\(^b\) \( P < .001 \).

### Table 5. Educational differences in terms of evaluation capability (independent samples \( t \) tests). Standard deviations appear in parentheses below means.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Educational level</th>
<th>( df )</th>
<th>( t )</th>
<th>( df )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.9 The physician makes the correct diagnosis timely and initiates the treatment swiftly</td>
<td>Low: 3.58 (1.08)</td>
<td>High: 3.22 (1.02)</td>
<td>2.485(^a)</td>
<td>204</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.6 The patient’s concerns are treated confidentially</td>
<td>Low: 3.22 (1.26)</td>
<td>High: 2.81 (1.40)</td>
<td>2.183(^a)</td>
<td>204</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.8 Decisions about the course of action are made together with the patient</td>
<td>Low: 4.14 (1.03)</td>
<td>High: 4.43 (0.76)</td>
<td>–2.261(^a)</td>
<td>161.254</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) \( P < .05 \).
\(^b\) \( P < .001 \).
The health care consumer data were further analyzed to check whether there is a relationship between age and the importance health care consumers’ attribute to certain aspects of care and their self-perceived capability to assess health care providers. The results from the correlation analysis reveal that with older age health care consumers perceive aspects of organization and shared decision making as more important (Table 6). At the same time, the older health care consumers are, the more they perceive aspects of care assessable, particularly the organization of the practice, the physicians’ technical competency (eg, correct diagnosis and treatment execution, timely diagnosis, etc), as well as the efficiency of the treatment (Table 7).

Table 6. Pearson’s correlation coefficient on importance of indicators to identify a good physician and age (N=211).

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Age</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.3 The medical practice assistants are experienced in their work</td>
<td>.241b</td>
</tr>
<tr>
<td>2.4 The physician has a lot of work experience and practices already for a longer time</td>
<td>.214b</td>
</tr>
<tr>
<td>3.1 The waiting time until the next available appointment is short</td>
<td>.238b</td>
</tr>
<tr>
<td>3.2 The patients are notified in case of appointment delays or cancellations</td>
<td>.151a</td>
</tr>
<tr>
<td>3.3 It is easy to schedule an appointment with the physician</td>
<td>.154a</td>
</tr>
<tr>
<td>5.5 The physician motivates the patient to actively take part in the treatment process</td>
<td>.150a</td>
</tr>
<tr>
<td>5.8 Decisions about the course of action are made together with the patient.</td>
<td>.148a</td>
</tr>
</tbody>
</table>

\(aP<.05.\)
\(bP<.001\) (2-tailed).

Health Care Consumers’ Assessment of Importance and Perceived Capability to Evaluate a Physician Based on Age

The health care consumer data were further analyzed to check whether there is a relationship between age and the importance health care consumers’ attribute to certain aspects of care and their self-perceived capability to assess health care providers.

Table 7. Pearson’s correlation coefficient on health care consumers’ perceived capability to assess aspects of health care and age (N=211).

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Age</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1 The physician’s practice is easily accessible and reachable by public transport and car</td>
<td>-.149a</td>
</tr>
<tr>
<td>2.3 The medical practice assistants are experienced in their work</td>
<td>.257b</td>
</tr>
<tr>
<td>2.4 The physician has a lot of work experience and practices already for a longer time</td>
<td>.179b</td>
</tr>
<tr>
<td>2.5 The physician collaborates well with his team</td>
<td>.223b</td>
</tr>
<tr>
<td>4.1 The patient is diagnosed correctly</td>
<td>.202b</td>
</tr>
<tr>
<td>4.2 The physician asks the relevant questions and orders the correct tests to reach the correct diagnosis</td>
<td>.189b</td>
</tr>
<tr>
<td>4.3 The physician proceeds systematically and competently to reach the correct diagnosis</td>
<td>.168a</td>
</tr>
<tr>
<td>4.7 The physician and his team execute the treatment steps correctly</td>
<td>.224b</td>
</tr>
<tr>
<td>4.9 The physician makes the correct diagnosis timely and initiates the treatment swiftly</td>
<td>.173a</td>
</tr>
<tr>
<td>5.8 Decisions about the course of action are made together with the patient</td>
<td>.171a</td>
</tr>
<tr>
<td>6.4 The treatment was efficient (ie, cost-benefit ratio was accurate)</td>
<td>.142a</td>
</tr>
</tbody>
</table>

\(aP<.05.\)
\(bP<.001\) (2-tailed).

Discussion

Principal Findings

Our results show that a majority of health care consumers and physicians categorized 26 out of 35 indicators similarly in terms of both importance to identify a good doctor and patients’ perceived competence to evaluate them after the first visit. The data show that the majority of indicators were assessed to be both important and able to be evaluated by health care consumers, thereby creating limited variance. This occurred because indicators that physicians agreed were not important in the first round of the Delphi study and were excluded in the second round. Also, these items were not presented to health care consumers, which may explain some of this lacking variance. Nevertheless, the data provide an initial indication that health care consumers have a moderate self-perceived ability to assess the quality and skill of a medical doctor.

Looking more closely into the care aspects that are deemed assessable, we found that health care consumers and physicians judged the formers’ ability to evaluate the infrastructure,
organization, and physician’s interpersonal behavior to be high. These aspects of quality of care lend themselves for evaluation by health care consumers because they do not require medical expertise to be assessed. In terms of aspects that cannot be assessed by health care consumers, our results showed that health care consumers and physicians had reservations toward patients’ ability to assess a doctor’s technical skills or the outcome of care. Specifically, the quality of a physician’s education, the process of reaching the correct diagnosis, the execution of the treatment (competence, hygiene, and efficiency), and the presentation of treatment options was mutually accepted to be crucial but not assessable by health care consumers.

These results suggest that health care consumers acknowledge and are aware of the gap in expertise between doctor and patient that arises based on doctors’ medical education [18], even though the numerous ethical concerns previously voiced in literature have suggested otherwise [20,21,47]. However, whether health care consumers would be cautious or even refuse to assess a physician’s competence or technical skill when asked to review a doctor in a real-life remains questionable. An analysis of open-ended textual reviews on a German PRW found that in 63% of the 3000 analyzed cases, PRW users assessed physicians’ competence, a technical aspect of care [48]. Explaining this contradiction, and whether the gap between the intention to review technical aspects of care and the actual reviewing behavior could provide further insights into these incongruent findings, may be the subject of further research.

Physician selection research shows that technical aspects are often identified as the paramount criteria when health care consumers have to select a doctor [49-51]. The results in this study confirmed that health care consumers perceive technical skills of a physician to be the most important to recognize a good physician. Nonetheless, it has been confirmed that most health care consumers are not capable of using and accurately interpreting medical or technical quality of care reports to inform their physician selection [52-54]. Hence, data presentation formats that take into account that health care consumers have difficulty to assess and interpret technical aspects of care, and hence translate quality of care data in an understandable manner, are needed [52,53]. This study suggests that health care consumers are not a good source to provide this kind of information.

The results further show that for 6 of these 26 indicators, which mainly concern the physicians’ competence to reach and execute a diagnosis, should not be reviewed by health care consumers because they lack competence to do so. Mixed information sources to report different aspects of care quality, combining patient reviews as a complement to customary quality reports have already been suggested by Verhoef and colleagues [26]. A large-scale experiment by Schlesinger and colleagues attempted to do that. They presented PRWs featuring quality of care data in combination with written reviews. However, the combined format did not yield better physician selection results, especially if choices grew more complex with larger choice sets and more indicators and information present [55]. Hence, finding PRW formats in which health care consumers can voice their opinion on aspects that are deemed assessable, while condensing and summarizing technical quality of care information in a format that is understandable by health care consumers (as suggested by Hibbard et al [54]) should be the subject for further research.

In the analysis on differences on the perceived importance and evaluation capability based on gender and educational level, two patterns emerged: women and lower educated individuals rate indicators higher or more important and perceive aspects of care as better evaluable than men and individuals with higher educational background. Given that women are more affine toward health issues and search for health information more eagerly [56] and are more aware and likely to use PRWs than males [28], this experience with health information on the web may lead to a perception of expertise. This hypothesis should be tested in future research.

Furthermore, our results suggest that individuals without tertiary education attribute themselves a higher capability to evaluate aspects of health care than individuals with some university degree. This finding is alarming as lower educational levels have been associated with low health literacy [57], more difficulty in processing quality of care information, and less optimal health care choices [55,58,59]. These findings suggest that individuals who are most in need for tools that guide them toward a better search and assessment of Web-based information [60], attribute themselves higher expertise than they probably have from an objective point of view. As the Internet is a resource that may lead to or even encourage dangerous outcomes if guidance is lacking [60], more effort should be invested in fostering individuals’ critical judgment of health information on the Internet in general, and on PRWs in particular.

In addition to education level and gender, age plays a significant role in individuals’ judgment of what is important to identify a good physician and can be judged after a doctoral visit. Overall, with an increase in age, individuals perceive aspects of decision making with the physician and convenience (reachability, scheduling, etc) more important. Furthermore, older individuals attribute themselves a higher ability to assess physicians’ technical skills. Most likely, older individuals have throughout their lifetime collected hands-on health care experiences that make them more comfortable about their skill to assess physicians. The interpretation of these results nevertheless calls for caution, as potential confounding factors have not been included in the analysis.

Limitations
The study has a number of limitations. First, there are limitations caused by the recruitment and composition of the two samples. The Delphi study faced a participant dropout rate from n=29 to n=19 from the first to the final round of the study. An additional limitation is posed by the health care consumer sample recruited in this study. The data were collected via snowball sampling on the Internet. Hence, the results cannot claim representativeness. Because the sample had a large share of younger, highly educated females who filled in the questionnaire, it would be recommendable to replicate this study in a different context or country with a more balanced sample.
Also, the results of the comparison between physicians and health care consumers are limited because the Delphi study sample was substantially smaller than the health care consumer sample due to the design (Delphi vs cross-sectional survey). Hence, it was not possible to conduct parametric tests to identify whether the assessments by health care consumers and physicians was statistically significant due to the diverse samples. In order to adjust for this limitation, strict grouping criteria and thresholds, as explained in the methods section, were applied to classify the indicators into the above-listed 4 categories. Furthermore, the cross-sectional survey consisted only of items that were retained after the first round of the Delphi study in order to shorten the survey for health care consumers. Hence, only items that physicians had identified as “important” in the first round of the Delphi study were presented to health care consumers, thereby potentially limiting the variance in the findings.

In addition, the way we assessed individuals’ self-perceived capability to assess a physician’s skill does not allow for definite answers about how well individuals would in reality be able to assess the quality of their health care. Also, it is debatable whether individuals would refrain from judging a physician’s technical ability if they had the chance to do so, even if they indicated previously that they did not think they could assess this aspect of health care. Rather than asking individuals about their perceived ability to assess certain aspects of health care, showing them cases or video samples of treatment encounters and asking them to evaluate and review them could provide additional answers about individuals’ perceived ability to assess their physicians’ performance.

Four specializations with varying skill requirements, client groups, surgical involvement, and payment schemes (pediatricians, orthopedic surgeons, general practitioners, dentists) were invited to participate. In future research, other medical specialists should be invited to develop indicators to identify a good physician separately and only for that particular medical expertise. Indicators of how a good physician can be identified may vary depending on the specialization of physicians studied.

Conclusions
Physicians’ and health care consumers’ moderate agreement on important and assessable aspects of health care quality suggests that PRWs may profit from presenting information and word of mouth about the quality of a doctor in selected ways. Patients and physicians agreed that health care consumers’ assessment of their provider should be constrained to matters of infrastructure, organization, staff, and his or her interpersonal skills. Technical expertise and outcomes of care were also identified to be important but both physicians and health care providers did not attribute to patients the capability to accurately assess them. Furthermore, our results show that sociodemographic characteristics (age, gender, educational level) play a role in health care consumers’ assessment of what is important to identify a good doctor and what can be evaluated after the first visit.

Our findings suggest that health care consumers may consent to a mixed model in which search and experience aspects of care could be assessed by health care consumers, whereas technical care information could be provided by a source or committee that is competent to assess a physician’s medical skill (eg, an external expert committee). This could yield a hybrid model in which both health care consumers and experts may contribute information that is adjusted to their level of expertise. How a mixed format of health care consumers’ evaluation of physicians and expert information could best be implemented, and to what extent PRW users would support and use such mixed PRW formats should be the subject of future research.
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Abstract

Background: Mobile apps can increase access to care, facilitate self-management, and improve adherence to treatment. Stress urinary incontinence (SUI) affects 10-35% of women and, currently, an app with instructions for pelvic floor muscle training (PFMT) is available as first-line treatment. A previous randomized controlled study demonstrated that the app benefitted symptom severity and quality of life (QoL); in this study we investigate the cost-effectiveness of the app.

Objective: The objective of this study was to evaluate the health economy of the app for treating SUI.

Methods: This deterministic cost-utility analysis, with a 1-year societal perspective, compared the app treatment with no treatment. Health economic data were collected alongside a randomized controlled trial performed in Sweden from March 2013 to October 2014. This study included 123 community-dwelling women participants of 18 years and above, with stress urinary incontinence ≥1 time per week. Participants were self-assessed with validated questionnaires and 2-day leakage diaries, and then randomized to 3 months of treatment (app group, n=62) or no treatment (controls, n=61). The app focused on pelvic floor muscle training, prescribed 3 times daily. We continuously registered treatment delivery costs. Data were collected on each participant’s training time, incontinence aids, and laundry at baseline and at a 3-month follow-up. We measured quality of life with the International Consultation on Incontinence Modular Questionnaire on Lower Urinary Tract Symptoms and Quality of Life, and calculated the quality-adjusted life years (QALYs) gained. Data from the 3-month follow-up were extrapolated to 1 year for the calculations. Our main outcome was the incremental cost-effectiveness ratios compared between app and control groups. One-way and multiway sensitivity analyses were performed.

Results: The mean age of participants was 44.7 years (SD 9.4). Annual costs were €547.0 for the app group and €482.4 for the control group. Annual gains in quality-adjusted life years for app and control groups were 0.0101 and 0.0016, respectively. Compared with controls, the extra cost per quality-adjusted life year for the app group ranged from −€2425.7 to €14,870.6, which indicated greater gains in quality-adjusted life years at similar or slightly higher cost.

Conclusions: The app for treating stress urinary incontinence is a new, cost-effective, first-line treatment with potential for increasing access to care in a sustainable way for this patient group.
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Introduction

One possible way to meet the future demands in the health care sector could be to empower patients by increasing self-management with mHealth [1]. Worldwide, there are approximately 5 billion mobile phone subscribers, and the smartphones are constant companions for many individuals [2]. The App Store and Google Play websites offer around 100,000 health apps, but few have been scientifically evaluated [3]. Mobile health apps could facilitate self-management and adherence to treatment; in addition, they could increase access to care for individuals with limited access or for those unwilling to seek ordinary health care [4].

Stress urinary incontinence (SUI), that is, urine leakage upon sneezing, coughing, or exertion [5], affects 10-35% of women [6,7]. This condition is suited to self-management. The diagnosis is based on patient-reported measures and does not require a physical examination [8]. The first-line treatment is pelvic floor muscle training (PFMT), which is safe, effective [8-10], and can be completed without health care personnel supervision [8]. Although SUI can decrease quality of life (QoL) [11], only around 20% of individuals seek care [12]. In some cases, the leakage is not considered as a major problem, but in other cases, the patient is too embarrassed to seek care [13]. Our research group has developed the mobile app, Tät, which serves as a first-line treatment for SUI, based on self-management. This app provides information and instructions for PFMT [14].

One concern in deciding the treatments to be delivered in the health care systems is the cost. One common way to evaluate cost is the cost-utility analysis, which compares the costs and effects of at least two treatment alternatives. This analysis allows comparison of diverse interventions [15]. Costs can be considered either from a health care perspective, which only includes costs borne by the health care system, or from a societal perspective, which includes other costs. Currently, the former perspective is recommended in the United Kingdom by the National Institute for Health and Clinical Excellence (NICE) [16], and the latter is recommended in the United States [17] and Sweden [18]. The utility of the treatment is defined as the added time gained with an improved QoL, calculated as quality-adjusted life years (QALYs).

In this study, we performed a cost-utility analysis of SUI treatment with the app, Tät, compared with no treatment.

Methods

Design

This deterministic cost-utility analysis had a 1-year societal perspective. It was performed according to the principles outlined by Drummond et al [15].

Population

We collected data for this analysis alongside a randomized controlled trial on SUI treatment with the Tät app. The trial was registered at clinicaltrials.gov (ID: NCT01848938), and the trial results were described in detail elsewhere [14]. Briefly, we recruited community-dwelling women, aged 18 years and above, with SUI of once or more than once a week, via our website. Interested women completed an online screening questionnaire. When they met the study criteria, we sent them a letter of information, a form to provide informed consent, and a 2-day leakage diary. After returning these, they completed a Web-based questionnaire that provided their background characteristics, medical history, symptom severity, and QoL. Exclusion criteria were ongoing pregnancy, maximum voiding volume $<$0.3 L, macroscopic hematuria, irregular menstrual bleeding, difficulty passing urine, previous incontinence surgery, previous or present malignancy in the lower abdomen, severe psychiatric disorder, or impaired mobility or sensibility in the legs or lower abdomen.

We consecutively randomized eligible women to either three months of treatment with the app (app group, n=62), or no treatment (control group, n=61). The app Tät contained information on SUI, provided a PFMT program, with 6 basic and 6 advanced levels, and it prescribed PFMT 3 times daily during treatment. At the end of treatment, the instructions were to continue PFMT 2 or 3 times per week for maintenance training [19]. The control group received no intervention. After the 3-month follow-up, we offered the participants in the control group the app, on an optional basis. We collected 3-month follow-up data with a Web-based questionnaire. There was no face-to-face contact with the participants at any time.

Symptom Severity

We measured symptom severity at baseline and at 3 months, with the validated [20] and recommended [8,10,21] questionnaire, the International Consultation on Incontinence Modular Questionnaire on Urinary Incontinence, Short Form (ICIQ-UI SF). It contained 3 items such as frequency, amount of leakage, and overall QoL impact. The total score ranged from 0 to 21, with higher scores indicating greater severity. The total scores were used to categorize the severity of the condition (1-5: slight; 6-12: moderate; 13-18: severe; and 19-21: very severe) [22]. After 3 months, the app group reported clinically relevant and significantly greater improvements in symptoms compared with the control group [14].

Costs

We evaluated costs from a 1-year societal perspective. Costs included the cost of mailing the 2-day leakage diary, and the estimated time spent by our study administrator in emailing each participant the link to the Web-based questionnaire. The cost for our study administrator’s time was calculated based on her gross hourly wage. We did not include costs for the app development because these are one-time costs and are comparable with, for example, the costs for basic education of health care personnel; these are costs which are normally not included in health economic analyses. No other costs for the delivery of treatment were identified.

We collected baseline and follow-up data on the use of incontinence aids and any extra laundry due to leakage. In a previous study, we collected data on the different types of incontinence aids (large, medium, or small) used by women with SUI [23]. We then calculated a mean price per unit, based
on the prices for incontinence aids listed on the website of a
large pharmacy brand (Apoteket). The price for laundry was
derived from the literature [24].

When a societal perspective is applied, an estimate of the cost
for the individual’s time should be included in the health
economic analysis [14]. At the 3-month follow-up, participants
estimated how much time they had spent on PFMT during the
last 4 weeks. We used this estimate to calculate the PFMT
performed during the treatment period. To estimate PFMT for
the entire year for the app group, we assumed that the
participants would follow the prescription for maintaining PFMT
over the remaining part of the year and we adjusted the time
spent on PFMT accordingly. For the control group, we assumed
the time spent on PFMT would remain constant throughout the
year. To estimate the cost for each participant’s time, we
calculated the gross hourly wages for women with the same
educational level in Sweden [25], a method which is commonly
used [14].

For all other costs, we assumed that costs measured at the
3-month follow-up would remain constant throughout the year.
We added up all the costs, and the sum represented the total
societal cost. All costs are given in euro, and they were based
on the 2013 year-end prices. At that time, the exchange rate for
1 EUR was 8.94 SEK (Swedish krona).

Quality of life, Utility Weights, and QALYs
To evaluate QoL, we used the validated [26-28] and
recommended [8,10,24] condition-specific questionnaire, the
International Consultation on Incontinence Modular
Questionnaire on Lower Urinary Tract Symptoms and Quality
of Life (ICIQ-LUTSqol). This questionnaire contained 19 items
on aspects of everyday life that might be influenced by urinary
leakage, such as travel, work, meetings with family and friends,
exercise, sexual performance, mood, energy, and sleep. Items
are scored 1-4 (1: not at all or never; 2: slightly or sometimes;
3: moderately or often; and 4: a lot or all the time). The overall
score ranged from 19 to 76, with higher scores indicating more
impact. The questionnaire, was derived from the Kings Health
Questionnaire [26], which is widely used in health economic
analyses; both questionnaires used the same method for
calculating QALY [29].

We based our QALY calculations on data from the
ICIQ-LUTSqol, and we applied a preference-based index
derived by Brazier et al [29], which incorporates 9 of the 19
items into a “health state” classification. We used the algorithm
of this index to translate the health state classification into a
utility weight, which ranged from 0 (worst imaginable health
state) to 1 (best imaginable health state). We assumed that the
utility weight calculated from 3-month follow-up data would
remain stable for the remainder of the year in both groups.

Main Outcome
Our main outcome was the incremental cost-effectiveness ratio
(ICER), defined as the difference in cost-effectiveness between
the app group and the control group. We calculated the ICER
as presented in Figure 1.
Statistics

For group comparisons at baseline, we used the Student t test for continuous variables, the chi-square test for categorical variables, and the Mann-Whitney U test for ordinal variables. For analyses of treatment effects within each group, we used paired t test. For comparisons of treatment effects between groups, we used a linear mixed-model analysis, which incorporated all available data for the outcomes of symptom severity and QoL. The utility weights are expressed as the mean value with a 95% CI. Costs were assumed to change linearly, and QALYs were calculated based on an “area-under-the-curve.”

P values <.05 were considered statistically significant. We collected and analyzed data in SPSS for Mac, version 23.0 (IBM) and in Excel for Mac, version 14.6.3 (Microsoft Corporation).

Sensitivity Analysis

We considered the fact that PFMT could be performed while doing other things and that laundry caused by leakage could be washed with other garments. Therefore, we performed a one-way sensitivity analysis by varying input data on the time spent on PFMT, the time spent on laundry, and the cost of laundry, one at a time, to test the potential impact of these uncertainties. In addition, we performed a multiway analysis that incorporated all three variables.
Ethics
The Regional Ethical Review Board, Umeå University, approved of the study (number 2012-325-31M). All participants gave informed consent.

Results
Study Population
We performed this study in Sweden, from March 2013 to October 2014. We randomized 123 participants to receive the app (app group, n=62) or with no treatment (control group, n=61). Baseline characteristics, including age, education, symptom severity, and baseline QoL scores did not differ significantly between groups (Table 1).

At follow-up, we had lost one participant from each group. In addition, in the app group, we were missing outcome data on the ICIQ-LUTSqol for 3 participants.

Costs
The total assessment cost per participant was €6.4. The app group had higher total costs than the control group, mainly due to the extra time spent on PFMT. The total annual cost per participant in each group is presented in Table 2.

Table 1. Baseline characteristics of study participants.

<table>
<thead>
<tr>
<th>Variable</th>
<th>App group (n=62)</th>
<th>Control group (n=61)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean years (SD)</td>
<td>44.8 (9.7)</td>
<td>44.7 (9.1)</td>
</tr>
<tr>
<td>University education ≥3 years, n (%)</td>
<td>52 (84)</td>
<td>46 (75)</td>
</tr>
<tr>
<td>BMI (mean kg/m² (SD)</td>
<td>24.0 (4.1)</td>
<td>24.5 (4.4)</td>
</tr>
<tr>
<td>Daily smoker, n (%)</td>
<td>2 (3)</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Symptom severity, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Slight</td>
<td>3 (5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Moderate</td>
<td>36 (58)</td>
<td>42 (69)</td>
</tr>
<tr>
<td>Severe</td>
<td>23 (37)</td>
<td>19 (31)</td>
</tr>
<tr>
<td>Overall score ICIQ-UI SF</td>
<td>11.1 (3.0)</td>
<td>11.0 (2.6)</td>
</tr>
<tr>
<td>Overall score ICIQ-LUTSqol</td>
<td>34.1 (6.1)</td>
<td>34.8 (6.1)</td>
</tr>
</tbody>
</table>

Table 2. Costs per participant included in a cost-effectiveness analysis with a 1-year societal perspective, for App group versus Control group in women with stress urinary incontinence.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Price per unit a</th>
<th>Amount used</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>App group</td>
<td>Control group</td>
</tr>
<tr>
<td>Assessment</td>
<td>6.4</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Treatment delivery</td>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Participant's time for PFMT b,c</td>
<td>29.61</td>
<td>15.66</td>
<td>9.91</td>
</tr>
<tr>
<td>Participant's time for laundry c</td>
<td>29.61</td>
<td>1.30</td>
<td>3.38</td>
</tr>
<tr>
<td>Incontinence aids d</td>
<td>0.134</td>
<td>114.40</td>
<td>169.60</td>
</tr>
<tr>
<td>Extra laundry loads e</td>
<td>2.21</td>
<td>10.40</td>
<td>27.04</td>
</tr>
<tr>
<td>Total cost</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aPrices are in euro (€), based on the 2013 year-end prices. Exchange rate was 1 EUR=8.94 SEK.

bPFMT: pelvic floor muscle training.

cBased on overall score from the International Consultation on Incontinence Modular Questionnaire on Urinary Incontinence, Short Form (ICIQ-UI SF).

dICIQ-LUTSqol: International Consultation on Incontinence Modular Questionnaire on Lower Urinary Tract Symptoms, Quality of Life.

eData from the literature [24].
Quality of Life, Utility Weights, and QALYs
In the app group, there was significant improvement in QoL at follow-up (mean ICIQ-LUTSqol reduction: 4.8, 95% CI 3.4-6.2). In contrast, the control group did not display a significant reduction in scores (mean ICIQ-LUTSqol reduction: 0.7, 95% CI –0.5 to 1.8). The difference between groups was highly significant ($P<.001$).

The utility weights and QALY changes for each group are presented in Figure 2. The QALYs gained corresponded to an extra 3.9 days in the best imaginable health state for the app group, and only 0.6 days for the control group.

Main Outcome and Sensitivity Analysis
In Table 3, we illustrate the ICERs for the base case and the sensitivity analysis. In all the analyses, except one (participant’s time for PFMT halved), the costs in the app group were slightly higher than costs in the control group. However, in all cases, the app treatment was more effective compared with no treatment or control group.

<table>
<thead>
<tr>
<th>Table 3. Incremental cost-effectiveness ratios (ICERs) for the app group versus the control group, including the base case and a sensitivity analysis.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group</td>
</tr>
<tr>
<td>Base case</td>
</tr>
<tr>
<td>Control group</td>
</tr>
<tr>
<td>App group</td>
</tr>
<tr>
<td>App group vs control group</td>
</tr>
<tr>
<td>Sensitivity analysis</td>
</tr>
<tr>
<td>One-way: participant’s time for PFMTd halved</td>
</tr>
<tr>
<td>Control group</td>
</tr>
<tr>
<td>App group</td>
</tr>
<tr>
<td>App group vs control group</td>
</tr>
<tr>
<td>One-way: cost for laundry halved</td>
</tr>
<tr>
<td>Control group</td>
</tr>
<tr>
<td>App group</td>
</tr>
<tr>
<td>App group vs control group</td>
</tr>
<tr>
<td>One-way: participant’s time for laundry not included</td>
</tr>
<tr>
<td>Control group</td>
</tr>
<tr>
<td>App group</td>
</tr>
<tr>
<td>App group vs control group</td>
</tr>
<tr>
<td>Multiway: participant’s time for PFMT and cost for laundry halved, participant’s time for laundry not included</td>
</tr>
<tr>
<td>Control group</td>
</tr>
<tr>
<td>App group</td>
</tr>
<tr>
<td>App group vs control group</td>
</tr>
</tbody>
</table>

a€ refers to euro at 2013 year-end price.
bQALY: quality-adjusted life years.
cICER: Δ Cost/Δ QALY-gain.
dPFMT: pelvic floor muscle training.
Discussion

Principal Findings

In this health economic evaluation, we demonstrated that SUI self-management with a mobile app that provided information and instructions for PFMT was a cost-effective first-line treatment alternative, compared with a control group that received no treatment. The results were consistent and stable in different scenarios with varying costs.

Strengths and Limitations With the Study

This study had several strengths. The calculations were based on known costs and on data collected directly from the participants. Our research group had previous experience with non-face-to-face SUI treatment; there were no disruptions or major technical problems during the study and the loss to follow-up was low. We applied existing guidelines and used validated and recommended outcomes. The diagnosis of SUI was well substantiated and the population was clinically relevant because the vast majority (120/123, 97.6%) of participants had moderate to severe symptoms and actively sought treatment.

This study also had some limitations. One was the relatively low number of participants (n=123), which increases the uncertainty of the data and might have affected the results. Another was that we did not have 1-year follow-up data. Instead, we assumed that costs and utility weights measured at the 3-month follow-up would remain constant over the year. This assumption was based on our previous study of long-term effects of Internet-based PFMT for SUI [30], where improvements achieved after 3 months of treatment were maintained after 1 and 2 years. We had no reason to believe that the outcome of the current app treatment would be different from that of the previous study. Moreover, although the no-treatment alternative was plausible, given the fact that only around 20% of affected women seek care [12], it would have been interesting to compare outcomes between the app and a care-as-usual alternative. However, care-as-usual varies substantially, because there is no gold standard for SUI treatment. Another limitation was that our population had a higher educational level (98/123, 79.7% had ≥3 years of university education) than the general population of Swedish women (≈30% of women aged 25-44 years have ≥3 years of university education) [31]. However, there are no indications that the educational level might affect the ability to perform PFMT [32].

Strengths and Weaknesses Compared With the Literature

The total cost per participant was higher in the app group (€547.0) than that in the control group (€482.4). Although savings on laundry and incontinence aids were larger in the app group, participants in this group spent more time on PFMT. However, our estimation of the cost for participant time might have been somewhat biased, due to the relatively high educational level of our participants, compared with that of the general population. Nevertheless, the results were consistent in all tested scenarios, and the costs were comparable with those reported in other studies on conservative SUI treatments. For example, in a previous study, we compared Internet-based programs and postal-treatment programs for PFMT, where we found that the total costs were €596.5 and €596.2, respectively [20]. Moreover, in a Dutch study on a care-as-usual SUI treatment, the total cost was €543 (including productivity losses, travel costs, patient out-of-pocket costs, and health care costs, but not time for PFMT) [33].

In this study, we most likely overestimated the QALY gains in the control group due to the fact that we considered it significant in the incremental analysis despite of controls not showing a significant improvement in QoL. The app-group gain in QALY (0.0101) might seem small, but it was comparable to QALY gains observed in other studies on SUI treatment. In a primary care setting, Albers-Heitner et al [33] reported incremental QALY gains of 0.01-0.02, when intense PFMT was performed under guidance of a specialist nurse and compared with a general practitioner (GP) care-as-usual alternative. Arlandis-Guzman et al [34] reported QALY gains of 0.01014, 0.00846, and 0.00957, with the antimuscarinic drugs fesoterodine, tolterodine, and solifenacin, respectively. However, second-line treatments with sling surgery could produce larger QALY gains (0.0504) [35]. Nevertheless, although the QALY gains with conservative treatments are low, in sheer numbers, the patient group that can potentially benefit from treatment is large; thus, the attainable total QALY gain is substantial.
We estimated that the extra cost per QALY for the app treatment was €7615.5, and the sensitivity analyses indicated a potential range of −€2425.7 to €14,870.6. In one of the scenarios tested (time for PFMT halved), the negative ICER value implied that, compared with doing nothing for this group of patients, the app treatment could increase the QoL for the individual at a reduced cost for the society. In the other scenarios, QALY gains were larger in the app group, but at greater cost, compared with the control group. The affordability of an additional cost per QALY depends on the willingness to pay for a more effective treatment, which might differ in different countries. In the United Kingdom, interventions with ICERs ≤€16,500-25,000 (€20,000–30,000) are typically recommended by NICE [16], and in US, those with ICERs of ≤€36,500 ($50,000) are usually recommended [36,37]. In Sweden, incremental costs of ≤€11,200 (100,000 SEK) are considered low, and incremental costs of ≥€60,000 (500,000 SEK) are considered high [38]. Data are scarce on the cost effectiveness of other health apps, due to the limited number of studies conducted.

We did not calculate an ICER from a health care perspective, because the assessment cost was the same (€6.3) in both the groups, and no costs could be identified for the delivery of treatment, that is, Δ Cost=0. When the app is implemented outside a study setting, the parameters will change. For example, additional costs for updates, bug fixes, and technical support must be taken into account. We estimate that an IT technician would require approximately 4 h per month for this maintenance, but on the other hand, as the number of users increases, the cost per person will diminish. Furthermore, the total cost for the health care system to deliver an app treatment is likely to be low compared with face-to-face treatment. For example, in Sweden, the estimated cost for a GP consultation was €173 [39]; in United Kingdom, the estimated cost for 3 months of PFMT under supervision of a trained nurse was €158 to €293 [40].

Future Research and Clinical Implications

The Tät app has been released free of charge in both Swedish and English. Although the cost per participant will decrease as the number of users increases, the effects might decline outside the study setting. We are currently continuing to follow the effects reported by users. In addition, the long-term effects of the app need to be established, and the app should also be evaluated as a possible complement to other treatments. Future perspectives include developing the app for treating other types of urinary incontinence.

SUI treatment with the Tät app will not suit all women, but it offers a cost-effective first-line treatment to many women. To our knowledge, this study was the first to evaluate the cost effectiveness of an app treatment for a common health condition. Modern health care systems face many challenges, and it is important for clinicians to deliver care in sustainable ways. The development of self-management apps could be a feasible way to deliver high-quality care in a cost effective, affordable manner to large patient groups. It could also be a way to provide treatment to women with limited access to care, for example, women in low or middle-income countries. While to adding value to the individual patient, these apps could reduce the need for support from primary care, and thus, those resources could be conserved for individuals with explicit needs.

Conclusion

Self-management of SUI with an app for PFMT is a cost-effective first-line treatment alternative.
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Abstract

Mental health problems are common and pose a tremendous societal burden in terms of cost, morbidity, quality of life, and mortality. The great majority of people experience barriers that prevent access to treatment, aggravated by a lack of mental health specialists. Digital mental health is potentially useful in meeting the treatment needs of large numbers of people. A growing number of efficacy trials have shown strong outcomes for digital mental health treatments. Yet despite their positive findings, there are very few examples of successful implementations and many failures. Although the research-to-practice gap is not unique to digital mental health, the inclusion of technology poses unique challenges. We outline some of the reasons for this gap and propose a collection of methods that can result in sustainable digital mental health interventions. These methods draw from human-computer interaction and implementation science and are integrated into an Accelerated Creation-to-Sustainment (ACTS) model. The ACTS model uses an iterative process that includes 2 basic functions (design and evaluate) across 3 general phases (Create, Trial, and Sustain). The ultimate goal in using the ACTS model is to produce a functioning technology-enabled service (TES) that is sustainable in a real-world treatment setting. We emphasize the importance of the service component because evidence from both research and practice has suggested that human touch is a critical ingredient in the most efficacious and used digital mental health treatments. The Create phase results in at least a minimally viable TES and an implementation blueprint. The Trial phase requires evaluation of both effectiveness and implementation while allowing optimization and continuous quality improvement of the TES and implementation plan. Finally, the Sustainment phase involves the withdrawal of research or donor support, while leaving a functioning, continuously improving TES in place. The ACTS model is a step toward bringing implementation and sustainment into the design and evaluation of TESs, public health into clinical research, research into clinics, and treatment into the lives of our patients.
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Background

Mental health problems are common [1] and present a tremendous societal burden in terms of cost, morbidity, quality of life, and mortality [2,3]. About two-thirds of people with mental health problems want some form of psychological treatment [4-8]. However, most people experience barriers that prevent access to such treatments [9,10]. Furthermore, there are not enough mental health professionals to meet the needs of the population [11]. To deliver mental health care to all patients who need and desire it, the care system will require services that can be delivered cost effectively, remotely, and in settings
where people most frequently receive care such as primary care or community social services [11].

Digital mental health technologies such as Web-based and mobile apps are frequently cited as potential methods of extending effective care in a cost-effective manner [12]. Randomized controlled efficacy trials have consistently demonstrated that these technology-based tools, when coupled with support from a coach or clinician, can produce benefits similar to those seen for psychological treatments [13-18]. Yet for all the indications that digital mental health interventions can work, evidence is emerging that such interventions have not been effective in routine care settings. The largest implementation trial to date, conducted in England’s National Health Service, compared two of the best-established coach-supported Web-based interventions (Beating the Blues and MoodGym) for depression with treatment as usual in primary care and found no significant benefits [19]. Patients did not engage with the Web-based treatment programs and even stopped answering the coaches’ calls. This mirrors the experience of large health care organizations in the United States such as Kaiser Permanente, which have unsuccessfully tried many times to implement well-known digital mental health interventions such as Beating the Blues [20]. Similar to the experience in England, patients did not use them, coaches and providers were uncertain how to engage patients, and it was unclear how to integrate these treatments into the care system.

The aim of this paper is to describe the challenges that face the field of digital mental and behavioral health research related to this research-to-practice gap. We focus on the challenges of developing and sustainably implementing technology-enabled treatment services within care systems and not on standalone products such as those available through app stores. While digital behavioral health interventions such as those targeting diet and exercise also face substantial implementation challenges [21,22], the technology, commercial, and clinical contexts are quite different relative to mental health. Thus, while this paper may have relevance for the broader field of technology-enabled behavioral interventions, we begin here with a narrower focus on mental health. We propose a clinical research model that integrates several methodologies to rapidly move from initial design through to implementation and sustainment within care systems.

Challenges

The challenges can be grouped into the three Ds: duration of the research process, design, and denominator of recruitment [20].

Duration of Research Process

In medicine it can take up to 17 years to move 14% of original research into patient care [23]. Clinical science has developed frameworks for evaluation that aim to protect the interests of stakeholders, including patients, providers, and payers, by verifying the efficacy, effectiveness, and safety of interventions. In psychology, models are based on the US Food and Drug Administration’s prescribed phases for the evaluation of pharmaceuticals. These five phases are (1) intervention generation and refinement, (2) efficacy in research clinics, (3) efficacy in community settings, (4) effectiveness, and (5) implementation [24,25]. Other models exist such as the deployment-focused model [26] that are less linear and more focused on effectiveness but have a similar number of steps. These methods have made the process of bringing research into practice both inefficient and ineffective [27-30]. These problems are even more pronounced in digital health, where the pace of technological innovation is rapid and consumer expectations about the capabilities of technologies are rapidly evolving [31-33]. A great deal can change with technology in 17 years: iPhones were first launched in 2007 with Android following in 2008, and today smartphones are the dominant method of accessing the Internet for many Americans [34]. Research in digital health intervention must be translated rapidly into practice to avoid validation of interventions that rely on obsolete technologies [35].

Design

The design of digital interventions has been lacking in a number of ways. First, most digital mental health technologies, which have been evaluated through trials, have largely been designed top-down [36-38], with experts specifying interventions consistent with behavioral strategies derived from evidence-based treatments. The resulting interventions have been primarily Web-based and predominantly psychoeducational via text or video, with some simple interactive tools for common evidence-based practices such as tracking of relevant symptoms and scheduling and monitoring of targeted behaviors. While usability testing has gained currency in recent years [35], the design of these digital interventions has generally not included input from end users. Thus, the field has generally designed interventions to try to get people to do what experts believe is beneficial and has paid far less attention to what users want or how to fit tools into the fabric of users’ lives.

Second, when design occurs, it focuses nearly entirely on the technology components. The evidence, however, indicates that digital interventions require some human support to obtain substantive and reasonably reliable benefits [16], and indeed, optimization of the design of human support services may have a greater impact on clinical outcomes than does the design of the technologies [39]. Thus, digital mental health interventions are essentially sociotechnical systems, which we call technology-enabled services (TESs) to emphasize that this patient-supporter interaction is at least as critical as patient-technology and supporter-to-technology. Finally, implementation and sustainment are rarely considered during the design of TESs. Most TESs tend to be developed by academic or commercial teams outside of the settings where they would eventually be deployed [40]. Thus, designs do not include requirements, processes, and constraints of routine care settings such as designing and implementing referral processes; managing coaching or support in the context of a clinic, practice, or agency; communication needs among providers; the needs of administrators; or the information technology needs.
**Denominator problem**

Most trials of digital interventions have recruited from very large pools of potential participants active on the Internet, raising questions of generalizability [20]. For example, one recent study evaluating a coached Web-based intervention had a relatively clear denominator, recruiting 406 participants from a pool of 8.7 million insurance plan members (0.00047% enrollment) over a year [41]. The ability to fill trials from an extraordinarily large pool of potential participants means that those recruited are likely unique and rare individuals who are motivated and willing to engage with developed TESs [20]. This introduces biases limiting the generalizability of both the research findings and the TESs themselves, thereby reducing the likelihood of successful implementation and sustainability.

**Accelerated Creation-to-Sustainment Model**

What is needed to overcome these challenges is an end-to-end approach that can move rapidly from the initial design stages of a TES through to implementation and sustainment while ensuring that factors critical for the entire process are evaluated and addressed. We propose the Accelerated Creation-to-Sustainment (ACTS) model that builds on existing methodologies, including human-computer interaction, implementation science, and trial methodology and aims to develop and sustainably implement a TES. As displayed in Figure 1, the ACTS model has three targets across three research phases. First, the Create phase aims to produce protocols for the service, an initial, functional version of the technology that supports that service, and an implementation blueprint. The Trial phase builds on an effectiveness-implementation trial [42] to evaluate the efficacy of the TES and implementation plan, optimize the TES and implementation plan, and development metrics for sustainment. The Sustainment phase withdraws research support gradually, leaving a sustainable TES in place. Figure 2 shows the iterative functions (evaluate and design) that occur for the three development targets (TES service and technology components and implementation and sustainment procedures) across each phase.
Figure 1. Aims for each development target in each phase.
Functions and Targets

The ACTS model is made up of two basic iterative functions, design and evaluate. These functions persist across each phase although the specific methods employed may vary. This stands in contrast to other methodological models for the development and evaluation of digital technologies for behavior change, which argue that design precedes assessment and sharing (eg, the Integrate, Design, Assess, and Share process [43]).

These functions are applied to three development targets relevant to digital mental health, each of which is critical to the ultimate goal of a sustainably implemented TES. The goal of creating a TES requires definition of the service and the technology. The service refers to the clinical goals, behavioral strategies, and expected roles of each of the actors in the intervention (including the patients, care managers, and any clinicians), much as a treatment protocol might for a standard behavioral intervention. The technology refers to the technologies that enable the service. While much of the research has been on the patient-facing side of technologies, as we shift toward viewing the technology as supporting the service, the design and evaluation of technologies will have to be extended to interfaces and systems that support all stakeholders, including patients, care managers, clinicians, and administrators. Implementation and sustainment targets produce processes that facilitate successful delivery of the TES within a treatment setting and its continued use over an extended period, even after any research support is terminated [44,45].
Virtually every mental health treatment technology has been designed in academic labs or by commercial developers, typically outside of clinical settings. As has been seen generally in health research, the chasm between research and implementation is wide and not easily bridged [29]. While it is difficult to overcome the research-to-practice gap for behavioral interventions generally, the technological components add additional cost and complexities to adapting the intervention to fit the context. To succeed in creating an effective, implementable, and sustainable TES, design and research must take place in the settings where they are expected to be deployed. Implementation and sustainment strategies must be designed into the TES from the very beginning [46].

**Phases**

The ACTS model has three general phases that rapidly carry the project from initial conceptualization to a sustainable TES. These are the Create, Trial, and Sustainment phases. The aims for each of these phases, displayed in Figure 1, reflect the product or output for that phase.

**Create Phase**

The first phase is focused on the development of the TES (both technology and services components) and implementation strategies. Although much has been written about the importance of “designing for dissemination” or “starting early for sustainment” [47], implementation and sustainment strategies are rarely developed alongside the services they are intended to support. A clear definition of the service is critical, because this frequently involves new roles and functions and potentially new professionals who can help support technologies and services [48]. This phase employs user-centered design [49,50] that emphasizes deep engagement with key stakeholders (eg, patients, providers, administrators) and their organizational and social contexts to produce a well-designed TES [51].

The aim of the Create phase is to develop a service protocol, a technology, and an implementation/sustainment plan that is ready for first deployment. Success at the end of the Create phase would include having a (1) clearly specified service delivery model that includes basic protocols for any staff involved in TES service provision, (2) a set of enabling technologies that are safe and have preliminary evidence that they meet criteria for technical and functional reliability (technical reliability means that the software and hardware perform consistently according to specifications; by functional reliability, we mean that users can use the technologies to perform the intended actions), and (3) a set of contextually appropriate implementation/sustainment strategies described in an implementation blueprint that are compelling, easy, and reliable to use. We emphasize that the TES and implementation plan do not need to be final products. Both to accelerate the process and avoid wasteful over-optimization early in the process, the goal of the Create phase is to produce a minimally viable TES and implementation plan that are expected to serviceable, which can then be optimized in the next phase.

To meet these aims, design processes are used that we refer to here as user-centered design but which have also been referred to as cooperative design, participatory design, and contextual design [52-54]. This user-centric approach to development recognizes that the success and adoption of technology depends on people’s experiences and the ecosystem’s support of that technology.

At the core of user-centered design is a focus on collaboration between the designers and stakeholders to provide stakeholders with low-effort ways to inform, contribute to, and interact with technologies during the formative processes. User-centered design’s systematic approach to integrate information and iteratively improve products and services is useful to the scientific process of ensuring replicability and generalizability. User-centered design usually begins with acquiring information from key stakeholders to understand user requirements that can contribute to an initial design document [55]. This design document leads to low-fidelity prototypes, which are designs on paper, videos, or nonfunctional tools that contain key functions of interests. Such prototypes are useful because they can be presented to testers for evaluation and can be redesigned based on that evaluation. This allows assumptions to be tested early and makes use of the stakeholders’ expertise in the domains in which they will use and support technologies in practice. This cycle continues with progressively more fully functioning, higher fidelity versions until the product is functional and free of major design flaws, at which point it is ready for initial implementation.

User-centered design typically begins with acquiring a basic understanding of the goals, challenges, and motivations of each of the stakeholders, particularly in relationship to the management of mental health conditions. In addition, an understanding of the affordances and constraints associated with organizational factors is important for developing the implementation blueprint.

Initial evaluation of user requirements, particularly when little is known, can begin with individual interviews and focus groups to understand the needs, wants, and limitations of key stakeholders [56,57]. However, gathering information about requirements often involves watching in addition to asking. Workflow observations can help illuminate important TES features (both technical and coaching) and how TES might be integrated into the larger care context. These observations can help identify the organizational barriers that users would face in using the TES that may not emerge from interviews or focus groups [58,59].

After a basic understanding is acquired, more interactive methods can deepen an understanding of the kinds of design elements that may prove useful. For example, codesign workshops bring together the researchers and stakeholders to help represent end-users begin designing their own solutions that address their needs [50,60,61]. Stakeholder participants can draw sketches of features or tools that may be of interest to them [62], describe potential services or interactions, and even interact with paper prototypes [63]. The role of the researcher is to help participants translate these solutions into effective design constructs [64]. At the core of the codesign concept is the idea that stakeholders themselves are best positioned to articulate these solutions.
In user-centered design, as user requirements become clear, the iterative process of design, evaluate, redesign begins. This iterative process refines the design ideas with collaboration between the designers and stakeholders that eventually will be developed into the technologies, services, and implementation strategies [50,64]. Task analysis is one method, in which stakeholders are presented low-fidelity prototypes, which are simple versions of a tool with no real functionality, and asked to complete tasks that are part of the service design. These actions are observed, recorded, and analyzed. Based on errors or problems, corrections can be made to the design of the prototype or to the service protocol, and testing begins again [65]. Heuristic evaluations require experts who judge the compliance of prototypes with recognized usability principles [66]. Cognitive walkthroughs ask stakeholders to work through a series of tasks, which can be useful for evaluating implementation protocols [67]. Once the major flaws in the service protocol, technology, and implementation plan have been eliminated, the TES can progress to the trial stage. We note that because further refinements can be made during the trial, it is not necessary to test to perfection. It is preferable to get into the field as quickly as possible.

**Optimization, Effectiveness, and Implementation Hybrid Trial Phase**

The second phase is focused on the evaluation of the TES and implementation strategies with regard to clinical goals. The objectives in this phase are to optimize the TES so that it meets its clinical objectives and is usable by all stakeholders, evaluate its effectiveness, and successfully implement the TES in the setting. These objectives are achieved by testing in real-world clinical contexts rather than research settings. Traditional methods of evaluation would require a sequential, phased series of trials to separately achieve each goal [24]. The ACTS model argues that Optimization, Effectiveness, and Implementation (OEI) studies can occur simultaneously in an OEI Hybrid trial. Optimization extends the Create phase from early testing to longitudinal, iterative evaluation and redesign in the context of deployment, continuing until all major problems have been identified and resolved. Effectiveness is evaluated to provide evidence that the intended outcomes are achieved, protecting stakeholders’ interests. Implementation is evaluated to ensure that the TES can be seamlessly deployed in the intended setting; any implementation problems result in redesign of the implementation plan. Combining these goals in a single trial structure should dramatically accelerate the rate of translational gains of effective TESs, providing useful information to key decision makers in a far timelier manner.

The OEI Hybrid trial builds on Curran’s work and is similar to the Type 2 trial in which effectiveness and implementation outcomes are tested simultaneously [42], with effectiveness components focusing on patient-level clinical outcomes and implementation focusing on contextual and organizational factors such as adoption, uptake, treatment fidelity, costs and cost effectiveness, and efficiency [45,68,69]. While this condensation of effectiveness and implementation trials can reduce the time from initial concept to delivery, the phased research steps before this (pilots and efficacy) will still likely result in obsolescence in the technological elements of the TES. For this reason, as many have argued, the phase model of treatment development and evaluation, which typically lasts many years, adds insufficient value above that provided by effectiveness trials [28]. The value provided by phase models is not worth the threat posed by technological obsolescence [31].

To accelerate the design-implementation pipeline for TESs we argue that optimization of the TES and the implementation plan using the iterative functions of evaluation and redesign must be integrated into the hybrid trial methodology. A traditional, linear phase model would require that a pilot or field trial be conducted prior to launching a TES in a trial to ensure the intervention and technology is working as intended [24,25]. However, optimization outside the clinical context is of limited benefit because many of the challenges of optimization are related to the deployment context. Thus, we argue that the additional 6 to 12 months spent piloting outside the clinical context is overoptimization that fails to collect necessary contextual information and is therefore superfluous. Optimization of the TES and implementation plan together is required because the TES must adjust to issues that arise from unanticipated contextual and organizational issues. Indeed, such optimization during a trial is so common that it is recognized in the Consolidated Standards of Reporting Trials (CONSORT) eHealth guideline, which requires reporting of changes made to the intervention during the trial [70]. Accordingly, we argue that once the TES and implementation plan meet basic usability requirements and there is reason to believe the TES is safe and may be useful to patients, the OEI Hybrid Trial can begin.

Optimization can continue during the Hybrid Trial, relying on the dynamic, iterative processes of user-centered design. Optimization is facilitated by the articulation of clear specification for objectives, constraints, and design variables [71].

Objectives of optimization are the outcomes that are to be maximized by the TES and the implementation plan. Typically, the primary objective of a TES is a reduction in clinical markers (eg, symptoms of depression). Secondary objectives might include use variables such as communication patterns between the patient and provider. Technology objectives typically include markers of usability including satisfaction, usefulness, ease of use, and absence of errors [72]. Implementation objectives may include measures of penetration, adoption, and cost [45,73].

Constraints refer to conditions that must be met for the viability of the service, technology, and implementation. These constraints can be identified and defined during the Create phase as information regarding the needs and limitations of the stakeholders and organization is accumulated.

One class of constraints relates to methods required to ensure that optimization does not threaten the internal validity of the Hybrid Trial. Making changes to the TES or implementation strategy flies in the face of traditional methods drawn from trial methodology based on pharmaceutical trials in which the active agent is fixed. While it is questionable how locked down behavioral interventions have ever been in randomized controlled trials, technology-based interventions demand changes to fix bugs and prevent obsolescence. The Trials of
Intervention Principles method offers ways of integrating continuous quality improvement into the trial while imposing constraints on the scope of design changes to ensure that the TES and implementation plan remain conceptually consistent over the course of the study [32]. A clear framing and operationalization of the principles being evaluated serve as constraints that limit the types of changes that can be made through optimization. Documentation and reporting of changes creates transparency. For example, an intervention focused on treating depression in primary care using care coordinator–supported mobile tools could not suddenly change the outcome or shift to a fundamentally different intervention model (eg, psychotherapy or pharmacotherapy). If an aim is to examine a TES administered by care managers, shifting to mental health providers would constitute a new treatment and trial. On the other hand, some alterations to the patient-facing or care manager–facing tools or the frequency of contacts may be within scope.

Constraints may also be imposed by the organization. For example, the amount of time available from staff, allowable operations in a clinic, or technological requirements may all constitute constraints. New constraints may also be identified during the OEI Hybrid Trial as unintended consequences are unearthed. For example, a TES may end up serving as a conduit into traditional services or help retain patients in treatment, thereby aggravating care capacity problems [74], resulting in constraints to manage the emergent problem.

Design variables refer to those specifications of the service, technology, and implementation that are modifiable and that may affect the objectives (eg, definition of the service, design of technologies, or implementation blueprint). Optimization seeks to refine the design variables to maximize the objectives without exceeding the constraints.

Relative to the Create phase, where information gathering is intended to result in initial definition and development of the TES and implementation approaches, information gathering in the optimization part of the Hybrid Trial phase addresses adjusting the fit for the organizational contexts. This includes responding to unanticipated problems and opportunities encountered in implementation, removing unnecessary components, and improving processes and functionality. Information for optimization, particularly for objectives and constraints, may be collected through defined methods such as the acquisition of data on clinical outcomes, system use, and stakeholder satisfaction.

Allowing iterative processes of evaluation and design to occur during the trial phase supports ongoing learning to continuously adapt and improve the TES and its implementation. The TES optimization evaluation can employ data and outcome data collected for the effectiveness and implementation trial as well as semistructured user feedback interviews. Numerous methodologies are available to support this learning and optimization including A/B testing [75], continuous evaluation of evolving behavioral intervention technologies [76], multiphase optimization strategy [77], and trials of intervention principles [32]. The idea of changing an intervention during the trial is generally accepted in digital mental health research, and indeed, the CONSORT eHealth guideline includes the requirement of reporting these changes in the publication of trials [70]. Methods of managing, constraining, and documenting the changes have been articulated that can preserve the validity of the trials necessary to generalize to new settings [32,78]. One would expect that optimization efforts would be more intensive at the beginning of the OEI Hybrid Trial and would diminish as problems are identified and corrected.

Sustainment Phase

The final phase tapers and removes research infrastructure and support for a TES that has met the aims of the Hybrid Trial phase [44]. Sustainment refers to the continued use of an intervention in a manner that brings benefits after this support is removed [45]. Research teams can play a role in this tapering to help facilitate sustainment processes (eg, ensuring the collection and accuracy of data and supporting analysis). However, eventually these roles should be assumed by clinical staff, allowing researchers to recede into the background and leaving the organization to drive a sustainable TES without assistance. The aim of this phase is not just to study sustainment but to leave the health care site with a TES that can function without external research support and continue to adapt to problems that might arise.

Even when initial implementation is successful, sustainment has rarely been examined and, when it has, a lack of sustainment is evident [79]. There are numerous potential threats to sustainment, particularly for interventions that rely on human services in the context of complex, multilayered systems including changes within the organization (eg, staff turnover, change in service organization, leadership, information technology infrastructure) or the larger context (eg, consumer technologies, patient attitudes and preferences, funding models) [80,81].

Given the challenges of sustainment, it is unlikely that a “set it and forget it” model of sustainment will be successful. Thus, the iterative cycle of evaluate and redesign, both to address problems that arise and adjust to changing needs, demands, and contexts, is likely required into the Sustainment phase. Emerging research suggests that sustainment requires active components to identify and correct potential problems and continue to improve and adapt the TES to meet changes in the organization, patient population, and larger context [80,81]. More recent conceptualizations of sustainment have incorporated features of learning health care systems that mirror our evaluation and redesign functions, using data inputs to continuously monitor and dynamically correct and adapt the intervention [35,46,82].

Data collection for dynamic sustainment models must be as effortless as possible so as not to add burden to care systems that are already functioning at or beyond capacity. Fortunately, TESs provide an increasingly large amount of unobtrusively collected data that can be used to monitor the health of the intervention along the entire pipeline. For example, penetration can be monitored by the flow of referrals through various stages of the TES. In a primary care setting, such metrics might include the proportion of appropriate patients referred to TES, proportion of those referred contacted by TES staff, proportion of those contacted who initiated TES treatment, and proportion of those
who initiated TES treatment who complete it. Effectiveness can be monitored through symptom measures that are commonly used in TESs for self-monitoring as well as any other electronic records that may be available. Fidelity of the provider to the service protocol is an important component of sustainment. Fidelity can be monitored by having structured protocols represented within provider-facing technology components such as a digital checklist for specific provider actions during patient interactions. Patient satisfaction and quality of use can be monitored with qualitative and quantitative feedback from patients and technology use data.

These largely unobtrusive sustainment metrics could be developed for the specific TES during the OEI Hybrid Trial. Fidelity to service models (e.g., frequency and timing of contacts) can be assessed in conjunction with the supervisory functions that are important to the success of sustainment, providing benchmarks against which passively collected data from TES use can be used to develop empirically derived fidelity markers [83]. Methods for assessing fidelity will likely become increasingly unobtrusive as natural language processing capabilities improve, enabling automated extraction of fidelity markers from phone calls and messaging [84].

Redesign efforts at the Sustainment phase should be minor. Once a TES is fully implemented and integrated, substantial redesign and redevelopment of technical components can be many times more complex and costly compared to identifying and optimizing during earlier phases [85]. Similarly, major changes to services and workflows are disruptive and challenging to put into practice once integration of TESs is complete.

While the cost and complexity of major redesign efforts during Sustainment is high, all systems eventually require substantial redesign to meet changing needs, preferences, and contexts. In such instances, reintroduction of optimization methods from the OEI Hybrid Trial may help to understand context-specific objectives and constraints to alter the design. This is represented by the recursive arrows in Figure 2.

Hypothetical Example

It is often helpful to have a concrete example of a model to help convey concepts that can be difficult to grasp through abstract descriptions and discussions. Unfortunately, given our presentation of the ACTS model is an initial proposal, no example currently exists. However, in Table 1 we present a brief hypothetical example of the development and implementation of a TES for a primary care setting. We provide examples of methods and evaluation at each stage, along with the resulting products and possible outcomes.
Table 1. Hypothetical example of the Accelerated Creation-to-Sustainment model for a technology-enabled service to treat depression in primary care.

<table>
<thead>
<tr>
<th>Phase and stage</th>
<th>Methods and evaluation</th>
<th>Design products and outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Create</td>
<td><strong>User-centered design: TES</strong></td>
<td>Sketches and paper prototypes</td>
</tr>
<tr>
<td></td>
<td>Individual interviews with primary care physicians and staff</td>
<td>Design document and specifications</td>
</tr>
<tr>
<td></td>
<td>Representative patients, administration in psychiatry, primary care, and medical director’s office</td>
<td>A functioning TES that can be delivered by care managers</td>
</tr>
<tr>
<td></td>
<td>Codesign workshops with patients, care managers, primary care physicians, mental health specialists, and researchers and developers</td>
<td>Patient-facing tools are mobile app-based; care manager tools are computer-based</td>
</tr>
<tr>
<td></td>
<td>Quality assurance conducted with staff examining technical and functional reliability</td>
<td>TES has received only limited longitudinal testing in target population but is minimally viable</td>
</tr>
<tr>
<td></td>
<td>Usability testing with patients and care managers</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>User centered design: Implementation plan</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Contextual evaluation</td>
<td>Implementation hassle map that outlines where hassles and breakdowns in care occurs</td>
</tr>
<tr>
<td></td>
<td>Individual interviews with primary care physicians and staff, representative patients, and administrators</td>
<td>Implementation plan defined</td>
</tr>
<tr>
<td></td>
<td>Workflow observations of physicians and care managers</td>
<td>Plan leverages existing processes in which patients assessed in primary care are referred to TES</td>
</tr>
<tr>
<td></td>
<td>Cognitive walkthroughs of typical clinical tasks</td>
<td>Processes are defined for TES support, supervision, quality, and safety monitoring</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Patient population and TES use cases defined</td>
</tr>
<tr>
<td>OEt&lt;sup&gt;b&lt;/sup&gt; Hybrid Trial</td>
<td><strong>Trial design</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Blocked randomized controlled trial</td>
<td>Clinical and services outcomes</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Improvements in symptoms of depression; use of TES by patients and care managers</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Patients referred to, initiating, and completing TES</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Efficiency of care managers at providing services</td>
</tr>
<tr>
<td></td>
<td><strong>Optimization</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Evaluation of outcomes, use data, and periodic user feedback interviews</td>
<td>Change log with changes described</td>
</tr>
<tr>
<td></td>
<td>As problems in TES are identified, changes made and logged</td>
<td>TES and implementation plan updated iteratively until they function well</td>
</tr>
<tr>
<td></td>
<td><strong>Evaluation</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Symptom evaluation by self-report from all patients at all sites meeting criteria for depression</td>
<td>Changes in symptoms of depression; use of TES by patients and care managers</td>
</tr>
<tr>
<td></td>
<td>TES use data monitored</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Care management fidelity monitored using random ratings of recorded calls and communication logs</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Implementation monitored</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Medical and mental health costs monitored and compared across sites</td>
<td></td>
</tr>
<tr>
<td></td>
<td>All metrics evaluated over time to explore changes in effectiveness</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Implementation</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Qualitative and quantitative evaluation of implementation</td>
<td>Fidelity scores of services provided by case managers</td>
</tr>
<tr>
<td></td>
<td>TES use data monitored</td>
<td>Service utilization and costs of services by patients</td>
</tr>
<tr>
<td></td>
<td>Care management fidelity monitored using random ratings of recorded calls and communication logs</td>
<td>Suggested enhancements for implementation (eg, training, deimplementation of ineffective elements)</td>
</tr>
<tr>
<td></td>
<td>Implementation monitored</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Medical and mental health costs monitored and compared across sites</td>
<td></td>
</tr>
<tr>
<td></td>
<td>All metrics evaluated over time to explore changes in implementation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Interviews with system stakeholders (eg, care managers, primary care physicians and staff, administrators) to assess perception of benefit or barriers</td>
<td></td>
</tr>
</tbody>
</table>
### Managing Potential Failure Points and Problems

There are potential risks and failure points within each phase. The user-centered design process in the Create phase should result in a design and initial product. The primary risk during the design phase is that design challenges will take longer than expected to address. For example, aligning the objectives and preferences of patients, providers, and administrators may prove more challenging than initially expected. There are several potential failure points during the OEI Hybrid Trial. First, it is possible that design and implementation cannot be optimized sufficiently to create a workable solution. For example, it is possible that not enough people are recruited into the trial, which would reduce the amount of information gained and provide insufficient resources or rationale to continue optimization procedures. As we note above, this would be an indicator of a problem in design of the TES or implementation plan and could require returning to the Create phase (represented by the recursive arrows in Figure 2). It is also possible that even with good optimization and implementation, the intervention is simply not effective, which could result in a return to user-centered design in the Create phase or abandonment of the effort. Assuming successful implementation and evidence of effectiveness, the program can move forward to the Sustainment phase. There are numerous potential contributors to a failure of sustainment of a TES that has made it through the OEI Hybrid Trial, including lack of support and guidance of staff and care managers, lack of resources, lack of buy-in from senior management, or failure to detect and address problems that arise over time [83,86,87].

We recognize that the accelerated process evaluation, in particular moving a TES into a trial phase earlier in the optimization process, opens the possibility of increased risk to participants. Such risk is low; negative outcomes among patients receiving digital interventions is rare, is lower than in control conditions, and does not appear to occur at rates higher than standard treatments [88]. However, while such risk is low, it is important to evaluate and guard against. Monitoring for patient risk should occur in all phases, with particular attention paid to the possibility of iatrogenic effects during the Create and early OEI Hybrid Trial phases. Such monitoring should use both quantitative and qualitative methods to detect potential iatrogenic effects (eg, “Did you experience any problems or negative consequences in your treatment?”) and to obtain more detailed information when such effects are detected [89].

Introducing any new service into a care setting has the potential to introduce other negative effects at the provider and system perspective as well. For example, TESs could produce such a wealth of information that providers and systems are not able to process it into actionable guidance when appropriate (such as safety alerts in the case of suicidal patients).

### Conclusion

There is an enormous research-to-practice gap in digital mental health, with strong and growing evidence from efficacy trials over more than 15 years yet virtually no successful and sustainable implementation. This failure is due to many factors. Our research models are exceedingly reductive, compartmentalizing aims into individual research programs (such as phase models) to answer isolated questions of design, intervention refinement, efficacy, effectiveness, implementation, and sustainment. This is not only inefficient but also ignores the intricacy of delivering TESs involving rapidly changing technological environments into the varied and complex circumstances of individual patients’ lives.

The ACTS model provides a framework for accelerating research and integrating design, evaluation, and sustainable implementation into a unified effort. Evaluation in the Create phase is intensive and qualitative, becoming more quantitative in the Trial phase, and finally leaning heavily on pragmatic methods such as unobtrusive, largely automated measurement in Sustainment. Design flexibility is maximal in the initial design phases and becomes increasingly hard to change and adjust as the TES becomes developed, deployed, and integrated into care settings. It is imperative that we build implementation and sustainment into the design process from the very inception, when there is maximum flexibility. This is especially true when technology is involved; it is far more cost effective to adjust and fix design problems early as opposed to once the technologies and services are in place [90].

While many of the components of this framework, including user-centered design, hybrid trials, integration of optimization and evaluation, and sustainment, have previously been articulated and applied in many contexts, they have not been put together in a single organized model. This paper is intended as a draft of a general blueprint for a new, expedited approach to research in TESs. We would expect and welcome disagreement and refinement. However, we can no longer afford to consider clinical research as divorced from public health. In a world of rapidly evolving technologies, we can no longer wait

<table>
<thead>
<tr>
<th>Phase and stage</th>
<th>Methods and evaluation</th>
<th>Design products and outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sustainment</td>
<td>Unobtrusive markers</td>
<td>Ongoing benefits of TES system</td>
</tr>
<tr>
<td></td>
<td>Ongoing monitoring of symptoms through within treatment evaluation, system usage by patients and care providers, markers of fidelity (eg, pattern of care manager outreach, outcomes across care managers), referral patterns</td>
<td>A functioning TES that is supported by clinical staff and feeds appropriate and actionable information back to staff, providers, and administrators</td>
</tr>
</tbody>
</table>

*TES: technology-enabled services.

*OEI: optimization, effectiveness, and implementation.*
more than a decade to move research into practice. The ACTS model is a step toward bringing implementation and sustainment into design and evaluation, research into clinics, public health into clinical research, and treatment into the lives of our patients.
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The abstract of the document discusses the role of digital triggers in engaging individuals with digital interventions. It highlights the components of digital triggers and the importance of tailoring them for behavior change. The introduction explains that digital interventions have become a common method for changing individuals' behavior, and it discusses the challenges of maintaining engagement. The paper proposes a framework for tailoring digital triggers to facilitate behavior change over time and engage individuals in their health interventions.
internal and external events. Designed to prompt an internal or external reaction, these stimuli give salience to an internal or external goal by focusing an individual on the desired goal at the appropriate time. For example, placing an item near the door that we will pass on our way out or a reminder from a loved one to take an umbrella as it is about to rain is a useful environmental engineering trigger that helps us to better prepare for a desired outcome (eg, to not get wet) [6]. Digital triggers include calendars, push notifications (both standard and in-app), texts, images, haptics, and other types of digital alerts, most often delivered through a mobile phone, watch, or computer.

There is growing empirical evidence supporting the use of triggers to enhance the effectiveness of health interventions or as stand-alone health interventions [7]. Evidence suggests that digital triggers improve individuals’ engagement in interventions with a specific target, such as appointment adherence, medication adherence, homework completion, and engagement in medical and psychological treatments [8-12], especially when compared with no treatment control conditions [8]. For example, Spohr and colleagues [13] found that individuals increased their physical activity immediately after receiving a push notification compared with individuals who solely completed a mobile self-report questionnaire. Despite the potential of triggers to foster engagement, however, reviews have suggested that the evidence has been mixed due to the heterogeneity in populations, delivery types (eg, email, phone), characteristics of the target itself, and different outcome measures used [14-17].

There is a robust body of literature on the use of alerts, primarily short message service (SMS), otherwise known as text messaging, and email as an intervention in itself. Meta-analyses and reviews have highlighted the effectiveness of digital triggers as interventions for smoking cessation, alcohol use reduction, and prenatal care [8,11,18]. Interestingly, a recent meta-analysis revealed that adding other components (eg, a website) does not significantly improve pure alert-based interventions for health behaviors [8]. However, there have been mixed results regarding the efficacy of pure digital trigger-based interventions for weight loss and physical activity. Results suggest that trigger-based interventions that are designed to increase education about a topic (eg, proper prenatal care) or those that are designed to reduce impulsive responses or increase psychological well-being may be most effective because they increase goal salience in one’s natural environment at the right time [19].

**Paper Aim**

Despite the promising outcomes of alert-based interventions and the prevalence of these alerts and triggers in daily life, little attention has been paid to dismantling triggers into their component parts to deepen the understanding of how they function to improve physical and mental health outcomes. While not targeting health outcomes directly, the marketing community has embraced digital triggers as core components of engagement in products and services [20]; therefore, we will draw on findings from marketing research where applicable. Our goal is to present the core components of triggers so that those developing digital health interventions can understand how to tailor those components to best engage health intervention users in the context of their environment and daily lives.

**Tailoring as the Overarching Framework**

Tailoring is the method of personalizing an intervention with respect to characteristics such as content and timing to ensure an intervention’s highest level of receptivity and engagement. Most reviews and meta-analyses of text message-based interventions have indicated that tailoring interventions to the individual, particularly when also targeting a specific condition, yields larger effect sizes than not tailoring [8,11,12,19,21]. Although the health intervention itself is typically tailored according to components of behavior change theories, with readiness or importance of change being the most frequently used [5,12,22], nearly every component of a digital trigger (ie, content, frequency, interactivity) can be tailored to increase engagement.

As mechanisms studies have revealed, tailoring can improve engagement by increasing self-referential and heuristic processing [23,24] and attention to a desired stimulus, and reducing effortful processing. Accordingly, the more that items are tailored, the more receptive an end user may become. For example, evidence from both the health and marketing literature has shown that tailoring images to end users’ demographic characteristics increases engagement [25,26] along with other strategies that match user characteristics with a persuasive strategy. Additional components, such as personalization by name, time of a trigger, end-point goal, frequency, current state, or location of receiver, can be tailored [27]. Nowhere is tailoring more evident than in the targeted advertisements on social media pages. For instance, Facebook uses 98 different data points, ranging from simple demographics (eg, gender) to life events (eg, just married) and consumer preferences (eg, preferred types of restaurants), to enable advertisers to tailor their message to specific audiences [28]. Therefore, we consider tailoring as an overall framework when developing trigger-based interventions. Below we describe each trigger component and, where possible, its relationship to other components. Figure 1 presents the concept of baseline and adaptive trigger tailoring within the context of product and engagement planning; Table 1 provides an explanatory overview of the digital trigger components described in the body of this work; and Table 2 offers a summary of our examination.
Figure 1. Trigger tailoring within the context of product and engagement planning and ongoing adaptation.

Table 1. Explanation of digital trigger components that can be tailored.

<table>
<thead>
<tr>
<th>Component</th>
<th>Explanation</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Who (sender)</td>
<td>The source of a digital trigger as it is recognized by the receiver</td>
<td>Automated, human, peer, sensor, organization, clinic, dog</td>
</tr>
<tr>
<td>How</td>
<td>The means by which the trigger is sent and presented</td>
<td>Text, sound, voice, image, video, moving image, light, vibration, pressure, electrical pulse</td>
</tr>
<tr>
<td>Stimulus type</td>
<td>The type of trigger presentation</td>
<td>Email, letter, push alert, text message, public alert system, digital banner (e.g., social media)</td>
</tr>
<tr>
<td>Delivery medium</td>
<td>The means by which the stimulus is delivered to the individual</td>
<td>Fixed, customized, based on user’s daily routine, context driven, data driven</td>
</tr>
<tr>
<td>When (just-in-time)</td>
<td>The best time to receive the trigger based on the recipient’s ability to pay attention and the importance of the trigger at the moment</td>
<td>Frequency per day, week, etc</td>
</tr>
<tr>
<td>How much</td>
<td>The frequency of triggers during the intervention phase; the context of frequency in relation to the trigger’s impact</td>
<td>Frequency per day, week, etc</td>
</tr>
<tr>
<td>What</td>
<td>The actual content of a trigger; should increase the recipient’s ability to relate to the intervention and to act in the desired way</td>
<td>Short-term (increase adherence, avoid forgetting), long-term (sustain engagement, avoid fatigue)</td>
</tr>
<tr>
<td>Trigger’s target</td>
<td>The end-point goal the intervention developer is attempting to achieve in the user and the end-point goal of the user</td>
<td>Short or long message, statement, question, sound melody, vibration intensity</td>
</tr>
<tr>
<td>Trigger’s structure</td>
<td>The arrangement of and relationships between the information parts within the medium type</td>
<td></td>
</tr>
<tr>
<td>Developing a story through triggers</td>
<td>The creation of an individual journey that relates to intervention goals within the context of the user’s life</td>
<td></td>
</tr>
</tbody>
</table>
Table 2. Component summary.

<table>
<thead>
<tr>
<th>Component</th>
<th>Highlights</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Who</strong></td>
<td>Messages from humans are more attended to than automated ones. People can attribute automated messaging to a human sender. The sender (or message writer) should be identified for increased credibility. The message source (eg, peer, loved one, clinician) should be modified based on the trigger’s message (eg, reminder, motivational note, information).</td>
</tr>
<tr>
<td><strong>How</strong></td>
<td>For stimulus type, consider the end user’s perceived burden based on the attention needed to process the information and the desired magnitude of reaction to the stimulus (eg, subtle changes in light vs electrical shock). Determine the delivery medium based on the strengths and weaknesses of each medium and their correspondence with the specific trigger’s context. Relate to the receiver’s age, communication preferences, limitations, and accessibility of the delivery method. Ensure trigger heterogeneity, as it will likely increase engagement.</td>
</tr>
<tr>
<td><strong>When</strong></td>
<td>Send triggers when people actually have a chance to comply with the request. Base triggering time on the individual’s activities and not on fixed times. Examine the user’s daily routine and preferences in order to send out triggers when the individual is most receptive. Enable users to easily customize trigger times.</td>
</tr>
<tr>
<td><strong>How much</strong></td>
<td>More is not necessarily better. The frequency of triggers should take into account the user’s experience of importance and readiness for change.</td>
</tr>
<tr>
<td><strong>What</strong></td>
<td>Short-term goals refer to the immediate action item embedded within the trigger; they require or prompt immediate internal or external action. Long-term goals refer to the sustained engagement in an intervention to guide a user toward a long-term cognitive, emotional, or behavioral shift. In this case, the user does not necessarily need to trigger an action. Senders typically focus on goals that they want to achieve (eg, appointment adherence), rather than what the receiver wants to achieve with a trigger (eg, feeling better after a physical therapy session). Senders are advised to be aware of this distinction as they develop triggers. The more relevant triggers are to the end user without manipulation, the more effective they become. Including links, interactivity, or human support increases the likelihood that a trigger will be attended to in the short term. Triggers can be seen as the adaptive control mechanism for all components of an intervention; they focus on immediate action, but also on the larger story surrounding behavior change (ie, developing a story through triggers).</td>
</tr>
</tbody>
</table>

**Dismantling Triggers**

**Who (Sender)**

There is substantial literature discussing the impact of message source credibility on increasing engagement, receptivity, and actual behavior change [29]. The source of a digital trigger can be a provider, coach, peer, friend, individual, group, blog, online publication, mobile app, sensor, or anything that can be imagined by the receiver. Subtleties embedded in the message source can alter the impact and persuasiveness of an intervention, which highlights the need to carefully consider issues of framing. For example, one study revealed that visitors to a health information webpage were more likely to take action toward change when the information was on an official webpage rather than on a blog or personal page, regardless of the content [30].

Throughout the literature, there is evidence that (1) source credibility affects recipients’ perception of delivered content [31]; (2) anonymous reviews are less credible than personally sourced reviews [32]; (3) messages from sources that are demographically closer to the receiver are more salient, and messages from people most important to the receiver are more likely to be viewed [33]; (4) messages are more persuasive if the sender is perceived as an expert before the message is sent [34,35]; and (5) digital interventions are enhanced when they are coupled with human support [36], possibly because of the combination of a human touch and the expectation of the individual’s accountability [19].

It is worth noting that the receiver’s attribution of the source might often be as powerful as the actual source of the message. Data show that people apply social rules such as politeness and reciprocity to computers [37], attribute humanistic characteristics to robots based on the latter’s responsiveness [38], and develop a therapeutic alliance with self-help programs [39]. In a study conducted in a methadone clinic, participants responded to automated text messages as if it were a social interaction; they thanked the system for sending the message, despite having been informed that the messages were automated [40]. In this case, the participants’ perception of the sender was more salient than the actual source. Perception can also be influenced by unknown source triggers where there is social reciprocity or perceived social acceptance, such as with friend request alerts.
or other social media notifications. Taken together, it is clear that understanding and optimizing both the user’s perception and the actual message source can have a substantial impact on trigger receptivity beyond the content. This is particularly true when the goal is to engage an end user in an actionable step that requires effort or burden.

**How**

The “how” relates to the means by which the trigger is presented and sent. Here, we divide the “how” into 2 different concepts: stimulus type, which refers to how the trigger is presented, and delivery medium, which refers to how the trigger is sent.

**Stimulus Type**

The stimulus type refers to the type of trigger presentation, for example, text, voice, sound, image, moving image, light, vibration, pressure, or electrical pulse. The type of stimulus used should take the specific situation into account; there is no “one type fits all” model. For example, literature on the picture-superiority effect has shown that individuals are more likely to remember images over words [41]. Furthermore, some emerging literature in the marketing field has highlighted that images increase click rates, engagement, and sharing over text alone [42] and over other types of links [43]. The primacy of image here may be attributed to the fact that images require less effort to process, can convey more information quickly, and may be remembered for longer periods of time [41]. At the same time, images may take more time to process than simple words [44], and individual differences may mediate the relationship between the trigger type and receptivity [45].

The stimulus type affects individuals’ receptivity based on many factors that have not been sufficiently studied, yet should be taken into consideration: (1) the end user’s perceived burden based on the time and level of attention required to process the information (eg, 160 characters vs app alert icon vs long email); (2) the complexity of the interaction (eg, simple alert via vibration vs conveying a complex message); (3) the desired magnitude of reaction to the stimulus (eg, subtle changes in light vs electrical shock); and (4) individual differences in aspects such as information processing.

**Delivery Medium**

The delivery medium is the means by which the stimulus is delivered to the individual, for example, text message, phone call, push notification, or digital banner in social media apps. While emails and push alerts are most often text-based communications, these delivery methods can include any stimulus type (eg, video, images, text). Mobile phones and wearable devices have expanded the opportunity to deliver an increasing number of stimulus types beyond what was imaginable only 10 years ago. In their review of wearable solutions to improve health, Zhao and colleagues [46] highlighted that current fall-detection systems send “audible alarms, vibrations, automatic voice calls, SMS, multimedia messaging service (MMS), emails, Twitter messaging, etc.”, highlighting the variability of the delivery medium. Not surprisingly, when compared with nothing, triggers delivered through almost any medium increase the individual’s engagement in the intervention, when examined independently of moderating variables that may reduce overall engagement with the intervention (eg, trigger frequency, which may lead to alert fatigue).

Compared with the scientific literature, the marketing literature unrelated to health has made considerably more effort to understand response rates and engagement based on the delivery method of the stimulus. Overall, results have suggested that text messages are more likely to be viewed than emails, are clicked significantly faster than emails and push notifications, and have higher response rates overall [47]. Several small research studies in health have found that text messages are superior to phone calls in promoting appointment attendance, and that adding other mediums to text message-based interventions does not significantly improve outcomes [8,12]. In general, compared with other mediums, text messages appear proactively on the user’s phone, are perceived as dual communication, require little programming or development experience by providers, and have the highest immediate view and response rates. At the same time, text messages require the user’s phone number, are possibly the least secure form of health information delivery, can cost the end user money, and cannot convey complex information to the user.

Email can also be triggered at specific times but carries the additional benefits of being capable of transmitting complex information, cost efficient, easily shared with multiple individuals without the need for sophisticated technology, and typically stored for years by the end user. The major downside to email is that it is often not viewed by individuals upon receipt, making it unsuitable for use with actionable tasks (eg, notification of an appointment within the hour) [48].

Push notifications triggered directly from a native app fall somewhere in between text messages and email in terms of their positives and negatives. They are cheap and easy to develop, and are part of a larger platform, which allows for a rich user experience once clicked. However, push notifications have fairly low click rates, possibly because they are not perceived as part of the human communication spectrum [49] and are embedded in nearly every app on our mobile phone, possibly causing habituation.

While the data above imply the importance of choosing the right delivery method, comparative effectiveness trials have yielded insufficient evidence as to which delivery method is best at increasing engagement in interventions. Specifically, head-to-head trials directly comparing different methods have revealed little difference in health outcomes. A systematic review of 55 studies found that response rates are generally highest for text message, followed by email and then letters [12]. However, 1 of the studies revealed that participants preferred automated voice response reminders (72%) over text message reminders (28%) [50], highlighting the heterogeneity of outcomes when it comes to delivery mediums.

In light of this heterogeneity, we recommend determining the optimal trigger medium based on the medium’s strengths and weaknesses in relation to the goals of the intervention. Should you add a digital banner or post on Instagram or Facebook, or send an email? The trigger’s delivery medium should also vary based on other factors, such as the receiver’s age (eg, email vs
text message), communication preferences (eg, Snapchat vs phone call), and limitations (eg, hearing vs visual impairment); the accessibility of the delivery method (eg, mobile phone vs email); and its development and programming capacity, among others.

**Trigger Heterogeneity**

Trigger heterogeneity refers to the practice of sending triggers through different mediums, at different times and places, and from different sources. This practice is based on the multichannel and source advertising literature, which has revealed that the most effective branding and advertising comes from a range of different sources. In effect, heterogeneity in the medium (eg, text, image, video), delivery method (eg, email, phone), context (eg, home, work), time (eg, same vs varied), and source (eg, provider, friend, automated) may allow for stimulus generalization and the reduction of the habituation that results from repetition. For example, social media alerts rarely indicate the actual sender of the alert but rather that “someone” has taken an action where the receiver was salient in their mind. Sometimes this is a request for a game, while other times it is an invitation to a party. Finally, the literature on learning processes has indicated that studying information in different contexts increases information retention and recall, highlighting the opportunity to increase information processing through heterogeneity [51].

**When**

The “when” refers to a certain point in time when the recipient is able to pay attention to a push notification and exert the desired amount of effort required to attain his or her goal. It derives from the concept “just-in-time,” which focuses on the individual’s receptivity within the context of ongoing tasks and daily routines [52]. People make quick decisions about how they attend to notifications as a combination of “Why am I receiving this?” and timing [53]. Although triggers can be disruptive, the recipient accepts them because they contain useful information (see “What” below). Nevertheless, adequate timing enables us to more effectively engage and support people when there is an opportunity for positive change [54,55]. Studies have repeatedly shown notifications to be effective in increasing people’s immediate engagement across a broad range of health issues such as medication uptake (eg, [56-58]), attending scheduled appointments (eg, [59,60]), and brief exercise [19]; these timely reminders help people to remember to engage in beneficially perceived actions during their daily routine [61]. Most trigger timing is based on self-selected alert times and general pattern awareness (eg, medication in the morning).

People’s capacity to pay the desired amount of attention to a notification is influenced by the ongoing task they are engaged in when they receive the trigger. Mehrotra et al showed that perceived disruption increases as the complexity of an ongoing task increases [62]. In this study, mobile notifications were perceived as the most disruptive if they arrived when the user was in the middle of a task or just finishing it, and least disruptive if the user was idle or starting a new task. After work, when traveling, and at leisure were the tasks during which the users perceived notifications to be the most disruptive. However, knowing the target audience enabled the intervention developers to identify the right time windows for sending out triggers.

Similarly, MailChimp, an email marketing company that was sending billions of emails per month by 2014, analyzed the results of their time optimization system in terms of recipients’ subscription following email distributions [63]. They came to the broad conclusion that the optimal time to send emails peaked at 10:00 AM in the recipients’ own time zone between Monday and Friday (eg, work days). This finding is in line with another analysis presented by Localytics, a marketing company [64]. When categorizing the response rates for college students and bartenders, however, the optimal send time peak shifted to 1:00 PM; for neonatal nurses, who work in shifts, the results were not consistent. In effect, people tended to be more receptive to email notifications several hours after waking, but this time varied based on people’s occupation. Baumel and Schueller [65] presented similar results showing that women with perinatal mood disorders preferred to receive services late at night, when clinicians were not available, due to the fact that they were awake and had pockets of availability at that time.

These empirical findings suggest that understanding the daily routines and availability of the target audience is key to planning the trigger time, because it enables the intervention developer to make sure that the trigger is received within the right context. Research also indicates that (1) relying on reminders supports repetition, but hinders habit development; (2) evidence-based cues (eg, sending data after lunch) increase automaticity; and (3) users prefer to customize and schedule alerts to support individual aspects of their daily routine [61,66] and their relevance. For example, Muench and colleagues [67] found that individuals wanted different behavior change techniques at different moments in the change process (eg, social support messages during relapse vs cognitive reframing during craving or prelapse states).

In the future, the rise of passive data collection systems via wearable, phone-based, and external sensors will provide significantly more opportunity to deliver just-in-time adaptive contextual digital triggers to end users when they need them most. While these systems will eventually allow for greater precision in triggering users at the highest levels of receptivity based on context, timing, and data from ongoing monitoring [68,69], they require significant learning. Thus, to benefit users in the short term, intervention developers should offer end users more flexibility in personally customizing their alerts. However, customization should not sacrifice best practices of when a message might be most effective. Consequently, guiding users to apply these alerts in certain time windows based on current knowledge is recommended.

**How Much**

“How much” refers to the frequency of triggers during the intervention phase. The question is whether sending out triggers more frequently increases users’ compliance with the trigger’s goal or results in trigger habituation, which eventually diminishes the reason for triggering. While “when” relates to the context of timing to maximize the trigger’s impact, “how much” relates to the impact of the trigger’s frequency on user behavior.
It is worth noting that the use of triggers in health interventions differs from the active utilization of a program. For example, there is extensive literature suggesting that, in Internet interventions, user utilization of the program results in better outcomes, implying a dose-response relationship [14,70-73]. However, this relationship can be mediated by the user’s level of motivation and persistence [74]. Triggers are different, in that sending out more triggers to the user does not equate to the user making a greater effort to engage with the intervention. Therefore, it is important for the trigger designer to determine the number and frequency of triggers that will best encourage the user’s efforts.

Determining this amount is a challenge, as data on the effect of a trigger’s frequency on health outcomes are sparse. A recent review of messaging interventions for preventive health revealed that sending more versus fewer messages resulted in better outcomes; however, this review was based on few studies, making it hard to draw conclusions about the effects of trigger intensity [11]. In a study on different interventions to increase fruit and vegetable consumption, Heimendinger and colleagues did not find any effect of tailoring from 1 mailing, but found that tailoring was effective in increasing engagement when participants received 4 mailings [75]. Another study considered variation in frequency by examining whether the frequency of text messaging feedback (1 vs 3 weekly messages) could affect smoking cessation [76]. While the timing of the first weekly text message feedback (sent to both groups) was event based—sent out to individuals when they were most receptive (ie, after sending out an assessment)—the timing of the other 2 messages, sent only to the 3-weekly messages group, did not consider users’ receptiveness; the messages were generally sent out on the 2 days following the initial message. No differences were identified between these 2 conditions. It is possible that the lack of “when” considerations for the subsequent 2 messages affected the outcomes, highlighting how the interdependency of components may affect a trigger’s effectiveness.

While research has not directly examined the habituation to triggers in patient-centered health interventions, data from related fields suggest that an uncontrolled increase in the frequency of triggers results in a decrease in the triggers’ effectiveness. Studies examining responsiveness to alerts among health providers have identified an alert fatigue: a decrease in the desired response to the alert due to its excessive appearance (ie, after sending out an assessment) [77]. For example, in a literature review on physician response to drug safety alerts, van der Sijs et al found that these alerts were overridden by clinicians in 49% to 96% of cases because they receive so many irrelevant alerts [78]. When this occurs, the impact of all triggers becomes compromised. In a randomized study, Baseman et al [79] enrolled health care providers to receive public health messages and examined message content recall rates. The authors found that, for every increase of 1 local public health message per week, there was a statistically significant 41.2% decrease in the odds of the health care provider recalling the content of the study message.

Although direct empirical evidence on the impact of trigger frequency can be useful, looking more broadly into the research literature suggests that the frequency of triggers should take into account the user’s experience of importance and readiness for change. For example, people who reported that it was more important to change their drinking behavior preferred to receive more messages than those with lower importance scores [80]. Since readiness for change affects the perceived importance of the health intervention (eg, [81-84]), it results in higher adherence to treatment, engagement with treatment, and response to suggestions made by clinicians across behavioral health issues (eg, [85-87]). Accordingly, the frequency of triggers should be modified based on the perceived importance of the intervention in the user’s life along with other factors. Certainly, it is also possible to simply ask end users about their frequency preferences.

What

Relating the Recipient to the Intervention

The majority of research on trigger development has focused on the actual content of the message, whether it be based on a specific theoretical underpinning (eg, gain or loss framing based on the theory of reasoned action) or content-based tailoring based on multiple factors tailored to increase engagement and outcomes, as noted above [21,88]. As noted above, content tailoring is designed to increase the recipient’s ability to relate to the trigger and to act in the desired way. As a result, researchers have often focused on the factors that will enable them to increase the recipient’s relatedness to the message [89]. For example, Kocielnik and Hsieh demonstrated that using concepts that were cognitively close to the targeted behavior (eg, for exercising: strength training, aerobics, fitness) or cognitively close to the message’s recipient (eg, benefits people care about or values they hold) increased recipients’ perception of the informativeness and helpfulness of the triggers, and their perception of the triggers as motivators rather than just reminders. This relatedness also resulted in higher rates of completion of the desired activity [90]. While personalization has been shown to increase engagement, it is suggested that intervention developers guide and tunnel users to adhere to best practices or avoid potentially harmful triggers created through customization. For example, in a previous message preference study, 17.1% of participants chose “aggressive messages” such as “Do you seriously think that blaming others will help you change for the better?” over a neutral-toned message [91].

Because we are at the earliest stages of trigger development, using best practices from the general health behavior change literature appears to be a useful tool in personalization and customization efforts. Unfortunately, there has been significantly less research on variations in light-, haptic-, and other nontext- or nonimage-based triggers. Therefore, it is difficult to interpret how the content and structure of a haptic- or light-based trigger may affect recipients’ engagement and goal achievement.

Despite message relevance and relatedness to the end user being identified as predictors of engagement and outcomes, many digital health interventions lean on behavior change theories (eg, social cognitive theory) as the core component of their content development. However, it is questionable whether theory-based content tailoring is more important to trigger-based interventions than increasing the recipient’s relatedness to the trigger. For example, in a recent study, we compared different types of message framing and tailoring aimed at reducing
problem drinking. The results revealed little difference in drinking outcomes between theoretically distinct messaging groups (eg, gain vs loss framing vs static tailoring) [80]. Similar results were found in a recent meta-analysis, suggesting that theory may not be as important for building text message interventions as once thought [11].

In addition to the large body of literature on personalization of the trigger (eg, use of first name) and process-based tailoring (eg, motivation), we suggest 2 approaches to content framing less frequently articulated in the literature. These are the target, which refers to the short-term vs long-term reason or goal for which the trigger is being sent to the end user; and the structure, which includes the look, length, variation, or other within-trigger differentiators, and developing the behavior change narrative through a story.

**Trigger’s Target**

The target of a trigger refers to the end-point goal the intervention designer is attempting to achieve in the user and the end-point goal of the user. Senders often focus on goals that they want to achieve (eg, appointment adherence), rather than what the receiver wants to achieve as a trigger (eg, feeling better after a physical therapy session). Senders are advised to be aware of this distinction as they develop triggers. The target can be further differentiated according to long-term versus short-term goals, such as adherence to an appointment versus ongoing appointment attendance, or a 1-night drinking plan versus ongoing disease management. Understanding both short-term and long-term goals allows the message content to be tailored beyond the overall condition or goal (eg, diabetes management) and placed within a specific framework of short-versus long-term goal attainment.

**Short-Term Goals**

Short-term goals refer to the immediate action item embedded within the trigger. They are often used in marketing campaigns and appointment reminders. For example, the goal to get someone to go to a sale is often achieved by highlighting (1) that a sale exists (ie, salience), (2) that the person needs what is for sale (ie, relevance), and (3) that the sale will end soon (ie, action urgency). In the health literature, short-term goals refer to immediate actionable items, such as taking a medication or not drinking for the next several hours. Short-term triggers are designed to help the user to approach or avoid a health behavior that is actionable in the moment through cognitive reframing or behavioral plans and guidance [92]. A short-term trigger usually involves some actionable reciprocity, interaction, or potential reward that will engage the user in the moment. Including links, interactivity, or human support has been found to increase the likelihood that a trigger will be attended to in the short term [93-95].

**Long-Term Goals**

Long-term goals refer to users’ sustained engagement in an intervention to guide them toward a long-term cognitive, emotional, or behavioral shift. This is often the primary goal of chronic disease health campaigns. For example, general information on the long-term benefits of reducing alcohol intake on diabetes severity acts as a trigger to shift cognition in subtle ways. Fostering acceptance about an incurable illness is also a subtle long-term intervention target. While the intervention may result in short-term change, it does not require or prompt immediate internal or external action. Unlike with short-term targets, triggers directed toward long-term goals do not necessarily need to trigger an action on the part of the user but rather keep the end point salient over time. A recent review suggested that long-term interventions of about 6-12 months were more effective in promoting behavior change than those that were less than 6 months [11]. While little can be gleaned from these findings, they do suggest that trigger-based interventions can focus on long-term behavior change. For the most part, there are fewer examples of specific trigger types that are designed to foster long-term goal salience. While not specifically necessarily related to trigger-based interventions, an early study on virtual agents revealed that direct communication increased short-term engagement, whereas polite communication fostered long-term adherence [96,97].

**Goal Relevance**

The more that triggers are relevant to the end user without manipulation, that is, the end user agrees with the goal embedded within them, the more effective they become. Mehrotra and colleagues [62] highlighted that one of the top reasons triggers are opened is that they are relevant to the user, regardless of the senders’ goals. Indeed, although they are not mutually exclusive, receivers’ goals often have little overlap with the senders’ goals. A good example of this distinction lies in medication adherence push notifications. People are not taking medications for the sake of taking medications; they are taking medications to avoid health consequences or to feel better. Therefore, if people can avoid health consequences and feel better without medication, medication triggers become irrelevant to them. This includes the burden associated with reminding oneself to take medications, which may trigger a recurrent feeling of being ill. In light of these potential tensions, understanding the framework through which users receive the trigger and using that to create relatedness is possibly one of the most important, yet underappreciated, components of intervention development.

**Trigger’s Structure**

The structure of a trigger refers to the arrangement of and relationships between the information parts within the medium type. For example, with a text message, the structure can vary in many ways, such as long versus short messages, emoticons versus no emoticons, questions versus statements, and so on. The structure of a vibration stimulus can vary in terms of the intensity or frequency of the individual trigger. Images can vary in terms of brightness, contrast, and color. Does a sound alert employ a specific melody? Does the vibration follow a specific pattern for different message types (eg, mother vs friend) as in smartwatch alerts? These questions highlight the complex, multidimensional nature of trigger structures.

Unfortunately, little research has compared the effectiveness of different trigger structures. We recently compared users’ preferences for different short message structures, revealing that people have a range of preferences with regard to structure. For example, we found that over 90% of the sample preferred
smiley emoticons, no “textese;” and proper grammar, all of which have nothing to do with the actual content of the message [91]. We also identified some moderators of structure preference. For example, compared with participants with a college degree or higher, participants with less than a college degree were more likely to prefer short messages to long messages and messages that included smiley emoticons to messages that contained no emoticons.

The structure of a trigger often varies based on system rules that are preprogrammed and learned by an individual, or based on evolutionary rules. For example, in hospital settings, triggers for specific actions often take the form of varying patterns of sounds delivered through a public alert system or vibrations in a phone or pager. The importance of alerts can also be programmed into mobile phones in a way that only the user knows the meaning of the alert. In this way, often the individual learns the trigger’s structure through slow pattern recognition. At the same time, a loud alarm alerts nearly all individuals to action without the need for overt learning and thus is often used in emergency situations. More research needs to be done to investigate how various alert structures prompt action.

**Developing a Story Through Triggers**

Triggers can be seen as actuators of an intervention or built as a component within a larger intervention framework. An actuator controls the movement or flow of system components. We think of triggers as the adaptive control mechanism for all components of an intervention that focus not only on immediate action, but also on the larger story surrounding behavior change in the context of a person’s life and changing goals. Initial baseline tailoring efforts can help build a story around salient components of an individual’s life (eg, social network), patterns of behavior (eg, usual heavy drinking times), and progress toward change in symptoms. In this way, triggers are framed to meet both long- and short-term needs and goals. A recent study on using messaging to reduce problem drinking revealed that the largest effect sizes for drinking reduction and subjective goal attainment were found among those whose messages were adapted weekly based on whether or not they met their goals for the week [80]. The adaptation of triggers in line with the users’ experiences and goals can be applied in any context to curate tailored components immediately to meet the current demands of the individual and the entire trajectory of an intervention within the context of individuals’ lives.

**Limitations**

Digital triggers offer unprecedented opportunities to increase goal salience without requiring significant effort on the part of the end user. However, as noted throughout the paper, implementation efforts can backfire without understanding of the potential pitfalls of each component. Alert fatigue is a major concern among emergency and medical groups and can occur in health-based interventions as well. Subgroups of individuals in studies have reported that messages can be burdensome, too frequent, and received at inopportune times, among other complaints. Habituation or ignoring triggers is another concern that can occur with long-term trigger-based interventions. Such user responses can reduce trigger salience. In addition to these concerns over intervention effectiveness, intervention developers need to take privacy and security concerns into account. For example, text messaging is possibly the least secure method of trigger delivery, as it is stored on the phone company’s server, the messaging provider’s server, and the end user’s phone. Users should be aware of all privacy concerns prior to engaging in trigger-based adjuncts or interventions, like they would for any digital intervention.

In addition, as mentioned above in the Paper Aim paragraph, this review included papers from the marketing literature, where sometimes the goals of the intervention (eg, email subscription, special-sell) are very much different from the goals embedded within health interventions (lifetime changes needed to cope with a chronic illness). We accounted for this difference, however, by interpreting the findings from the marketing literature only within the particular context of the reviewed component (eg, when). In this way, the marketing literature could be perceived as an exploratory laboratory of specific human behaviors and reactions to triggers in the context of daily living (eg, when people are most available), which enabled us to generalize these data to the health domain.

Finally, due to the high variation in research and development methods of digital interventions that embed triggers (sometimes without clear information about component tailoring), and the broad disciplines from which data can be retrieved, we were not able to apply a systematic process to review and retrieve data (eg, systematic review). As research moves forward in this field, more evidence about the impact of trigger tailoring will emerge, and such a review would become more feasible.

**Conclusions**

Fostering ongoing goal salience through adaptive tailored triggers can enhance our models of behavioral health interventions. Triggers frame the interaction with the end user as the actuator that drives the story both in the short term and over time. Understanding the nature of digital triggers and how different trigger components facilitate action is of primary importance in realizing the trigger’s potential. As evidenced throughout the paper, there is a broad literature base from which to draw when building trigger-based interventions. We recommend examining the existing literature in detail, with a special emphasis on the trigger developmental work that has primarily been done in the text messaging space [67,98]. The primary gaps in the literature appear in (1) long-term engagement appeals and (2) methods to build trigger interventions that can adapt to individuals’ current state within the larger framework of their behavior change process. Dismantling digital triggers into their component parts and reassembling them according to the gestalt of one’s change goals is the first step in this development work.
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Abstract

Background: Virtual visits are clinical interactions in health care that do not involve the patient and provider being in the same room at the same time. The use of virtual visits is growing rapidly in health care. Some health systems are integrating virtual visits into primary care as a complement to existing modes of care, in part reflecting a growing focus on patient-centered care. There is, however, limited empirical evidence about how patients view this new form of care and how it affects overall health system use.

Objective: Descriptive objectives were to assess users and providers of virtual visits, including the reasons patients give for use. The analytic objective was to assess empirically the influence of virtual visits on overall primary care use and costs, including whether virtual care is with a known or a new primary care physician.

Methods: The study took place in British Columbia, Canada, where virtual visits have been publicly funded since October 2012. A survey of patients who used virtual visits and an observational study of users and nonusers of virtual visits were conducted. Comparison groups included two groups: (1) all other BC residents, and (2) a group matched (3:1) to the cohort. The first virtual visit was used as the intervention and the main outcome measures were total primary care visits and costs.

Results: During 2013-2014, there were 7286 virtual visit encounters, involving 5441 patients and 144 physicians. Younger patients and physicians were more likely to use and provide virtual visits ($P<.001$), with no differences by sex. Older and sicker patients were more likely to see a known provider, whereas the lowest socioeconomic groups were the least likely ($P<.001$). The survey of 399 virtual visit patients indicated that virtual visits were liked by patients, with 372 (93.2%) of respondents saying their virtual visit was of high quality and 364 (91.2%) reporting their virtual visit was “very” or “somewhat” helpful to resolve their health issue. Segmented regression analysis and the corresponding regression parameter estimates suggested virtual visits appear to have the potential to decrease primary care costs by approximately Can $4 per quarter (Can –$3.79, $P=.12$), but that benefit is most associated with seeing a known provider (Can –$8.68, P<.001$).

Conclusions: Virtual visits may be one means of making the health system more patient-centered, but careful attention needs to be paid to how these services are integrated into existing health care delivery systems.

(J Med Internet Res 2017;19(5):e177) doi:10.2196/jmir.7374
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virtual visits; telehealth; primary care delivery; patient-centered care
Introduction

A greater orientation to information technology in primary care opens new possibilities for health care delivery, one of which is virtual care. “Virtual care” is a broad term meant to capture all clinical interactions in health care that do not involve the patient and provider being in the same room at the same time [1]. Consultations may be asynchronous, whereby patients answer structured clinical questions online and then receive care from a physician at a later time (“e-visits”), or synchronous, whereby patients interact with physicians in real time via telephone (“teleconsultations”), videoconference (“virtual visits”) [2-5], or even by text [6].

Canada is a geographically large country, and physicians are disproportionately clustered within urban and semiurban settings, with known shortages of primary care providers in more rural and remote areas [7]. However, limited access to primary care is not a feature of rural areas only. There are well-documented accessibility issues in urban areas as well, whereby many patients do not have a regular primary care physician or cannot access their physician for in-person appointments within a timeframe that meets their current needs [8-10]. New modes of contact, including virtual visits, are one potential way to solve at least some of these access issues.

Some health systems are integrating virtual care into primary care practices as a complement to existing modes of care. The US health care provider Kaiser Permanente has altered their delivery of health care services to improve information continuity and to provide easy access to appropriate care for patients through initiatives such as electronic messaging with the care team, scheduled telephone visits, and a comprehensive patient portal [11]. This is, at least in part, a response to a growing focus on patient-centered care that aims to provide care that is both “accessible” and “acceptable” [12,13]. Virtual care can, for example, increase access to care for individuals who have difficulty presenting in-person for primary care services, such as those living in long-term care facilities and/or those with mobility issues [14].

Virtual care is also understood as a means of making care more convenient to patients and is gaining momentum in the United States and other advanced health systems alongside other innovations such as retail clinics and other forms of walk-in care [15-20]. There is, at present, limited empirical evidence about how patients view virtual care and more specifically virtual visits, how such care affects overall primary care use, and whether integration of virtual visits in existing relationships or more as a “walk-in” service matters. This research aims to fill that gap, focusing on British Columbia, Canada, a province with a population of 4.5 million people, which has had public funding of virtual visits since 2012.

This study has both descriptive and analytic objectives. The descriptive objectives are to assess the users and providers of virtual visits, as well as the reasons patients give for their use. The analytic objective is to assess empirically the influence of the use of virtual visits on overall primary care use and costs, paying specific attention to whether virtual care is provided by a known or a new primary care physician.

Methods

This was a mixed-methods study that included a patient survey and an analysis of administrative health care data. The study was undertaken in British Columbia, Canada, a province with universal health care coverage for a population of approximately 4.5 million. IRB-Services Canada provided research ethics approval for the patient survey, and the University of British Colombia Behavioural Research Ethics Board for the observational study.

Observational Study

Data Sources

We used data for fiscal years 2010/2011 to 2013/2014. The following files were linked:

- Medical Services Plan (MSP) Payment Information File: this file includes all fee-for-service payment data for physicians and contains the information needed to identify virtual visit encounters between physicians and patients [21];
- Consolidation file (MSP Registration and Premium Billing): this file includes patient characteristics for all BC residents who are eligible and receive publicly funded health care services, including patient demographic, location, and socioeconomic status (SES) information based on neighborhood income [22];
- PharmaNet: this file includes all prescriptions filled in British Columbia, regardless of payment source. This file was used in a measure to classify physician practice style and to examine the frequency of prescribing as part of virtual visits [23]; and
- MSP Practitioner Information File: this file includes aggregated diagnosis groups (ADGs), a case-mix system to assess patients’ morbidity burden. This system uses a risk-adjustment methodology to describe and predict expected use and cost of health care services and has been validated for use with BC administrative data [25]. More specifically, we used aggregated diagnosis groups (ADGs), a midlevel grouping based on diagnosis codes in health care encounters, to assess comorbidities. There are 32 ADGs in the overall system, eight of which are considered major; we used a count of major ADGs as our measure of health status [26].

Defining the Cohort and Comparison Group

The cohort was everyone who had one or more virtual visit fee codes billed on their behalf at any point in the study period. The population comparison group used for initial descriptive analyses were all other BC residents. A second (and main) comparison group was matched (3:1) on 5-year age group, sex, health service delivery area (HSDA) of residence (there are 16 HSDAs in British Columbia), and number of major ADGs. This comparison group enabled analysis of the effects of virtual visits on overall patterns of health care services use. We anchored the match so that the comparison group had a primary care encounter at approximately the same time as the case’s virtual visit. This was done because a virtual
Visit will naturally create a spike in use because it represents an individual’s decision to access the health care system. Matching based on that access creates a similar spike in the comparison group and thus increases the likelihood that any differences preceding or following that spike were attributable to the virtual visit.

**Other Variables and Analysis**

Our outcome of interest was costs associated with primary care visits. We used broader physician data to assess referrals to specialists and for laboratory and imaging services, but these aspects of care were not included in the cost outcome because, in the BC context, primary care physicians do not typically provide in-office laboratory or imaging services. Descriptive analyses assessed the age, sex, location, and morbidity distribution of individuals who had virtual visits, and the specialty, age, and sex of primary care physicians who provided them. We further separated users into those who saw a provider with whom they had had a traditional office visit versus seeing a new provider. Referrals and prescriptions within 30 days of a visit (except 90 days for imaging to allow for longer wait times) were captured using physician and pharmaceutical data.

Primary care physician practice style was classified into three groups—high responsibility, mixed practice, and low responsibility—based on a cluster analysis using five variables derived from fee-for-service payment data. This approach was developed previously [27] and was shown to create distinct groups, with high-responsibility physicians providing more comprehensive or full-service care and low-responsibility physicians providing care more consistent with a walk-in-clinic-style practice.

Time series analysis was used to assess the effect of virtual visits on overall visits with primary care physicians. A time series approach helps identify changes in both the trend (slope) in service use and amount (level) of service use before and after an initial virtual visit encounter. No change in amount of service will be interpreted as virtual visits serving a substitute function for other health care services use.

More specifically, we will analyze time series data using segmented regression [28] in the form:

\[ Y_{jkt} = \beta_0 + \beta_1 \times \text{time}_t + \beta_2 \times \text{group}_k \times \text{time}_t + \beta_3 \times \text{level}_j + \beta_4 \times \text{trend}_j + \beta_5 \times \text{time}_t \times \text{group}_k \times \text{trend}_j + \epsilon_{jkt} \]

where \( Y \) is the mean number of primary care visits / costs per month, \( j \) is the intervention status, \( k \) is the group, and \( t \) represents time. In these models, \( \beta_0 \) is the intercept and \( \beta_1 \) is the existing trend in the matched comparison group, \( \beta_2 \) estimates the preintervention difference in level between the intervention group and its matched controls, and \( \beta_3 \) estimates the difference in trend, and \( \beta_4 \) and \( \beta_5 \) estimate the changes in level and trend for matched controls postintervention, respectively. The real parameters of interest are \( \beta_6 \) and \( \beta_7 \) because they estimate the difference in level (\( \beta_6 \)) and trend (\( \beta_7 \)) between the intervention group and matched controls following the intervention. Statistically significant values for these latter two parameters would indicate that the use of telemedicine had an effect on primary care services use. Analyses were completed using the autorreg procedure in SAS 9.0 and were assessed for autocorrelation.

**Patient Survey**

**Recruitment and Analysis**

Inclusion criteria for the patient survey were 18 years of age or older, had at least one virtual visit with a primary care physician in the past 6 months, currently living in British Columbia, and able to complete the survey in English. A total of 3025 patients were deemed eligible. The virtual visit technology provider issued an electronic invitation to participate in the survey and a single reminder to all eligible registrations. No monetary incentives were offered, but patients who completed the full survey were entered into a draw to win a prize (worth up to Can $500) identified by Harris-Decima, the survey company. Informed consent was obtained electronically before commencing the survey. Analyses focused on descriptive statistics, including univariate and bivariate analyses with tests of statistical significance. Analyses were conducted with SPSS version 21.

**Results**

**Observational Study**

In 2013/14, 144 of 5598 primary care physicians provided at least one virtual visit, or 2.57% of the total primary care physician population (Figure 1). Male and female providers were equally likely to provide these services (P=.89). There were physicians in every age group providing virtual visits, although the likelihood decreased monotonically with increasing age—from 5.3% (33/624) of physicians younger than 35 years to 0.8% (6/724) of those aged 65 years and older (P<.001). Physicians defined as low responsibility (ie, practices appear to be walk-in style) were the most likely to bill virtual visit fee items (3.24%, 51/1574), whereas those defined as high responsibility were least likely (1.40%, 14/1000, P=.04).

There were 5441 patients who had at least one virtual visit, which equates to 105.45 people per 100,000 of the provincial population. Table 1 shows demographics and health status of virtual visit users, both in numbers and as a percentage of the total population. Use of these services was highest in the 20 to 44 years age group (53.45%, 2908/5441) and lowest among those 85 years and older (0.77%, 42/5441). Use was highest (in percentage of population terms) in the Northern Health Authority (11.27%, 613/5441), a largely rural and remote part of the province, but the next highest rates of use were in the two most urbanized regions—Vancouver Coastal (24.74%, 1346/5441) and Fraser Health (45.07%, 2452/5441).
Figure 1. Percentage of primary care physicians who billed for virtual visits by sex, age group, and responsibility level in 2013/2014.

Figure 2. Percentage of patients who saw a known provider for first virtual visit, by sex, age group, region, neighborhood income, and health status in 2013/2014.

Note: P-values result from Chi-square comparing virtual visit users who see a known vs. new provider.
Table 1. Demographics of virtual visit users (cohort), the BC total population (comparison group), and traditional primary care users (matched control).

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Cohort, n (%)</th>
<th>Comparison group, n (%)</th>
<th>Matched control, n (%)</th>
<th>Virtual visit users per 100,000 population, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>5441</td>
<td>5,154,164</td>
<td>21,176</td>
<td>105.45</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>2246 (41.28)</td>
<td>2,567,271</td>
<td>6484 (41.21)</td>
<td>87.41</td>
</tr>
<tr>
<td>Female</td>
<td>3195 (58.72)</td>
<td>2,585,293</td>
<td>9251 (58.79)</td>
<td>123.43</td>
</tr>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-19</td>
<td>668 (12.28)</td>
<td>1,041,727</td>
<td>1816 (11.54)</td>
<td>64.08</td>
</tr>
<tr>
<td>20-44</td>
<td>2908 (53.45)</td>
<td>1,759,334</td>
<td>8249 (52.42)</td>
<td>165.02</td>
</tr>
<tr>
<td>45-64</td>
<td>1356 (24.92)</td>
<td>1,454,896</td>
<td>4127 (26.23)</td>
<td>93.12</td>
</tr>
<tr>
<td>65-84</td>
<td>467 (8.58)</td>
<td>735,034</td>
<td>1402 (8.91)</td>
<td>63.49</td>
</tr>
<tr>
<td>≥85</td>
<td>42 (0.77)</td>
<td>163,173</td>
<td>141 (0.90)</td>
<td>25.73</td>
</tr>
<tr>
<td><strong>Region</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interior</td>
<td>558 (10.26)</td>
<td>821,389</td>
<td>1596 (10.16)</td>
<td>67.89</td>
</tr>
<tr>
<td>Fraser</td>
<td>2452 (45.07)</td>
<td>1,804,191</td>
<td>7150 (45.53)</td>
<td>135.72</td>
</tr>
<tr>
<td>Vancouver Coastal</td>
<td>1346 (24.74)</td>
<td>1,287,575</td>
<td>3850 (24.52)</td>
<td>104.43</td>
</tr>
<tr>
<td>Island</td>
<td>459 (8.44)</td>
<td>833,223</td>
<td>1343 (8.55)</td>
<td>55.06</td>
</tr>
<tr>
<td>Northern</td>
<td>613 (11.27)</td>
<td>318,779</td>
<td>1764 (11.23)</td>
<td>191.93</td>
</tr>
<tr>
<td><strong>Income quintile</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lowest</td>
<td>1065 (20.31)</td>
<td>1,028,089</td>
<td>3326 (21.42)</td>
<td>103.48</td>
</tr>
<tr>
<td>2</td>
<td>968 (18.46)</td>
<td>1,022,091</td>
<td>3312 (21.33)</td>
<td>94.62</td>
</tr>
<tr>
<td>3</td>
<td>1038 (19.79)</td>
<td>1,014,178</td>
<td>3183 (20.50)</td>
<td>102.24</td>
</tr>
<tr>
<td>4</td>
<td>1220 (23.26)</td>
<td>1,007,627</td>
<td>3020 (19.45)</td>
<td>120.93</td>
</tr>
<tr>
<td>Highest</td>
<td>953 (18.17)</td>
<td>963,518</td>
<td>2686 (17.30)</td>
<td>98.81</td>
</tr>
<tr>
<td><strong>Health status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 major ADGs</td>
<td>3044 (55.95)</td>
<td>3,648,817</td>
<td>8699 (55.28)</td>
<td>83.35</td>
</tr>
<tr>
<td>1</td>
<td>1451 (26.67)</td>
<td>956,439</td>
<td>4297 (27.31)</td>
<td>151.48</td>
</tr>
<tr>
<td>2</td>
<td>569 (10.46)</td>
<td>330,074</td>
<td>1645 (10.45)</td>
<td>172.09</td>
</tr>
<tr>
<td>3+</td>
<td>377 (6.93)</td>
<td>218,834</td>
<td>1094 (6.95)</td>
<td>171.98</td>
</tr>
</tbody>
</table>

a The total population that lived in British Columbia at any time during 2010/2011 to 2013/2014.

When limited to the first virtual visit per person, just over one-third (35.58%, 1936/5441) of those visits were with providers already known to the patient and two-thirds (64.42%, 3505/5441) were with a new provider (Figure 2). Males and females were equally likely to have seen their physician before their virtual visit (P=.69). People older than 45 years, those who lived in the Fraser Health Authority (largest urban health authority), and those who had more complex health conditions (≥3 major ADGs) were the most likely to have seen their virtual visit provider previously in a nonvirtual setting (P<.001). There was no clear pattern by SES, but those in the lowest quintile were the least likely to have seen their virtual visit provider previously (24.32%, 259/1065; P<.001).

**Virtual Visit Users Who Saw a Known Versus a New Provider**

Table 2 provides the diagnoses for patients who had a virtual visit in the study period compared to the matched controls. A larger proportion of BC patients with a virtual visit sought care for a “mental disorder” compared to the general population (14.86%, 1262/8494 vs 8.50%, 2103/24,738; P<.001), and for “supplementary factors” (11.80%, 1002/8494 vs 2.50%, 618/24,738; P<.001), the latter of which was largely driven by requests for contraception and contraception advice.

Table 3 provides an overview of visit outcomes for virtual visit users segmented by those seeing a known provider (seen before) or new provider (not seen before) compared to the matched control group with “traditional” visits. The likelihood of receiving a prescription was higher for virtual visit users than in-person visits (49.40%, 3599/7286 vs 45.69%, 10,043/21,981;
Referral to diagnostic imaging was lower for virtual visit users than in-person visits (1.88%, 137/7286 vs 6.59%, 1448/21,981; \( P < .001 \)), but more likely if seeing a known provider (\( P < .001 \)). Referral for laboratory testing was about the same for a virtual visit with a known provider (15.36%, 520/3385) and traditional visits (14.96%, 3289/21,981), but much lower (5.95%, 232/3901) for virtual visits with new providers (\( P < .001 \)).

**Figure 3** provides the interrupted times series results (regression parameter estimates) comparing patients seeing a known provider to patients seeing a new provider. Before the first virtual visit, the group who saw a known provider had both a higher cost (Can $16.41, \( P < .001 \)) and a larger increasing trend in costs (Can $2.34, \( P < .001 \)) compared to those who saw a new provider. After the intervention, the known provider group showed a decreasing trend (Can $8.68, \( P < .001 \)) compared to the new provider group, with the values approaching each other by the end of the follow-up period. Follow-up ended after six quarters because the numbers declined to the point that outcomes were not stable after this.

**Figure 4** provides the interrupted time series results (regression parameter estimates) of the total virtual visit group compared to a matched comparison group of people who did not have a primary care virtual visit during the study period, but who did have at least one traditional general practitioner (GP) visit. In this case, both groups showed an increasing trend in primary care spending before the GP visit. After the intervention, the patients with a virtual visit had a lower trend than their matched controls (Can $3.79, \( P = .01 \)). The result was an apparent lower expenditure among the virtual visit group at the end of the follow-up period, but again this period was limited. The trends were the same when the outcome was primary care visits rather than costs (data not shown).

### Patient Survey
A total of 399 of 3025 (13.19%) BC residents who had a virtual visit in the past year completed the online patient survey from April 17 to May 1, 2015. The survey took a mean 18 minutes to complete. The majority of respondents, were female (71.4%, 285/399), between 35 and 54 years (45.1%, 180/399), and married (67.4%, 269/399). Population comparisons were provided along with sample demographics, health service utilization, and detailed results are available in the full report [29].

A number of aspects of the patient-physician engagement on the virtual visit were viewed positively, with 93.2% (372/399) reporting that their most recent visit was of high quality, 95.0% (379/399) reporting confidence in the security and privacy of their personal information when using a virtual visit, and 79.0% (315/399) saying their most recent virtual visit was as thorough as an in-person visit.

In terms of visit outcome, 91.2% (364/399) of respondents reported that the virtual visit was “very” or “somewhat” helpful to resolve health issue for which they needed the appointment. Only 1.5% (6/399) of patients reported that they were advised to call 9-1-1 or visit an emergency department immediately. Nearly half (48.4%, 193/399) of patients indicated they would have gone to a walk-in clinic if the virtual visit had not been available, 20.3% (81/399) would have had an in-person visit with their doctor or regular place of care, and 10.8% (43/399) would have gone to the emergency department. A total of 12.5% (50/399) reported that they would not have sought care at that time.

### Table 2. Diagnoses for virtual visits, 2011-2014.

<table>
<thead>
<tr>
<th>Diagnosis</th>
<th>Virtual visit users, n (%</th>
<th>Traditional visit users, n (matched control), n (%)</th>
<th>( P )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symptoms, signs, and ill-defined conditions</td>
<td>1299 (15.29)</td>
<td>4914 (19.86)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mental disorders</td>
<td>1262 (14.86)</td>
<td>2103 (8.50)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Supplementary factors influencing health status and contact with health services</td>
<td>1002 (11.80)</td>
<td>618 (2.50)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Diseases of the respiratory system</td>
<td>852 (10.03)</td>
<td>3337 (13.49)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Diseases of the musculoskeletal system and connective tissue</td>
<td>540 (6.36)</td>
<td>1932 (7.81)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Diseases of nervous system and sense organs</td>
<td>525 (6.18)</td>
<td>1600 (6.47)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Endocrine, nutritional and metabolic diseases and immunity disorders</td>
<td>507 (5.97)</td>
<td>1387 (5.61)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Infections and parasitic diseases</td>
<td>467 (5.50)</td>
<td>1317 (5.32)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Diseases of the circulatory system</td>
<td>381 (4.49)</td>
<td>1418 (5.73)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Diseases of the genitourinary system</td>
<td>376 (4.43)</td>
<td>1662 (6.72)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
### Table 3. Number of visits resulting in a referral or other follow-up care for virtual and matched control visits, 2013/2014.

<table>
<thead>
<tr>
<th>Referral/follow-up</th>
<th>Virtual visits (n=7286)</th>
<th>Matched control visits (n=21,981)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
<td>Known provider, %</td>
<td>New provider, %</td>
</tr>
<tr>
<td>General practice</td>
<td>113 (1.55)</td>
<td>2.22</td>
<td>0.97</td>
</tr>
<tr>
<td>Medical specialists</td>
<td>125 (1.72)</td>
<td>1.60</td>
<td>1.82</td>
</tr>
<tr>
<td>Surgical specialists</td>
<td>78 (1.07)</td>
<td>1.18</td>
<td>0.97</td>
</tr>
<tr>
<td>Imaging</td>
<td>137 (1.88)</td>
<td>2.90</td>
<td>1.00</td>
</tr>
<tr>
<td>Laboratory test</td>
<td>752 (10.32)</td>
<td>15.36</td>
<td>5.95</td>
</tr>
<tr>
<td>Prescription</td>
<td>3599 (49.40)</td>
<td>49.28</td>
<td>49.50</td>
</tr>
</tbody>
</table>

### Figure 3. Time series analyses comparing virtual visit patients seeing a known provider to patients seeing a new provider, 2011-2014.
**Discussion**

Patients from all demographic and medical backgrounds are using virtual visits. Similar to other studies, younger patients are more likely to have a virtual visit compared to older individuals [3,4], perhaps emphasizing a digital divide between younger patients more comfortable with technology than older patients [30] or patients most likely to not have a regular care provider [31]. Patients with one or more major ADGs are more highly represented, which makes sense if these services are being used for monitoring existing conditions and providing services such as prescription refills that help patients avoid taking time and money to attend an in-person visit.

A small number of physicians are providing virtual visits. Male and female physicians are equally likely to be providing virtual visits, but there is a clear age gradient, with younger physicians far more likely to be using this new technology for patient care. In addition, we see that physicians who are identified as operating low-responsibility practices are significantly more likely to be providing virtual visits than those running high-responsibility practices. This suggests that at least some proportion (and likely a high proportion) of virtual visits may be essentially a virtual walk-in clinic [27].

Virtual visits were being provided in communities in British Columbia regardless of whether they were in urban and rural settings, indicating that virtual visits may not necessarily be filling all geographic gaps in primary care delivery [32]. Our analyses show that approximately one-third of people using virtual visits are seeing physicians with whom they previously interacted in a traditional office visit setting, whereas the remainder are seeing new providers. There were no sex differences in these percentages, but older people and those with more health problems were more likely to see a known provider. These appear to be positive trends from a patient care standpoint, consistent with monitoring of chronic conditions [33] and provision of patient-centered care [34]. Not seeing a known provider may reflect a desire for convenience over continuity [35], but may also indicate (at least in some cases) a specific preference for a new provider, such as for questions or care (eg, contraception) that patients wish to keep from their regular providers. Although there is no socioeconomic gradient in the use of virtual visits overall, individuals from lower income neighborhoods are less likely to see a known provider in their virtual visit.

The time series analyses comparing virtual versus traditional visits suggests that virtual visits may be beneficial in moderating total primary care costs over the longer term. At the same time, seeing a known versus new provider is better from an overall cost/use perspective. Putting these together, the conclusion is that virtual visits may have a beneficial effect—they are well-liked by patients (as seen in survey results) and they appear
to control costs—but that benefit is most associated with seeing a known provider. Some caution is needed with these interpretations given the small N and limited follow-up period, but they are at least suggestive. The implication is that it matters (potentially quite a lot) how virtual visits are embedded in health care delivery systems.

This is consistent with previous research showing that virtual visits can complement existing patterns of care and, in fact, reduce overall primary and urgent care visits for patients [18,36]. Similarly, an evaluation by the US National Institute of Justice found that virtual care more generally (including synchronous and asynchronous care) has specific value for defined patient populations, reducing external visits to specialists and costly off-site transfers for care of prisoners [37] and providing a cost-effective solution for patients with limited access to mental health services [38].

**Limitations**

Patient-initiated virtual visits in primary care are a relatively new model of access to primary care. Their use is growing rapidly, including in British Columbia, but is still a very small portion of total primary care. Although interrupted time series is a strong quasi-experimental analytic approach for evaluating population-level health interventions [39,40], it does not deal with selection bias and that may influence what we see in these analyses. Patients are not randomized to receive virtual visits, they choose to pursue them, and those who do and do not choose to use these visits may be different in unmeasured ways that are also related to primary care costs. Our comparison of users who see known versus new providers is further limited by the fact that these two groups are different in demographic and health status characteristics. Not all physicians choose to provide virtual visits, so selection at the physician level has some influence on which patients receive health care in this new format. These analyses consider only the costs of primary care. Future analyses should consider broader health care system effects of virtual visits and also the timing of virtual visits in longitudinal episodes of care.

**Conclusions**

British Columbia is unique in Canada in offering publicly funded virtual visits in primary care. The province-wide implementation—both available for interactions among patients and physicians who know each other and for walk-in-type visits—makes this research valuable to other jurisdictions in Canada and beyond. The number of virtual visits is continuing to increase and it appears that there is no simple conclusion about their effect on existing patterns of health care services use. In some cases, the care is complementary, providing a new way for patients and providers with existing relationships to interact. In other cases, the care may be easing access, perhaps providing patients with needed care at a convenient point in time, but not necessarily displacing subsequent service use. A patient-centered system is one that is organized to respond to patient need without these unintended side effects. Virtual visits may be one means by which the system can be reoriented to be more patient-centered.

In the context of primary care transformation, there are discussions of new models of care and the role of technology in care, with the understanding that technology may be one way to improve care delivery [35]. Our analyses suggest that it is important to consider how such technologies are integrated into the system, whether as an adjunct to existing relationships or simply another way to see a provider on-demand. As technology continues to develop, it is important to ensure health care systems harness it to increase opportunities for patient-centered care.
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Abstract

Background: Hospitalized patients in the United States experience falls at a rate of 2.6 to 17.1 per 1000 patient-days, with the majority occurring when a patient is moving to, from, and around the bed. Each fall with injury costs an average of US $14,000.

Objective: The aim was to conduct a technology evaluation, including feasibility, usability, and user experience, of a medical sensor-based Intranet of things (IoT) system in facilitating nursing response to bed exits in an acute care hospital.

Methods: Patients 18 years and older with a Morse fall score of 45 or greater were recruited from a 35-bed medical-surgical ward in a 317-bed Massachusetts teaching hospital. Eligible patients were recruited between August 4, 2015 and July 31, 2016. Participants received a sensor pad placed between the top of their mattress and bed sheet. The sensor pad was positioned to monitor movement from patients’ shoulders to their thighs. The SensableCare System was evaluated for monitoring patient movement and delivering timely alerts to nursing staff via mobile devices when there appeared to be a bed-exit attempt. Sensor pad data were collected automatically from the system. The primary outcomes included number of falls, time to turn off bed-exit alerts, and the number of attempted bed-exit events. Data on patient falls were collected by clinical research assistants and confirmed with the unit nurse manager. Explanatory variables included room locations (zones 1-3), day of the week, nursing shift, and Morse Fall Scale (ie, positive fall history, positive secondary diagnosis, positive ambulatory aid, weak impaired gait/transfer, positive IV/saline lock, mentally forgets limitations). We also assessed user experience via nurse focus groups. Qualitative data regarding staff interactions with the system were collected during two focus groups with 25 total nurses, each lasting approximately 1.5 hours.

Results: A total of 91 patients used the system for 234.0 patient-days and experienced no bed falls during the study period. On average, patients were assisted/returned to bed 46 seconds after the alert system was triggered. Response times were longer during the overnight nursing shift versus day shift (P=.005), but were independent of the patient’s location on the unit. Focus groups revealed that nurses found the system integrated well into the clinical nursing workflow and the alerts were helpful in patient monitoring.

Conclusions: A medical IoT system can be integrated into the existing nursing workflow and may reduce patient bed fall risk in acute care hospitals, a high priority but an elusive patient safety challenge. By using an alerting system that sends notifications directly to nurses’ mobile devices, nurses can equally respond to unassisted bed-exit attempts wherever patients are located on
the ward. Further study, including a fully powered randomized controlled trial, is needed to assess effectiveness across hospital settings.
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accidental falls; acute care; nursing; patient safety; patient-centered care; sensor devices and platforms; health care technology; mobile apps; patient monitoring; health technology assessment

Introduction

Each year in the United States, between 700,000 and 1,000,000 hospitalized patients fall [1]. Studies report fall rates between 2.6 and 17.1 per 1000 patient-days with 30% to 50% resulting in injury [2-6]. Several observational studies report that 60% to 80% of in-hospital falls occur when a patient is moving to, from, and around the bed, and 80% of falls are unassisted [7-9]. Cost analysis studies estimate inpatient falls add approximately US $3500 to US $14,000 per patient stay, depending on whether there is serious injury [5,10]. The US Centers for Medicare and Medicaid Services (CMS) lists falls as one of 14 categories of preventable hospital-acquired conditions. Since 2008, CMS no longer pays for the extra health care costs associated with hospital-acquired falls, shifting the cost burden to hospitals [2,11,12].

Fall prevention strategies using innovative medical technology can potentially improve health care delivery and patient safety [13]. A range of medical-alerting devices have already begun using wireless sensor technologies to target pressure injuries and vital sign monitoring; however, only a few have published their results [14-15].

Although alerting technology can help nurses, inaccurate or false alarms can have the opposite effect on both caregivers and patients. Studies show 80% to 99% of monitor alarms are false or clinically insignificant [16-18]. With low positive predictive value (PPV) for monitoring alerts, nurses may experience alarm fatigue. Repeated false alarms leads to desensitization and true alarms requiring intervention could be ignored [19]. An alert monitoring system with a high PPV, routed to the appropriate caregiver or clinician, is needed to provide alerts that will lead to timely action. Furthermore, increasing alert PPV could minimize sleep disruption and positively affect recovery for patients [20].

We report the use of a medical Intranet of things (IoT) system to assess how quickly nurses respond to bed exits in an acute care hospital setting where an automated bed sensor pad system was used to analyze real-time patient movement data and provide timely alerts to nursing staff, with the potential to ultimately reduce bed falls (see Figure 1 for system setup in the hospital setting).
Methods

Setting
This study was conducted at a 317-bed suburban Massachusetts teaching hospital for 12 months from August 4, 2015 to July 31, 2016. Patients were recruited from a 35-bed medical-surgical ward. Patients 18 years and older and deemed a high fall risk (Morse Fall Scale score ≥45) were eligible for inclusion in the study [21]. Vulnerable populations (eg, prisoners, patients undergoing stem cell transplant) were excluded. Patients were placed throughout the ward; high fall risk patients (eg, those with encephalopathy) were generally placed in rooms in zone 1 (within 40 feet of the nursing station). Zones 2 and 3 rooms were 41 to 85 feet and 86 to 110 feet away from the nursing station, respectively.

Patient Consent
Clinical research assistants talked with eligible patients about the study when they were first admitted to the ward. Patients interested in participating signed a written consent form. For patients who could not readily consent on their own, family members and legal representatives could consent on behalf of the patient (see Figure 2). Basic demographic information was collected from eligible patients along with their Morse Fall Scale to confirm eligibility. This study was approved by the Lahey Hospital and Medical Center Institutional Review Board (IRB).

Medical Intranet of Things System Setup
The study tested the SensableCare System for reducing bed falls. A pressure-sensing pad was placed between the mattress surface and the bed sheet (Figure 3). The sensor pad was positioned so it monitored movement from the patients’ shoulder to thighs. The pad is approximately 46 inches by 30 inches and encased in a waterproof nylon cover that is coated to provide bacterial resistance. It covered 49.3% of the bed and reached 2.5 inches from the edge of the bed. The pad sensor array detects when pressure is applied. When the system recognizes an increased probability of a bed exit, the system’s software algorithm alerts the nursing staff via an app on a mobile device (ie, mobile phone) that nurses carry and to a dashboard at the nursing station. When the patient attempts to leave the bed, an audible message comes from a control box next to the patient’s bed reminding the patient not to leave and that a nurse will arrive shortly. Concurrently, nurses receive the alerts at a dashboard and through their mobile phone via audible, vibratory, and visual alerts to prompt them for rapid response. All the system components are connected to the Intranet, allowing caregivers to receive actionable alerts whenever their mobile device is online. Each device on the network is identified by its IP address or MAC address.

The SensableCare System allows nurses to visualize how the patient is positioned in bed at the time of the alert, from which number the alert is being generated, and informs other nurses when a patient is being assisted. Using a predictive algorithm, the system can also identify patients’ activities in bed (eg, whether a patient begins to stir in bed, sits up in bed), before the patient attempts to leave the bed, or is already out of bed.

Nurses are able to customize each individual patient’s alert settings. Nurses receive bed-leaving alerts when the system detects the patient attempting to leave the bed or is out of the bed. Nurses can also choose to receive alerts earlier, when a patient is stirring after being still for longer than 20 minutes and/or when a patient is sitting up in bed. Both the nurse and nurse aide responsible for an enrolled patient would receive were 41 to 85 feet and 86 to 110 feet away from the nursing station, respectively.
alerts directly through their mobile phones via a real-time push notification. The charge nurse at the nursing station would also receive alerts through the SensableCare app on the dashboard. Nurses respond to the alert by tapping the control box in the patient’s room or returning the patient back to bed, in order to turn off the alerts at the dashboard and on other nurses’ mobile phones (ie, Apple iPhone for this trial).

As a condition for the trial, the hospital’s existing bed alarm (Stryker Secure II hospital bed with a bed-exit system) was maintained and used concurrently with the SensableCare System for patients who consented to the study. Those who did not consent to the study only used the existing Stryker bed alarm. The Stryker bed signals when a patient is exiting the bed via an audible alert. A high-pitched sound signifies the patient is leaving or is out of bed. A hallway light outside the patient room flashes in conjunction with the audible alert. The nurses would listen for the sound and go to the room with the flashing hallway light to assist the patient. Patients not participating in the study continued to only use the hospital’s existing bed fall alarms.

Figure 3. Intranet of things architecture of the SensableCare System. The sensor pad sends data through a cable to the control box located at the patient’s bedside. The control box wirelessly transmits this data to the Bluetooth routers located throughout the ward. This information then travels through the hospital network to the dashboard and docking server where the data is analyzed. When an alert is sent to the nurse via an app on their mobile phone, it is wirelessly transmitted through the hospital’s Wi-Fi network.

**Bed Fall Alerts and Patient Positioning Data**

Sensor pad data were collected automatically from the system. These data included patient positioning data, the times the alert was sent to nursing staff, time to turn off bed-exit alerts, when a patient returned to bed, and the duration a patient spent out of bed. Data on patient falls were collected by the clinical research assistants and confirmed with the nurse manager of the unit.

In a previous engineering validation study of 47 patients in a hospital using a low-resolution camera to match movement captured with the sensor pad data, the PPV was 78.5% (unpublished data). System specificity is difficult to calculate in this system because it refers to the true negative rate in which a patient did not leave the bed and the system did not generate an alert. In this study, we calculated the PPV as it was implemented at Lahey Hospital and Medical Center. Because this was a 1-year pilot study approved to understand the integration of medical technology into hospital workflow,
Quantitative Data Analysis

Independent and Dependent Variables

The primary dependent variable of this study was nurse response time to alerts. Time-to-response data were calculated for all events when a nurse responded to an alert within 5 minutes; alarms turned off after 5 minutes were excluded because they were observed to be situations in which patients were assisted without the nurse first disabling the alarm.

To assess possible factors that may predict nurses’ response times to alerts, this study included the following independent variables: demographic characteristics of patients (sex, age, weight, and fall risk factors) and characteristics of alerts (alert room, alert day, and alert time). Alert room was categorized as follows: zone 1, which is closest to the nursing station (within 40 feet from nursing station); zone 2, rooms further from the nursing station (41-85 feet away); and zone 3, rooms furthest from nursing station (86-110 feet away). Alert day was classified as “weekday” or “weekend.” Alert time was divided into three groups: day shift, evening shift, and overnight shift.

We conducted descriptive analyses to provide a sociodemographic profile of patients and the correlations of alert characteristics and nurses’ response times to alerts. After descriptive analysis, linear regression with generalized estimating equations (GEE) was used to examine the relationship among various factors and the alert response time. All $P$ values were two-sided. Analyses were done using SAS version 9.4 (SAS Institute Inc, Cary, NC, USA).

Qualitative Study With Focus Groups

Qualitative data regarding staff interactions with the system were collected during two focus group sessions with a total of 25 nurses, each lasting approximately 1.5 hours. The focus groups were held on consecutive days to allow nurses separate opportunities to attend. Two research staff conducted the focus group with one serving as moderator and the other as note taker. Nurse managers invited all hospital staff working in the ward to voluntarily participate without monetary compensation. Research staff used a prepared list of questions approved by the IRB to facilitate focus group discussion. Detailed transcriptions were analyzed for themes related to barriers and facilitators for integrating the system into nurses’ clinical workflow.

Results

Falls and Response to Alerts

During the study period, 91 patients used the system for 234.0 patient-days and experienced no bed falls. Both male and female patients with a range of ages, weights, and Morse fall scores participated in the trial (Table 1).
Table 1. Patient profiles (N=91).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>44 (48)</td>
</tr>
<tr>
<td>Female</td>
<td>47 (52)</td>
</tr>
<tr>
<td><strong>Age (years), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;65</td>
<td>20 (22)</td>
</tr>
<tr>
<td>65-74</td>
<td>22 (24)</td>
</tr>
<tr>
<td>≥75</td>
<td>49 (54)</td>
</tr>
<tr>
<td><strong>Weight (lb), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;150</td>
<td>24 (26)</td>
</tr>
<tr>
<td>150-199</td>
<td>37 (41)</td>
</tr>
<tr>
<td>≥200</td>
<td>26 (29)</td>
</tr>
<tr>
<td>Missing&lt;sup&gt;a&lt;/sup&gt;</td>
<td>4 (4)</td>
</tr>
<tr>
<td><strong>Morse Fall Score, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>45-60</td>
<td>41 (45)</td>
</tr>
<tr>
<td>65-80</td>
<td>20 (22)</td>
</tr>
<tr>
<td>85-125</td>
<td>30 (33)</td>
</tr>
<tr>
<td><strong>Zone, b n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Zone 1</td>
<td>29 (32)</td>
</tr>
<tr>
<td>Zone 2</td>
<td>29 (32)</td>
</tr>
<tr>
<td>Zone 3</td>
<td>33 (36)</td>
</tr>
<tr>
<td><strong>Patient-days on trial</strong></td>
<td></td>
</tr>
<tr>
<td>Total, n</td>
<td>234.0</td>
</tr>
<tr>
<td>Per patient, mean (SD)</td>
<td>2.6 (2.1)</td>
</tr>
<tr>
<td><strong>Morse Fall Score items (Morse Fall Score points), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Falls history</td>
<td></td>
</tr>
<tr>
<td>No (0)</td>
<td>39 (43)</td>
</tr>
<tr>
<td>Yes (25)</td>
<td>52 (57)</td>
</tr>
<tr>
<td>Secondary diagnosis</td>
<td></td>
</tr>
<tr>
<td>No (0)</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Yes (15)</td>
<td>89 (98)</td>
</tr>
<tr>
<td>Ambulatory aid</td>
<td></td>
</tr>
<tr>
<td>Bed rest/nurse assist (0)</td>
<td>43 (47)</td>
</tr>
<tr>
<td>Crutches/cane/walker (15)</td>
<td>48 (53)</td>
</tr>
<tr>
<td>Furniture (30)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>IV/saline lock</td>
<td></td>
</tr>
<tr>
<td>No (0)</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Yes (20)</td>
<td>89 (98)</td>
</tr>
<tr>
<td>Gait/Transferring</td>
<td></td>
</tr>
<tr>
<td>Normal/bedrest/immobile (0)</td>
<td>13 (14)</td>
</tr>
<tr>
<td>Weak (10)</td>
<td>74 (81)</td>
</tr>
<tr>
<td>Impaired (20)</td>
<td>4 (4)</td>
</tr>
</tbody>
</table>
Participants

**Characteristics**

**Mental status**

<table>
<thead>
<tr>
<th>Description</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oriented to own ability (0)</td>
<td>74 (81)</td>
</tr>
<tr>
<td>Forgets limitations (15)</td>
<td>17 (19)</td>
</tr>
</tbody>
</table>

*a* Weights were not recorded in the electronic health record.

*b* Zone 1: closest to nursing station (within 40 feet from nursing station); zone 2: rooms further from nurse station (41-85 feet from nursing station); zone 3: rooms furthest from nursing station (86-110 feet from nursing station).

Nursing staff responded to alerts on average within a mean 45.9 (SD 64.7) seconds (Table 2). The SensableCare System bed alarm’s PPV was 62.1% (260 positive bed-leaving attempts/419 total bed alerts). The alert reset times among the three shifts were mean 42.3 (SD 62.4) seconds for day shift; mean 43.7 (SD 61.2) seconds for night shift, and mean 57.1 (SD 74.0) seconds for overnight shift; the overnight shift required more time to respond to alerts ($P=0.004$; see Table 2).

### Table 2. Alert characteristics and response.

<table>
<thead>
<tr>
<th>Alert characteristics</th>
<th>Events, n</th>
<th>Alerts reset (within 5 min), n</th>
<th>Time to turn off alert (sec), mean (SD)</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total events (bed leaving/out of bed)</td>
<td>1645</td>
<td>1416</td>
<td>45.9 (64.7)</td>
<td>.002</td>
</tr>
<tr>
<td><strong>Alert room</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zone 1</td>
<td>710</td>
<td>628</td>
<td>41.3 (58.3)</td>
<td></td>
</tr>
<tr>
<td>Zone 2</td>
<td>413</td>
<td>363</td>
<td>42.8 (61.1)</td>
<td></td>
</tr>
<tr>
<td>Zone 3</td>
<td>522</td>
<td>425</td>
<td>55.2 (75.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Alert day</strong></td>
<td></td>
<td></td>
<td></td>
<td>.17</td>
</tr>
<tr>
<td>Weekday</td>
<td>1200</td>
<td>1040</td>
<td>47.2 (66.3)</td>
<td></td>
</tr>
<tr>
<td>Weekend</td>
<td>445</td>
<td>376</td>
<td>42.1 (59.9)</td>
<td></td>
</tr>
<tr>
<td><strong>Alert time</strong> (by shift)</td>
<td></td>
<td></td>
<td></td>
<td>.004</td>
</tr>
<tr>
<td>Day shift</td>
<td>703</td>
<td>581</td>
<td>42.3 (62.4)</td>
<td></td>
</tr>
<tr>
<td>Night shift</td>
<td>612</td>
<td>543</td>
<td>43.7 (61.2)</td>
<td></td>
</tr>
<tr>
<td>Overnight shift</td>
<td>330</td>
<td>292</td>
<td>57.1 (74.0)</td>
<td></td>
</tr>
</tbody>
</table>

*a* If alert was reset or patient return to bed was >5 minutes, they were considered unaddressed alerts and not included in this table.

*b* Using $t$ test (two groups) or ANOVA (three groups).

*c* Zone 1: within 40 feet of nursing station; zone 2: within 40-85 feet of nursing station; zone 3: within 85-110 feet of nursing station.

*d* Day shift: 07:00-14:59; evening shift: 15:00-22:59; overnight shift: 23:00-06:59 #

In multivariate linear regression using GEE (Table 3), response times were longer during the overnight nursing shift (beta=14.22, $P=0.005$) compared to the day shift. Patient characteristics, alert room, and alert day were not significantly associated with alert response time.
Table 3. Factors predicting response time: multivariate linear regression using GEE.

<table>
<thead>
<tr>
<th>Response time factors</th>
<th>Beta (SE)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Patient characteristics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex (ref: female)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>−5.07 (6.44)</td>
<td>.43</td>
</tr>
<tr>
<td>Age, year (ref: &lt;65)</td>
<td>7.58 (10.10)</td>
<td>.45</td>
</tr>
<tr>
<td>65-74</td>
<td>6.63 (8.34)</td>
<td>.43</td>
</tr>
<tr>
<td>≥75</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weight, lb (ref: 150-199)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;150</td>
<td>−11.88 (6.45)</td>
<td>.07</td>
</tr>
<tr>
<td>≥200</td>
<td>13.01 (9.52)</td>
<td>.17</td>
</tr>
<tr>
<td>Falls history (ref: no)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>8.93 (5.07)</td>
<td>.08</td>
</tr>
<tr>
<td>Ambulatory aid (ref: bed rest/nurse assist)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Crutches/cane/walker</td>
<td>−4.69 (5.39)</td>
<td>.38</td>
</tr>
<tr>
<td>Gait/Transferring (ref: normal/bedrest/immobile)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weak/impaired</td>
<td>−5.05 (8.79)</td>
<td>.57</td>
</tr>
<tr>
<td>Mental status (ref: oriented to own ability)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Forgets limitations</td>
<td>−1.77 (5.94)</td>
<td>.77</td>
</tr>
<tr>
<td><strong>Alert characteristics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alert room (ref: zone 2+3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zone 1</td>
<td>−0.62 (4.76)</td>
<td>.90</td>
</tr>
<tr>
<td>Alert day (ref: weekend)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weekday</td>
<td>0.99 (3.84)</td>
<td>.80</td>
</tr>
<tr>
<td>Alert time (ref: day shift)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evening shift</td>
<td>0.65 (4.00)</td>
<td>.87</td>
</tr>
<tr>
<td>Overnight shift</td>
<td>14.22 (5.08)</td>
<td>.005</td>
</tr>
</tbody>
</table>

**User Experience**

Focus group participants found the SensableCare System easy to use and valued it as an effective technology for reducing bed falls: “It is helpful for really weak and unsteady patients,” reported one participant. Participants were satisfied overall with the user interface, system design, and mobile phone notifications: “…instead of browsing, you can see [in] which room [the alarm] is going off…notifications on the phone instead of browsing through the hallway…I find it positive, takes you less time.” Specific alerts on patient statuses (ie, stirring, sitting up, leaving, out of bed) were informative in understanding patient behaviors and comfort levels: “I like to know that [the patient] has moved in bed, my patient attempted to get out of bed, etc” and “Stirring shows patient is a little uncomfortable in the bed so check on them anyway.” There were self-reported instances in which nurses did not respond to an alert (ie, nurses were not carrying their mobile phones, when they were caring for another patient, or when they were busy and otherwise unable to check the phone): “Sometimes I can’t drop what I am doing to check the phone.” Nurses generally found the current SensableCare System useful and integrated well into their nursing workflow. Participants expressed that they could envision the system in multiple hospital settings.

When there were false alerts, nurses expressed that the system sometimes would sound when the patient was going back to bed. This was quickly remedied by tapping the control box when the nurse was at the patient bedside. Patients who rolled over toward the edge of the bed could also trigger a leaving alert. However, in those instances, nurses expressed that it was a minor inconvenience to have the ability to prevent bed falls for their patients.

**Discussion**

To our knowledge, this is the first study using a predictive algorithm with data collected from sensors to proactively reduce the fall risk in an acute care setting. By providing nurses with alerts to unassisted bed exits, the study looked at whether nurses responded quickly using this system. The ability for such a bed alert system to help prevent unassisted bed-leaving events might depend on at least three key technology factors: increased time for nursing/caregiver response, enabling nurses to respond from...
wherever they are, and eliciting a specific response to prevent bed falls.

On average, nurses reset the alarm approximately 46 seconds after an alert was triggered. Because the system’s software algorithm enables an alert to nursing staff’s mobile device directly when a patient is initiating a departure from bed, they have more time to respond, hence decreasing the likelihood of bed falls. Furthermore, nurses can choose to receive earlier notifications (eg, patients stirring, sitting up), creating a graduated sequence of potential bed-exit notifications. Giving nurses additional time to respond to a potential bed exit allows them to respond in an appropriate and timely manner. Because nurses must balance multiple patient care responsibilities, it may take some time to drop what they are currently doing to address an immediate patient safety risk. Furthermore, once nurses arrive at the bedside, they are likely to assist the patient first before turning off the sounding alarm. This sequence of events may increase the observed response time recorded by our system.

Currently, high fall risk patients are placed in zones closest to the nursing station for better monitoring and responsiveness to bed-leaving events. Our study found there is no significant correlation between a patient’s location on the ward and nursing response time. This may suggest that by using an alerting system that sends notifications directly to nurses’ mobile devices, nurses can equally respond to unassisted bed exits wherever patients are located on the ward. Nurses may no longer have to move patients to a room closer to the nursing station.

The PPV with the SensableCare System in this study is 62.1%. One multicenter study found that alarms from a typical physiologic monitor have PPVs of 27% [22]; the same study saw only 5.9% of the monitor alarms led to a nurse’s response [22]. Alarm fatigue may cause health care professionals to lower the alarm volume, adjust alarm settings to a point that is unsafe for the patient, or even ignore or deactivate the alarm. One study found that desensitization to alarms and missing alarms have been attributed to patient deaths [23]. SensableCare System’s high PPV may have reduced concerns for false alarms.

A medical IoT system may provide information that is helpful in improving hospital operations. Comparing unit alert response times to fall rates may give administrators a metric for potentially reducing bed falls. Nurses can use the number of alerts generated during a particular shift to think about staffing levels and whether they are adequate to address potential bed fall events in a timely manner. Moreover, patient experience will improve with less noise on the ward when alerts are sent to specific nurses.

In summary, we have demonstrated that the SensableCare System is feasible and can be integrated to acute care hospitals. Nurses responded to the system bed alerts quickly and saw no falls for patients who participated during the pilot study. Further work to understand the total cost of ownership to operate a medical IoT can help hospital administrators calculate the cost benefits of using such a system. These costs can be determined if a hospital uses the SensableCare System to optimize nurse staffing or uses a dedicated staff member to carry a mobile device to quickly respond and help patients in a ward.

There are some limitations to this pilot study, including the small number of patients, recruitment of only high fall risk patients, and data from a single hospital unit. Moreover, the standard of care for preventing bed falls, which was the hospital’s existing bed alarm, was turned on while the study was taking place on the same beds. This could underestimate the effect of the system if used alone. Also, because nurses were aware that fall risk and the SensableCare System were being studied, they may have been more vigilant (ie, Hawthorne effect) when using the system.

In conclusion, the preliminary evidence suggests that a technological solution using IoT may mitigate the long-standing patient safety fall risk in acute care hospitals while providing hospitals with baseline information for quality improvement, including response time from alarm to assist. Further study is necessary to fully assess the effectiveness of such systems in hospital settings.
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Abstract

Background: EDUCERE (“Ubiquitous Detection Ecosystem to Care and Early Stimulation for Children with Developmental Disorders”) is an ecosystem for ubiquitous detection, care, and early stimulation of children with developmental disorders. The objectives of this Spanish government-funded research and development project are to investigate, develop, and evaluate innovative solutions to detect changes in psychomotor development through the natural interaction of children with toys and everyday objects, and perform stimulation and early attention activities in real environments such as home and school. Thirty multidisciplinary professionals and three nursery schools worked in the EDUCERE project between 2014 and 2017 and they obtained satisfactory results. Related to EDUCERE, we found studies based on providing networks of connected smart objects and the interaction between toys and social networks.

Objective: This research includes the design, implementation, and validation of an EDUCERE smart toy aimed to automatically detect delays in psychomotor development. The results from initial tests led to enhancing the effectiveness of the original design and deployment. The smart toy, based on stackable cubes, has a data collector module and a smart system for detection of developmental delays, called the EDUCERE developmental delay screening system (DDSS).

Methods: The pilot study involved 65 toddlers aged between 23 and 37 months (mean=29.02, SD 3.81) who built a tower with five stackable cubes, designed by following the EDUCERE smart toy model. As toddlers made the tower, sensors in the cubes sent data to a collector module through a wireless connection. All trials were video-recorded for further analysis by child development experts. After watching the videos, experts scored the performance of the trials to compare and fine-tune the interpretation of the data automatically gathered by the toy-embedded sensors.

Results: Judges were highly reliable in an interrater agreement analysis (intraclass correlation 0.961, 95% CI 0.937-0.967), suggesting that the process was successful to separate different levels of performance. A factor analysis of collected data showed that three factors, trembling, speed, and accuracy, accounted for 76.79% of the total variance, but only two of them were predictors of performance in a regression analysis: accuracy ($P=.001$) and speed ($P=.002$). The other factor, trembling ($P=.79$), did not have a significant effect on this dependent variable.

Conclusions: The EDUCERE DDSS is ready to use the regression equation obtained for the dependent variable “performance” as an algorithm for the automatic detection of psychomotor developmental delays. The results of the factor analysis are valuable to simplify the design of the smart toy by taking into account only the significant variables in the collector module. The fine-tuning
of the toy process module will be carried out by following the specifications resulting from the analysis of the data to improve the efficiency and effectiveness of the product.

Introduction

In early childhood, children learn by playing in natural settings such as the playground, home, or kindergarten. By playing, children develop various cognitive, perceptual, motor, linguistic, and communicative skills. When a child plays alone, he or she interacts with objects, usually toys, and performs various movements, such as picking or throwing objects, placing them in a row, or stacking them on top of one another. Not all these movements are simple; for example, building a tower with stackable cubes can be difficult for children between ages 2 and 3 years, especially if the cubes are small and the tower is high. Standardized developmental tests include items that ask children to make a tower by stacking cubes [1]. At 24 months of age, children must be able to stack at least five cubes. If a child does not succeed, he or she will be below the standard 24-month-old score, which may indicate some kind of delay in psychomotor development, the seriousness of which depends on the number of cubes the child can stack. Of course, a child development test is composed of several items that measure not only psychomotor development, but also language development, for example, through the understanding of instructions.

The research performed in the EDUCERE (Ecosistema de Detección Ubicua, atención y Estimulación temprana para niños con trastornos del Desarrollo; “Ubiquitous Detection Ecosystem to Care and Early Stimulation for Children with Developmental Disorders”) project focuses on psychomotor development and analyzes how toddlers build a tower of cubes by electronically recording all significant movements performed by the children. The tower of five stacking cubes is an example of the psychomotor behavior of toddlers aged between 2 and 3 years. The aim is to determine if children are capable of building the tower and to analyze how they do it in order to detect minimal delays in development, which may lead to preventive monitoring of some children or, when appropriate, to the implementation of an early attention program.

Ubiquitous computing and ambient intelligence could support innovative application domains, such as the detection of motor impairments within the home environment [2]. Hence, the embedding of different kinds of sensors into everyday toys will allow the collection of systematic information processes and actions in order to make an early detection of potential problems that may affect development in the field of mobility. Furthermore, the detection of a potential motor problem paves the way to the utilization of this technology for early attention to children through educational activities that can mitigate possible additional effects in the future.

Further to this contextualization, the goal of the EDUCERE project [3], including the cube-based smart toy design presented in Rivera et al [4], is to build a developmental delay screening system (DDSS) at home or school that can record children’s behavior and skills in order to detect early psychomotor developmental problems and promote stimulation activities. A multidisciplinary group of 30 researchers specialized in disciplines of childhood development (educators, psychologists, physiotherapists) and computer science engineers defined the smart toys model, the set of detectable measures, the embeddable sensors kits, and useful numeric information. The first toy selected by the working team was a set of cubes and the defined activity was to build a tower of cubes [4]. The aim of the DDSS is to provide authorized professionals with sufficient reliable information about the activity performed by a child. Smart toys help professionals by giving information about the following parameters [4]: (1) motion pattern while the child is moving a cube, including time of activity, acceleration, speed, and shaking data, and (2) tower status, including knowledge about how the children made the cube tower, how long it took, and how accurate was the alignment of cubes in the tower.

Early detection of developmental problems is a critical matter to assure the wellness of children [5]. Nowadays, most experts use different activities to evaluate the evolution of child development and motor skills, and many of these activities involve the manipulation of toys and other objects [6]. In fact, there are developmental scales, such as Merrill-Palmer [1] or Bayley [7] scales, which use specific toys and activities done by the child and are employed to identify possible delays or difficulties.

There are many childhood disorders, such as autism spectrum disorders, that can be detected by using information from the child’s movements in certain activities [8-10]. Therefore, using sensors to obtain this kind of information is a logical step toward a more accurate detection process [11]. For instance, Marschollek et al [12] showed a classification of sensors to be used for these tasks, although oriented to wearable devices. In addition, unobtrusive wearable devices such as wristbands help to detect and measure movements [13]. Moreover, Taffoni et al [14] described how wearable sensors can measure children’s movement when stacking a pile of cubes.

These approaches are partially intrusive because children have to use special wearable devices that are not part of their everyday routines. The goal of the EDUCERE project is to embed the measurement tools in ordinary objects, extending the Internet of things (IoT) paradigm to an “Internet of toys” experience by creating smart toys based on everyday objects equipped with low-cost sensors. This allows the acquisition of accurate information without interfering in children’s daily activities.
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This approach to the IoT using toys as smart objects is not exclusive for the purposes presented in this paper. For instance, Wang et al. [15] explored the relationship of the IoT and toys (Internet of toys) in terms of interaction between toys and social networks. In addition, the Disney Research laboratories worked in the Internet of toys through the European CALIPSO project [16], which the main goal was to provide networks of connected smart objects, but their main efforts were on the design of low-consumption and low-latency communication protocols between the objects [17].

Materials

Smart Toys Development

The EDUCERE project aims to create a whole ecosystem of compatible smart toys that provide information that helps child development professionals to detect potential developmental problems. The first toys created for that purpose were a set of cubes that can be stacked to build a tower [4], but other compatible toys, such as pegboards, rattles, or balls, were designed. As a design consideration, we established that the cube must be safe for child interaction. Hence, the cubes cannot open while the toddler plays with them to avoid smaller pieces inside the block from causing harm to the toddler.

All toys include the ATMEL ATmega328p microcontroller by Atmel Corporation (San Jose, CA, USA). This controller is integrated with Arduino boards and is compatible with them, offering an easy and fast prototyping platform to develop the toy software through the Arduino integrated drive electronics. Each toy includes the sensors that add the needed functionality in each case. Every toy uses a NRF24 radio frequency adapter for communications with a data collector device. The NRF24L01+ by Nordic Semiconductor ASA (Oslo, Norway) is an ATmega328p-compatible 2.4 GHz radio frequency transmitter/receiver chosen because of its size, low cost, and low consumption.

Specifically, the stackable cubes consist of the preceding components and:

1. A 3.7 lithium-ion polymer battery. The main limitation for the battery was the maximum size of the cubes (2.5 cm per side), so 150 milliamp hour was the maximum capacity to be fitted in the available space. In addition, a protection circuit was included to ensure that the battery never offers less than 3.2 volts.
2. A set of 12 (two per cube face) light-dependent resistor sensors from Silonex Inc (Montreal, QC, Canada). These sensors allow for determining which face of the cube is covered at each moment.
3. A MPU-9150 InvenSense by Sunnyvale (San Jose, CA, USA) with a three-axis accelerometer and gyroscope. This sensor provides speed, acceleration, and shaking level values for each cube movement.
4. A tilt-based switch that enables a sleep mode to decrease power consumption.
5. Three light-emitting diodes (LEDs) and a buzzer for a visual and auditory user interface.

Figure 1. The cube printed circuit board construction (a-c) and the 3D printed external case (d).
The very strict size constraint in cube size (no more than 2.5 cm for each face) required designing a specific printed circuit board (PCB) shaped as a cube itself. The PCB is divided into six square faces and each face contains part of the printed circuit. Figure 1 shows how the faces are welded together at 90 degrees creating two pieces that are assembled together as a cube. Finally, a plastic 3D printed case was designed to cover the circuit board. A prototype set of 10 cubes was built for the laboratory experiments initially, but more cubes were assembled allowing more experiments to be performed in parallel in different schools.

Cubes transmit the gathered data to a collector module that gives format and stores and encrypts the information. The collector module has been deployed in a Raspberry Pi board with a NRF24L01+ adapter that allows it to connect by itself to the toys. The collector provides a RESTful application program interface through a Wi-Fi access point that allows for managing the experiments and the data files obtained in these experiments using a native app in a tablet or a phone. The data files are cyphered using Advanced Encryption Standard (AES) on Cipher Block Chaining (CBC) mode with a one-use 128-bit key. The key is randomly generated for each experiment and is also encrypted with the RSA DDSS public key to ensure the information is only accessible in a secure Web server.

The EDUCERE Developmental Delay Screening System

Figure 2 shows the general component architecture of the EDUCERE DDSS. The left side (activity selection and experimentation) shows the necessary elements for the experiment: the child playing with the toy, the smart toy, a professional to assist the child, a Raspberry Pi (used as collector to obtain and save the received data from the smart toy with the rest of experiment information), and a tablet with a mobile app to interact with the collector (for starting, finalizing, repeating, and storing the experiments). The right part (EDUCERE DDSS) shows the components for registry, consultation, and modification of information about children, professionals, and experiments. Professionals can also perform the analysis of the results obtained by the children with the smart toys interaction.

The DDSS of EDUCERE contains all administrative tasks to securely register children, professionals, and activities used during the experimentation scenario. The registry process is done in two steps:

1. Before beginning the process of experimentation with the explicit smart toy, a user with an administrative role will access the EDUCERE system to store the following information: the specific smart toy for the experimentation, the activities that can be performed with that smart toy, and the professional who will carry out the experiment.

2. After that, the administrative user reports to the professional so that they can begin the experimentation process. The professional must be authenticated in the EDUCERE DDSS and enter the information requested for each of the children who will be performing the experiment.

The person with the professional role must upload information about the children who will carry out the experiment with the smart toy. The professional enters name, date of birth, gender, the name of the professional who will carry out the experiment, and the name of the center where this experiment will be done. The professional must also record in EDUCERE the information about the activities that the child could do with the smart toy.

Figure 2. Components of the general architecture in EDUCERE developmental delay screening system.
Several children participate at each screening session. In addition, the experimentation session can last for several days with the whole group. Figure 3 shows the use case diagram with the main functionality of the mobile app developed for the tablet.

Use cases of the mobile app consist of three main stages:

1. **Experimental management:** includes all use cases related to the experimentation process. Users log in to the mobile app to access, such as a known professional. In this case, only the log-in of the professional is required. Before starting experiments, the mobile app (previously connected to the EDUCERE Wi-Fi generated by the Raspberry Pi collector) synchronizes professionals and children with the collector. To start experiments, it is required to create or use an experiment session because all experiments will belong to a concrete session. The professional could also drop a session when the session is over. Once the professional has selected a session, the professional should configure the experiment, choosing a registered child and the cube activity. The experiment starts when the professional presses the “start experiment” button. The experiment stops when he or she presses the “stop experiment” button. Next, the professional can refuse it or store it. If the professional chooses to store it, the collector sends all data collected during the experiment in an encrypted file form. This file is saved in the internal storage of the mobile or tablet.

2. **Server synchronization:** there are two ways of synchronization between the mobile app and the EDUCERE DDSS server. Before the experiment starts, the mobile app connects with the EDUCERE DDSS server to download information about registered children and professionals. The mobile app uses this information to synchronize the professionals and children with the collector. After performing experiments, the mobile app connects with the EDUCERE DDSS server to upload experiment files with the collected measurements to the server.

3. **Server authentication:** to synchronize the mobile app with the EDUCERE DDSS server, the professional must be authenticated in the app (submitting log-in and password) to access to the server. This log-in and password are sent to the server to start synchronization.

The mobile app has been implemented in HTML5-Javascript for cross-platform development, using jQuery and the responsive Web app development framework Bootstrap. Through Cordova, a well-known open source mobile development framework, the wrapper is generated to run the app on different mobile platforms, such as Android or iOS. The result is a hybrid app executed via Web views. Cordova also provides a series of plug-ins to access the functionalities of the mobile device, such as internal storage, connection detection, and vibration, all of which are necessary for the development of the mobile app.

Figure 4 shows an example of two interfaces of the mobile EDUCERE app. Part A displays the interface to start a concrete experiment with a child by using one of the smart toys developed. Through this user interface, professionals can choose the child and the type of experiment. The “start experiment” button sends the signal “start” to the collector to start storing data from the experiment. Part B contains information of all performed experiments by the professional. This screen includes the button “send all experiments to the server” to upload json experiment files to the EDUCERE DDSS.
Figure 4. EDUCERE mobile app interfaces (in Spanish). The professional can select the toy for experiment (a) and show data from experiments performed (b).

Figure 5. Steps for interaction with the EDUCERE developmental delay screening system.
During the experimentation scenario, the records of the activities performed by the child with the smart toy are collected and sent to the EDUCERE DDSS to be persistently stored (see Figure 5). In addition, the EDUCERE DDSS checks the results obtained by each child with the smart toy. Thus, the information stored in the EDUCERE system can provide professionals with useful information about early detection of a child’s motor difficulties.

Both in the school or home scenario, the child registered in the EDUCERE DDSS performs the activity indicated by the professional with the specific smart toy (rattles, balls, and cube towers). In this task, the professional assesses the child during the experimentation process and takes responsibility for the experiment. He/she uses a tablet to perform the process of starting the experiment, finalizing the experiment, and storing it. This is the way in which communication occurs between the professional and the collector, who manages the activity to be performed with the smart toy.

As Figure 5 outlines, the professional should take the following steps to guide the child in the interaction process with the game:

1. When opening the app, the displayed home screen helps to identify the professional who will perform the experiment. Once the professional provides identification, he or she selects the child who will perform the experiment. After that, the professional chooses the cube tower activity, which is the activity to be performed in which the child plays with a set of cubes.

2. Start experiment. At this point, it is necessary to synchronize the collector with the identifiers that are in the tablet corresponding to the child and professional (steps A and B in Figure 5). Then, the professional chooses a session already created or he/she starts with the creation of a new session. This distinction is necessary because the experimentation process with a set of children can be done over several days and it may be necessary that all the experiments belong to the same session, although they take place on different dates.

3. After that, the child begins interacting with the toy and the information generated by the toy’s sensors is stored in the collector. When the child completes the activity with the smart toy, the professional indicates on the tablet that the experiment has ended.

4. At this step, the experiment data in the collector are transmitted to the tablet and securely stored.

Finally, when the mobile app detects a known Wi-Fi, it connects to it to synchronize with the EDUCERE DDSS server (always prevails over all Wi-Fi raspberry, to which you must connect to start the experiment). The tablet connects to a specific Web service in the server to synchronize and transfer information between the experiments stored in the tablet and the EDUCERE system databases on the server (step A in Figure 5). The EDUCERE databases contain information that identifies registered professionals in the system and the children who have been discharged by each professional, and data from all experiments uploaded by the mobile app.

### Methods

#### Participants

A total of 65 toddlers (32 boys and 33 girls) from a public nursery school aged between 23 and 37 months (mean 29.02, SD 3.81 months) took part in a pilot trial in which they had to build a tower with five stackable cubes. The professional did not have clinical information about the toddlers who participated in the experiment. Parents signed an informed consent sent by EDUCERE project.

#### Apparatus and Materials

The toddlers were given five EDUCERE stackable cubes placed in a row on a template (Figure 6). Thus, the initial positions of the smart cubes and the place to build the tower were marked to align the trial.

The observer sat to the left of the child who was in front of the table in the middle. During the experiment, the experimenter needed the following elements: (1) a collector module (described in Smart Toys Development subsection) to format, store, encrypt, and transmit information obtained from the cubes; (2) a tablet with a mobile app (as shown Figure 4) to interact with the collector for starting, finalizing, repeating, and storing the experiments; and (3) a video camera to record all trials for later viewing.
Figure 6. Experimental scenario. Initially the five cubes are placed in a row on the template and the child is to build a tower with the cubes on the square in front.

**Procedure**

The set up of the trials was fixed on the tables used by the toddlers. The professional made the tower with the stackable cubes in the marked position while saying, “Look, I’m going to make a tower with these cubes right here” (see Multimedia Appendix 1, Table S1). After a few seconds and making sure that the toddler looked at the tower, the professional put the cubes back in their initial positions. Then the adult asked the child to make the tower (“Now I would like you to make a tower just like I did”) and waited for the child to make the tower. If the child dropped the pieces, the professional suggested putting them back on the tower. Children could make as many attempts as they wanted and all data were recorded but, once the video was visualized, the first attempt was selected for analysis. Finally, all toddlers received a sticker as a reward.

Four experts in child psychomotor development (one developmental psychologist, one physiotherapist, and two educators) viewed the recordings and selected an analyzable fragment and scored each child trial on a scale of 1 to 10 according to their performance. The experts had a meeting prior to viewing the videos in order to agree on assessment criteria (see Multimedia Appendix 1, Table S2).

Each expert randomly viewed half of the videos and two experts individually rated each video. In this way, two experts scored each child’s performance. The experts made their assessments without having contact with one another to ensure their independence of judgment. Because the experts came from different professional backgrounds, it was expected that their assessments would not be identical, despite having reached agreement on the criteria. Multimedia Appendix 1 (Table S2) shows the professional profiles of the four experts.

The selected video fragments had their corresponding data recorded by the collector module. These data were included, together with the expert scores, in the statistical analysis.

**Design**

The set of variables for each experiment were measured by using the sensors included in the toys (see Smart Toys Development subsection). The toy processes these variables starting from the values obtained from the sensors and stores them for each movement. The variables are the maximum acceleration during the movement, the maximum and mean speed, the time at which the maximum speed is reached within the movement, the time the movement took, and the number of shakings detected. The shakings are calculated from the graph of instantaneous accelerations by considering a shaking as data between two minimum values. There were four levels of shakings. In order to determine the level of shaking, the number of samples that fit the “mound” in the accelerations graph was taken into account. Using this classification scheme, the first level represented the smaller shakings (ie, the shorter “mounds”, where only one sample from the sensor was received before and after the maximum acceleration value) and the fourth level represented the bigger shakings (where four or more samples were received). This measurement and classification has been explained in more detail previously [4].

Once all the experiments were performed, the stored per-movement data were summarized in a per-experiment data file. The variables used in the analysis were these summarized values, including the performance scores determined by experts, which are detailed in Table 1.
Table 1. Summary of variables used in the analysis.

<table>
<thead>
<tr>
<th>Variable name</th>
<th>Meaning</th>
<th>Dimensions/Range</th>
<th>How it is calculated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance scores</td>
<td>Scores of children performing the activity</td>
<td>1-10 (10 being the best possible score)</td>
<td>It is assigned by experts while reviewing the experiment</td>
</tr>
<tr>
<td>Number of movements</td>
<td>Total number of movements made with all the cubes during an experiment</td>
<td>1-n (ideally five, one movement per cube)</td>
<td>A movement is any period of time in which the cube accelerometer sensor gives (after velocity calculation) a value high enough to determine the cube is moving (see [4] for a detailed explanation of the calculations)</td>
</tr>
<tr>
<td>Mean time of movement</td>
<td>Mean of the duration of each movement during an experiment</td>
<td>Milliseconds (msec)</td>
<td>The period of each movement is detected and stored and then the mean value of all these time values is calculated</td>
</tr>
<tr>
<td>Mean speed of movement</td>
<td>Mean of all the mean speed values measured during an experiment in meters per second.</td>
<td>Meters per second (m/s)</td>
<td>The speed values during a movement are calculated by integrating the values obtained by the cube accelerometer; with all the instant values within a movement, the mean speed is calculated and this value is the mean of these means for all the experiment</td>
</tr>
<tr>
<td>Mean of maximum speed</td>
<td>Mean of all the maximum speed values</td>
<td>m/s</td>
<td>For each speed value obtained during a movement, the maximum value is stored, then the mean of these values is calculated for the entire experiment</td>
</tr>
<tr>
<td>Highest maximum speed</td>
<td>The maximum value of the maximum speeds</td>
<td>m/s</td>
<td>For all the maximum values stored during an experiment, the maximum value is selected</td>
</tr>
<tr>
<td>Lowest maximum speed</td>
<td>The minimum value of the minimum speeds</td>
<td>m/s</td>
<td>For all the maximum values stored during an experiment, the minimum value is selected</td>
</tr>
<tr>
<td>Maximum acceleration of movement</td>
<td>Mean of the maximum acceleration values</td>
<td>m/s&lt;sup&gt;2&lt;/sup&gt;</td>
<td>The accelerations are calculated directly from the values obtained in the accelerometer; the maximum value obtained for a movement is stored and, for this variable, the mean of these maximum values is calculated</td>
</tr>
<tr>
<td>Highest maximum acceleration</td>
<td>The maximum value of the maximum accelerations</td>
<td>m/s&lt;sup&gt;2&lt;/sup&gt;</td>
<td>This variable represents the highest value of the maximum accelerations stored during an experiment</td>
</tr>
<tr>
<td>Lowest maximum acceleration</td>
<td>The minimum value of the maximum accelerations</td>
<td>m/s&lt;sup&gt;2&lt;/sup&gt;</td>
<td>This variable represents the lowest value of the maximum accelerations stored during an experiment</td>
</tr>
<tr>
<td>Mean of shaking (level 1)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Mean of the number of shaking of level 1</td>
<td>1-n</td>
<td>Given the previous definition of shaking, this variable represents the mean of the level 1 shakings measured for each movement</td>
</tr>
<tr>
<td>Mean of shaking (level 2)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Mean of the number of shaking of level 2</td>
<td>1-n</td>
<td>Given the previous definition of shaking, this variable represents the mean of the level 2 shakings measured for each movement</td>
</tr>
<tr>
<td>Mean of shaking (level 3)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Mean of the number of shaking of level 3</td>
<td>1-n</td>
<td>Given the previous definition of shaking, this variable represents the mean of the level 3 shakings measured for each movement</td>
</tr>
<tr>
<td>Mean of shaking (level 4)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Mean of the number of shaking of level 4</td>
<td>1-n</td>
<td>Given the previous definition of shaking, this variable represents the mean of the level 4 shakings measured for each movement</td>
</tr>
</tbody>
</table>

<sup>a</sup>The first level represents the smaller shakings (i.e., the shorter "mounds", where only one sample from the sensor is received before and after a maximum acceleration value) and the fourth level represents the bigger shakings (where four or more samples are received).

Results

In order to analyze interrater agreement, a reliability analysis was conducted in IBM SPSS Statistics 23. We computed a intraclass correlation coefficient (ICC) analysis, following the Model ICC (1,k) in SPSS, in which 1 denotes that each participant is assessed by a different set of randomly selected raters, and k is the number of raters for every score. In this experiment, two experts out of four were randomly assigned half of the videos to rate. The other half of the videos were rated by the two remaining experts. This way, each of 65 videos had two ratings.
In the model, reliability was calculated by taking the mean of the two raters’ measurements across the 65 scores. The ICC for single measures was 0.961 (95% CI 0.937-0.976; $F_{64,64}=50.39$, $P<.001$) and the ICC for mean measures was 0.980 (95% CI 0.967-0.988; $F_{64,64}=50.39$, $P<.001$). The ICC of 0.980 for the mean measures indicates that 98% of the variance in the mean of these raters was “real.” The 95% CI (0.967-0.988) suggests that the process was successful to separate different levels of performance. Because the reliability among the judges’ assessment was high, we used the mean of the expert’s scores as a variable of performance in the subsequent data analysis.

A factor analysis was conducted to group similar variables into dimensions [18]. This analysis does not distinguish between independent and dependent variables, but it was useful to reduce the number of variables in the predictive regression model. We needed a predictive model to build an automatic system to support detection of developmental delays. This approach was effective for redesigning the initial prototype to be more efficient by, for example, reducing the number of sensors that focus on collecting the main relevant data.

The factor analysis showed that the first three factors together accounted for 76.784% of the total variance. Table 2 includes the rotated factor loadings, which represent both how the variables were weighted for each factor, but also the correlation between the variables and the factor. The extraction method was principal axis factoring and the rotation method was varimax with Kaiser normalization.

| Table 2. Rotated component matrix. |
|-----------------|-----------------|-----------------|
| Variance and variables | Component 1 | Component 2 | Component 3 |
| Variance explained | 31.386%* | 24.788%* | 20.616%* |
| **Variable, correlation estimate** | | | |
| Number of movements | -.049 | .294 | -.782* |
| Mean time of movement (msec) | .983* | -.048 | .003 |
| Mean speed of movement (m/s) | .015 | .840* | .199 |
| Mean of max speed (m/s) | -.024 | .943* | -.009 |
| Highest maximum speed (m/s) | -.078 | .723* | -.572 |
| Lowest maximum speed (m/s) | .035 | .264 | .800* |
| Maximum acceleration of movement | -.083 | .809* | .139 |
| Highest maximum acceleration | -.090 | .642* | -.597 |
| Lowest maximum acceleration | -.044 | .447 | .784* |
| Mean of shaking 1 | .747* | -.021 | -.229 |
| Mean of shaking 2 | .896* | -.120 | -.047 |
| Mean of shaking 3 | .892* | -.024 | .173 |
| Mean of shaking 4 | .728* | .022 | .225 |

* Strongest correlations between variables and components (factors). Those in component 1 make up “trembling” factor, those in component 2 make up “speed” factor, and those in component 3 make up “accuracy” factor.

In Table 2, the most important correlations between variables and components (factors) are marked. We assigned a name to each of these factors to represent the variables that are part of them. Based on factor loadings, we think the factors represent the following concepts:

1. Component 1 presents high correlations with the variables mean time of movement and mean of shaking (1, 2, 3, and 4). We call this factor “trembling.”
2. Component 2 indicated high correlations with the variables mean speed of movement, mean maximum speed, highest maximum speed, maximum acceleration of movement, and highest maximum acceleration. We call this factor “speed.”
3. Component 3 links high correlations with the variables number of movements, lowest maximum speed, and lowest maximum acceleration. However, the correlation with number of movements was negative, as can be observed. This means that the number of movements varies in the opposite direction to that of the other significant variables of the component and, of course, opposite the factor. We call this factor “accuracy.”

In order to design the EDUCERE automatic system for the detection of delays in toddlers’ psychomotor development using the smart stackable cubes, it was necessary to describe an algorithm that included the significant factors, or independent variables, and a dependent variable “performance.”

Two multiple regression analyses were carried out to predict (1) the value of the variable performance based on the value of the three components obtained in the factor analysis, trembling, speed, and accuracy, and (2) the value of the variable “age” based on the same three components.

Table 3 presents the model summaries for all multiple regression analyses. Table 4 presents the coefficients for all multiple regression analyses.
Table 3. Multiple regression analyses: model summary.

<table>
<thead>
<tr>
<th>Model</th>
<th>Dependent</th>
<th>Predictor</th>
<th>R</th>
<th>$R^2$</th>
<th>Adjusted $R^2$</th>
<th>SE of the estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Performance</td>
<td>Accuracy, speed, trembling</td>
<td>.517</td>
<td>.267</td>
<td>.231</td>
<td>1.556</td>
</tr>
<tr>
<td>2</td>
<td>Age (months)</td>
<td>Accuracy, speed, trembling</td>
<td>.362</td>
<td>.131</td>
<td>.089</td>
<td>3.637</td>
</tr>
</tbody>
</table>

Table 4. Multiple regression analyses: coefficients.

<table>
<thead>
<tr>
<th>Model</th>
<th>Unstandardized coefficient, B (SE)</th>
<th>Standardized coefficient, beta</th>
<th>t 61</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(Constant) 7.662 (0.193)</td>
<td></td>
<td>39.698</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Trembling 0.050 (0.194)</td>
<td>0.028</td>
<td>0.257</td>
<td>.80</td>
</tr>
<tr>
<td></td>
<td>Speed −0.630 (0.194)</td>
<td>−0.355</td>
<td>−3.239</td>
<td>.002</td>
</tr>
<tr>
<td></td>
<td>Accuracy 0.665 (0.194)</td>
<td>0.375</td>
<td>3.419</td>
<td>.001</td>
</tr>
<tr>
<td>2</td>
<td>(Constant) 29.015 (0.451)</td>
<td></td>
<td>64.315</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Trembling −0.152 (0.455)</td>
<td>−0.040</td>
<td>−0.334</td>
<td>.74</td>
</tr>
<tr>
<td></td>
<td>Speed 0.003 (0.455)</td>
<td>0.001</td>
<td>0.007</td>
<td>.99</td>
</tr>
<tr>
<td></td>
<td>Accuracy 1.372 (0.455)</td>
<td>0.360</td>
<td>3.018</td>
<td>.004</td>
</tr>
</tbody>
</table>

Based on Table 3, the equation for the regression line in model 1 was: performance = 7.662 + 0.05(trembling) − 0.630(speed) + 0.665(accuracy), with the standard error of the estimate=1.556.

The coefficient for trembling (0.50) was not significantly different from zero ($P=.80$), but the coefficient was positive, which would indicate that higher trembling is related to better performance (not what we would expect). The coefficient for accuracy was positive and significantly different from zero, which means with higher accuracy there is better performance, as expected. Conversely, the coefficient for speed was significantly negative, which means that at higher speed there is worse performance.

The equation for the regression line in model 2 was: age = 29.015 − 0.152(trembling) + 0.03(speed) + 1.372(accuracy), with the standard error of the estimate=3.637.

Only the accuracy coefficient (1.372) was significant ($P=.004$). The coefficients for trembling ($P=.74$) and speed ($P=.99$) were not significantly different from zero. The accuracy coefficient was positive, which would indicate that higher accuracy was related to age (what we would expect).

Discussion

The regression equation obtained for the variable “performance” is the algorithm that will be the basis of the automatic detection of developmental delays. In order to obtain a design as efficient as possible, the design of the smart toy must be adjusted by reducing the amount of data from the collector module taking into account the nonsignificant results obtained in the statistical analyses.

From the factor analysis, we conclude that trembling explains the greater percentage of the variance (31.38%), but considering it as a possible predictor of the performance in the regression analysis, the results show a lack of significance, so variance is unrelated to performance. This implies that the sensors that provide measurements for the variables mean time of movement and mean of shaking (1, 2, 3, and 4) have to be reconfigured to obtain only the data of interest, those that the automatic system needs to classify toddlers’ psychomotor performances. Although the prediction power of this reduced set would be slightly lower than the obtained using the original one, the reduction is probably not enough to justify maintaining the complex design of the devices.

On the other hand, speed accounts for 24.78% of the variance, but it is also negatively related to performance. For this reason, the sensors that allow the collector module to obtain measurements of the mean speed of movement, the mean maximum speed, the highest maximum speed, the maximum acceleration of movement, and the highest maximum acceleration, must be kept in the smart toy because they were in the original design [4].

Finally, accuracy accounts for 20.61% of variance and is a predictor of performance, so sensors that collect data to measure the number of movements, the lowest maximum speed, and the lowest maximum acceleration should also be kept in the smart toy because they were in the original design [4].

Chronological age is not a direct indicator of the level of psychomotor development, although it is related to it. According to the results obtained in the regression analysis, the only factor that predicts children’s chronological age is accuracy. This result agrees with those of a study on dysgraphia [19] in which it was concluded that poor writers were less accurate.

In this research, we have detected at least three factors of interest to describe the level of psychomotor development of children: trembling, speed, and accuracy. This will be the starting point for further research that will focus on exploring the relationships...
of these factors to a set of motor behaviors of children in their natural settings, school, home, and playground [19,20].

The system is not designed to predict the age of the children, but it was of theoretical interest to know how age is related to the other variables observed. However, it is relevant to know that the variable accuracy, as described in this research, is related to the level of psychomotor development of children and is one of the aspects to be observed in predicting possible difficulties in school, such as dysgraphia [19].

The EDUCERE DDSS could benefit from larger sample sizes to “learn” to detect and classify delays of psychomotor development. Therefore, the following research work for the smart toy should be tested with more toddlers, with and without developmental delays, diagnosed or not. Furthermore, the data obtained from these new experiments will be used for a further validation of the results of the analysis presented in this paper because this new set of data could guarantee that the predictive power of the algorithm stays the same when separating training and test data.

Consequently, the next phase of the research will focus on the objective to establish the criteria for classification of psychomotor development delays and to describe the actions to be performed in each case, relying on the previously validated smart toys. These criteria do not correspond exactly to the conventional diagnostic criteria because the interest of this investigation is to detect slight delays that are usually unnoticed in the standardized tests, which is the added value of this research.

The final mission of the EDUCERE DDSS is starting to be achieved by providing parents, educators, psychologists, and pediatricians with accurate data about potential delays detected. Results obtained initially triggered some advisement to follow-up in some cases leading to messages such as, “the movements and child’s interaction are OK” or “let the child keep playing but visit the specialist in 3 months.”
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Abstract

Noncommunicable diseases (NCDs) account for two-thirds of all deaths globally, with 75% of these occurring in low- and middle-income countries (LMICs). Many LMICs seek cost-effective methods to obtain timely and quality NCD risk factor data that could inform resource allocation, policy development, and assist evaluation of NCD trends over time. Over the last decade, there has been a proliferation of mobile phone ownership and access in LMICs, which, if properly harnessed, has great potential to support risk factor data collection. As a supplement to traditional face-to-face surveys, the ubiquity of phone ownership has made large proportions of most populations reachable through cellular networks. However, critical gaps remain in understanding the ways by which mobile phone surveys (MPS) could aid in collection of NCD data in LMICs. Specifically, limited information exists on the optimization of these surveys with regard to incentives and structure, comparative effectiveness of different MPS modalities, and key ethical, legal, and societal issues (ELSI) in the development, conduct, and analysis of these surveys in LMIC settings. We propose a research agenda that could address important knowledge gaps in optimizing MPS for the collection of NCD risk factor data in LMICs and provide an example of a multicountry project where elements of that agenda aim to be integrated over the next two years.

(J Med Internet Res 2017;19(5):e133)  doi:10.2196/jmir.7246
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Background

The World Health Organization (WHO) estimates that 67% of the 56 million deaths that took place globally in 2012 were due to noncommunicable diseases (NCDs), in particular, cardiovascular diseases (42.6%), cancers (21.7%), chronic respiratory diseases (10.7%), and diabetes (4.0%) [1]. About 75% of all NCD deaths took place in low- and middle-income countries (LMICs) where nearly half of all deaths occurred in persons aged under 70 years [1]. The WHO projects a rise in the number of NCD deaths from 36 million in 2008 to 55 million by 2030 if effective steps are not taken to curb the epidemic [2]. Furthermore, deaths from NCDs for people younger than 70 years old is projected to increase from 10.8 million in 2010 to 15.4 million in 2050 [3]. Four key risk factors responsible for a majority of NCDs are tobacco use, unhealthy diet, sedentary lifestyle, and excessive use of alcohol—all behavioral and largely modifiable [4]. These factors, as well as loss of employment due to NCD-related disability, combined with the long duration and complexity of NCD treatment pose additional challenges to poverty reduction and sustainable development [5].

Key to global efforts to prevent and control NCDs is national surveillance. At the national level, surveillance has three primary
components: exposures (behavioral, physiologic, metabolic, social determinants), outcomes (NCD-specific morbidity and mortality), and health system capacity and response (infrastructure, policies, plans, access to health care, and partnerships) [4]. The WHO STEP-wise approach to NCD risk factor surveillance (STEPS) provides a standardized framework and toolkit for monitoring national levels of major NCD risk factors (exposures) [6]. STEPS consists of three levels of data collection: questionnaires, physical measurements, and biochemical measurements [6]. Similar to other household surveys, the STEPS questionnaires are conducted through face-to-face interviews, thus requiring significant time and resource commitments.

**Targets and Indicators**

In 2013, the WHO developed an NCD global action plan and monitoring framework, establishing 9 voluntary targets and 25 indicators that have to be achieved to attain a 25% reduction in premature mortality from the four major NCDs (i.e., cardiovascular diseases, cancers, chronic respiratory diseases, and diabetes) by 2025 [7]. A summary of these targets and indicators is provided in Table 1. Targets include a 25% relative reduction in the risk of premature death from the four major NCDs, a 30% relative reduction in the prevalence of current tobacco use, and a 30% relative reduction in mean population intake of salt or sodium [1,2,7]. The WHO NCD global action plan also calls for surveillance efforts to incorporate cross-sectorial engagement [1]. Despite substantial progress over the past decade, reliable, high-quality data on the prevalence, incidence, and consequences of NCDs remain less available in some countries [1].

One promising approach increasingly being explored for public health surveillance involves mobile phones. An emergent field, mobile health (mHealth), describes medical and public health activities that leverage the global proliferation of cellular networks and mobile phone ownership (or access) to improve population and clinical health outcomes. Device functionalities such as voice calls and short message services (SMS)—often referred to as text messages—global positioning system (GPS), as well as other wearable and connected devices may be harnessed to provide data and insight on individuals and populations [8,9]. Currently, there are over 7.4 billion wireless subscriptions globally, with the majority (78%) in LMICs [10].

The UN International Telecommunications Union estimates 2016 global phone ownership at 99.7 mobile phone subscriptions per 100 persons, a significant increase compared with 41.7 mobile phone subscriptions per 100 persons a decade ago [10,11]. It is this ubiquitous connectivity to cellular networks that potentially makes large proportions of a population accessible through their mobile phones.

In view of the increasing disease burden, the intersecting need for NCD data in LMICs and the near-universal population access to mobile phones in a growing number of countries presents an opportunity for public health. As cellular technologies leapfrog the need for traditional landline infrastructure, public health programs could conduct remote, population-level surveys by reaching out to community members through their own cell phones. Can such a widely dispersed technology have the potential to assist in the achievement of the WHO NCD global action plan targets? How can mobile phone surveys (MPS) be used for population-level NCD risk factor surveillance? What critical technology, sampling, and methodological questions need to be addressed before leveraging this potential? In this paper, we present the potential for MPS to collect such data, review key research issues, and introduce a multicountry effort that seeks to partly respond to this public health challenge. We draw on a selected review of literature, key global reports, and experience of the authors to propose a research agenda and report on efforts underway to address it. It is believed that this paper will facilitate a global dialog and action to enhance the use of MPS for NCD, and potentially other public health risk factor surveillance.
### Table 1. Summary of the World Health Organization (WHO) 9 voluntary targets and 25 indicators for global noncommunicable disease (NCD) monitoring [1].

<table>
<thead>
<tr>
<th>Element</th>
<th>Targets</th>
<th>Relevant indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Morbidity and mortality</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Premature mortality from NCD</td>
<td>25% reduction in premature mortality from NCD</td>
<td>Unconditional probability of death between ages 30 and 70 years from the 4 main NCDs</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cancer incidence, by type of cancer, per 100,000 population</td>
</tr>
<tr>
<td><strong>Risk Factors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Behavioral risk factors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Harmful use of alcohol</td>
<td>10% reduction in harmful use of alcohol</td>
<td>Total (recorded, unrecorded) alcohol per capita (in ≥15 years old) consumption within a calendar year in liters pure alcohol</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Age-standardized prevalence of heavy episodic drinking among adolescents and adults</td>
</tr>
<tr>
<td>Physical inactivity</td>
<td>10% reduction in prevalence of physical inactivity</td>
<td>Prevalence of insufficiently active adolescents, defined as &lt;60 min of moderate or vigorous intensity activity daily</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Age-standardized prevalence of insufficiently active persons, aged ≥18 years (defined as &lt;150 min moderate activity per week, or equivalent)</td>
</tr>
<tr>
<td>Salt or sodium intake</td>
<td>30% reduction in mean population intake of salt or sodium</td>
<td>Age-standardized mean population intake of salt (sodium chloride) per day in grams in persons ≥18 years old</td>
</tr>
<tr>
<td>Tobacco use</td>
<td>30% reduction in prevalence of tobacco use</td>
<td>Prevalence of current tobacco use among adolescents</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Age-standardized prevalence of current tobacco use among persons ≥18 years old</td>
</tr>
<tr>
<td><strong>Biological risk factors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Raised blood pressure</td>
<td>25% reduction in prevalence of raised blood pressure or contain the prevalence of raised blood pressure</td>
<td>Age-standardized prevalence of raised blood pressure among persons ≥18 years old (defined as systolic blood pressure ≥140 mmHg and/or diastolic blood pressure ≥90 mmHg); and mean systolic blood pressure</td>
</tr>
<tr>
<td>Diabetes and obesity</td>
<td>0% increase in diabetes or obesity</td>
<td>Age-standardized prevalence raised blood glucose or diabetes among ≥18 years old (fasting plasma glucose ≥7.0 mmol/L (126 mg/dL) or on medication for raised blood glucose)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Prevalence overweight or obesity in adolescents (WHO growth reference for school-aged children and adolescents)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Age-standardized prevalence of overweight or obesity ≥18 years (body mass index ≥25 kg/m²; overweight ≥30 kg/m² obesity)</td>
</tr>
<tr>
<td><strong>Additional indicators</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Age-standardized mean proportion of total energy intake from saturated fatty acids in persons ≥18 years old</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Age-standardized prevalence (≥18 years old) consuming less than five total servings (400 g) of fruit or vegetables per day</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Age-standardized prevalence raised total cholesterol aged ≥18 years (total cholesterol ≥5.0 mmol/L or 190 mg/dL)</td>
</tr>
<tr>
<td><strong>National Response Systems</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Drug therapies to prevent heart attacks and strokes</td>
<td>≥50% coverage in eligible individuals in drug therapy and counseling</td>
<td>Proportion of eligible persons (defined as ≥40 years old with a 10-year cardiovascular risk of ≥30%, including those with existing CVD) receiving drug therapy and counseling (including glycemic control) to prevent heart attacks and strokes</td>
</tr>
<tr>
<td>Essential NCD medicines and basic technologies to treat major NCDs</td>
<td>80% coverage for technologies and essential NCD medicines to treat NCD in public and private facilities</td>
<td>Availability and affordability of quality, safe and efficacious essential NCD medicines, including generics, and basic technologies in both public and private facilities</td>
</tr>
</tbody>
</table>
nongovernmental or private sectors, or it is possible that the survey may not have been aware of mHealth programs in the country. Possibly, those responding to the survey had more frequent use of mHealth for data collection and sharing of data (across large samples), enabling analysis of results by demographic and spatial characteristics, significant savings in the amount of time needed to obtain data from remote geographic areas (without the need to go there like traditional household surveys), and potential cost savings from reductions in human resources needed to administer questionnaires and enter data [12].

It was found that 83% of the 112 WHO member states responding to a 2014 survey reported having one or more mHealth initiatives; the most frequently reported categories were call centers or helplines, emergency toll free telephone services, and mobile telemedicine (reported by 49-59% of countries). Least frequent uses of mHealth were health surveys, surveillance, awareness, and decision support (reported by 19-26% of countries) [8]. The WHO noted that these findings appeared to be incongruous with peer-reviewed literature, which tends to report more frequent use of mHealth for data collection and disease surveillance. Possibly, those responding to the survey may not have been aware of mHealth programs in the nongovernmental or private sectors, or it is possible that nongovernmental organizations (NGO) or government programs

**Potential of Mobile Phone Surveys for NCD Data**

Access to mobile phones has increased globally, reaching more than 100% saturation in some LMICs [10,11]. For the period 2010-2015, for example, mobile phone subscriptions per 100 people increased 30-85% in the following countries: Bangladesh (45 to 83), Ghana (85 to 130), Lebanon (66 to 87), Papua New Guinea (28 to 47), Uganda (38 to 50), and Zambia (41 to 74) [11]. mHealth technology is already being incorporated into public health data collection due to its potential to save time and costs, as well as its reliability across both highly developed urban centers and remote, rural areas. A recent review described 12 common mHealth strategies, from surveillance and training to point-of-care diagnostics, registries or vital events tracking, as well as commodities management [12]. Some advantages of mHealth-empowered surveillance include instantaneous collection and sharing of data (across large samples), enabling analysis of results by demographic and spatial characteristics, significant savings in the amount of time needed to obtain data from remote geographic areas (without the need to go there like traditional household surveys), and potential cost savings from reductions in human resources needed to administer questionnaires and enter data [12].

Limited evidence exists on the comparative effectiveness of MPS modalities in LMICs though a variety of options are available. Three frequently employed modalities are interactive voice response (IVR), SMS, and computer-assisted telephone interview (CATI). IVR involves prerecorded audio messages or instructions given over the phone by a computer application; CATI involves one person interviewing another via the phone; and SMS involves communication between devices using short text messages [16]. Although studied in high-income countries, there is limited empirical evidence on the factors that influence MPS response, completion, and attrition, as well as ways to maximize these key metrics in LMIC settings across any of these modalities [17,18].

In one comparative study, 630 Lebanese adults selected through multistage stratified cluster sampling were respondents for a face-to-face (40-min) survey adapted from the WHO STEPS, and a mobile phone interview (abridged version of NCD questions). The study reported high percent agreements (89.5-95.6%) and kappa statistics (κ=.79 to .91) for past-year alcohol consumption, ever smoking, and current cigarette smoking; and over 90% agreement for diagnoses of hypertension, diabetes, hyperlipidemia, and heart disease (κ=.87 for diabetes; κ=.66 to .68 for hypertension, hyperlipidemia, and heart disease). Mobile phone interviews also saved about US $14 per person interviewed, when compared with face-to-face methods [19]. The World Bank compared MPS modalities in Peru and Honduras to collect frequent and nationally representative data by sending out 677 invitations on SMS, 383 for IVR, and 384 for CATI. Attrition rates were high for IVR
(75-81%) and SMS (70-79%) compared with CATI (49-61%); and modalities had different cost per interview including face-to-face (US $40), CATI (US $25), IVR (US $17), and SMS (US $8). In addition, answers to SMS and IVR were significantly different from face-to-face answers, with CATI responses being almost the same as face-to-face responses [16].

The evidence base around the efficacy and impact of mHealth programs is growing rapidly, with increasing numbers of projects being evaluated with methodological rigor [20,21]. However, a number of issues related to the optimization and conduct of MPS have been highlighted in the literature and appear to be largely unaddressed. These include concerns around equity, the optimal timing of surveys, appropriate financial incentives, and the quality and accuracy of responses [22,23].

As a nascent field, many mHealth strategies are still being tested and have not all been carefully evaluated; for example, a 2012 review of SMS interventions for NCD prevention in LMICs found that only 5 of 34 projects included in the review provided an evaluation of impact [22].

The proliferation of mobile phones, and the critical gaps raised by WHO and the literature highlight both the potential for MPS and the need for rigorous investigations of the feasibility, validity, and comparative effectiveness of different MPS modalities. In addition, there is a need to understand the ethical, legal, and societal issues (ELSI) around use of mobile phones for collecting NCD risk factors. These issues give rise to a rich research and development agenda proposed below.

## NCD Risk Factors and Mobile Phone Survey: A Research Agenda

We propose a research and development agenda for NCD risk factors and MPS. The eventual purpose of the proposed agenda is to help standardize operating procedures for MPS, which will allow for comparisons of NCD risk factors within and across sites, and over time. Within this overall purpose, we propose specific goals. First, to answer key questions on how to design and deliver robust MPS to collect NCD risk factors; second, to assess the comparative effectiveness and costs of MPS modalities (eg, IVR, CATI, SMS); and third, to determine key ELSI in the development, in conduct, analysis, and reporting of MPS in LMICs. Each is further described below with proposed research objectives. These goals and specific objectives are also summarized in Table 2.

### Under the first goal (to answer key questions on how to design and deliver robust MPS on NCDs)

Under the first goal (to answer key questions on how to design and deliver robust MPS on NCDs), one research objective is to assess the usability of different ways of delivering MPS (eg, voice calls, recorded voice surveys—commonly referred to as interactive voice response (IVR)—or by text message) and community perceptions and willingness to complete MPS. This will probably require qualitative methods such as key informant interviews, focus group discussions, and user-group testing. Participants’ perceptions and willingness to complete and ability to navigate MPS delivery modalities such as IVR, SMS, and CATI can be assessed in order to provide a user-designed MPS [24]. These formative efforts can help inform translation and wording of questions, and suggest ways to improve MPS response rates. Results can be used to improve MPS platform design and questionnaires.

A second objective is to assess the role of different incentive amounts in MPS. Quasi-experimental or randomized controlled trial designs can be used to assess the effect of incentives on standardized contact, response, completion, and refusal rates in a MPS [25]. Studies will need to assess how different monetary incentive amounts; timing of incentive delivery (eg, beginning of MPS vs end); and nature of incentive structure (eg, fixed amount vs lottery) affect MPS metrics. These studies will need specific sample size calculations and calculation of key survey metrics most likely stratified by key demographic characteristics. Important issues around sampling, weighting, and stratification also remain understudied for MPS under conditions of varying mobile phone ownership and/or access [26].

A third objective will be to assess the impact of MPS introductory messages. This will, for example, necessitate studies that assess the effect of MPS introductory message on contact, response, completion, refusal, and attrition rates. Research could further examine the introduction content (motivational vs informational), voice type (male vs female), and the introduction’s character (casual voice vs formal) on key survey metrics by demographic characteristics. Exploring different sampling frames of mobile phone numbers is a fourth objective to assess the effect of the sampling frame on representativeness, response rate, completion rate, and costs of MPS. For example, the benefit of using random digit dialing (RDD) compared with a list of preexisting phone numbers, for example, from mobile network operators or previous surveys has not been characterized. Finally, the impact of NCD-specific questions (in modules) on survey attrition needs to be studied. NCD modules in existing surveys are groups of common-themed risk factor questions, such as diet and alcohol, and can be delivered in different order (or randomized) to assess survey impact by question number and content (also tests cultural sensitivities) by key demographics. The research agenda under this first goal will help optimize the delivery of MPS.

Under the second goal (to assess the comparative effectiveness of MPS modalities), it is important to understand the role and impact of different channels of communication with phone owners. One objective is to assess the effect of MPS modalities (eg, CATI vs IVR) on key metrics and performance indicators, for example, by administering the same survey content to a list of participants using two or more modalities. The costs of modality setup, deployment, and maintenance also need to be assessed to perform intermodal cost-comparisons. A second objective is to compare national or subnational estimates of NCD risk factor indicators between MPS modalities—this could be done by comparing NCD risk factor distributions captured using different MPS modalities. Variability in response to different questions, modules and risk factor prevalence captured by multiple modalities can be ascertained.

A third objective is to document MPS intermodal reliability and response consistency for NCD risk factors. This could be done by allocating (or randomizing) participants into two or more arms (eg, IVR and CATI) to establish congruency in responses for the same questions. Participants in one arm could receive...
one modality followed by another modality a few days later. Crossover designs might also be possible for an assessment of response consistency, adjusted for the risk of priming after exposure to the prior modality. Differences in the reported prevalence of NCD risk factors can also be evaluated to quantify possible incongruences in responses between MPS modalities. These objectives under the second research goal will answer questions on comparative effectiveness assessment in MPS in LMIC settings, as well as questions as to which modality provides better information on key survey metrics.

Under the third goal (determine key ELSI) relevant issues need to be explored in the development, conduct, analysis, and reporting of MPS in LMICs. Objectives under this goal are to (1) determine key ethical issues encountered in the conduct of MPS; (2) identify common and preferred practices for obtaining individual consent or permission for MPS to ensure voluntary, informed data collection; (3) document commonly encountered regulatory complexities and challenges that arise when conducting MPS and how they have been addressed; and (4) identify key societal goals and values that are supportive of MPS and how these are balanced against other important interests (e.g., expectations of privacy and confidentiality).

A systematic review of the literature is needed to collect the most common ELSI and collate them according to broad themes. Data collection with researchers, public health practitioners, programmers, policymakers, and other stakeholders of MPS may help define and assess the key ELSI, how they have been addressed in practice, and how well they are reflected in existing reports and theoretical frameworks identified by global stakeholders. Additional conceptual work may be required in this space to understand which ethics principles and values are being satisfied and which may be tested using MPS. Equally important is the critical examination of factors that influence whether, and to what extent, various ELSI apply across different types of mHealth and digital health activities. This research goal will provide crucial perspectives and data to inform the responsible implementation of MPS in LMICs. The three research goals and possible objectives described above comprise an initial proposed research agenda for MPS and NCD risk factor data collection with a special focus on LMICs (Table 2).

Integration Into Data Projects: An Opportunity

Implementing the proposed research agenda will require both resources and creativity, either as standalone activities or integrated into other agendas. As such, we introduce in this section, an opportunity for integrating this agenda into a stream of work around data for health and NCD. The Bloomberg Data for Health Initiative (BD4HI) is supported by Bloomberg Philanthropies and the Australian Government’s InnovationXchange to improve the health of populations through strengthening public health data [27]. It involves multiple partners working in several sites including at national and subnational levels (Table 3). The project has an arm focused on strengthening vital statistics including birth and death registration in several countries. It also has an NCD arm implementing both nationally representative WHO STEPS survey and MPS using different mHealth platforms to generate comparable data across countries. The MPS are being designed to use or closely approximate the standardized STEPS survey with questions on demographics, tobacco use, alcohol consumption, diet, physical activity, and history of blood pressure and diabetes diagnoses and medications [6]. Finally, the project also has an arm focused on strengthening data impact and use of data for policies in countries.

It is in the context of this project that we proposed to integrate an initial research agenda for MPS (Table 2). Key to success of our research agenda is an understanding that this research would seek to inform MPS activities at the national level by feeding results to implementing partners and governments through our in-country collaborating institutions. In order to make this a realistic program of work, we decided to (1) initially focus on a few (2-4) selected countries in either the African, Middle Eastern, or Asian regions; (2) select two MPS modalities only for testing—IVR and CATI for now; and (3) work only at the subnational level. These initial research efforts will help inform future national level rollout in other countries considering adopting use of MPS. Table 2 includes a summary of our project-specific research agenda based on these decisions; this agenda incorporates elements of each of the three goals described above.
## Table 2. Proposed research agenda for mobile phone survey (MPS) and noncommunicable disease (NCD) risk factor data collection

<table>
<thead>
<tr>
<th>Goals</th>
<th>Objectives</th>
<th>BD4HI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Goal 1:</strong> Answer key questions on how to design and deliver robust MPS on NCDs.</td>
<td>Exploring the usability or technical requirements of MPS modalities, community perceptions, and willingness to take MPS.</td>
<td>The project will (1) identify lessons learned and challenges from individuals with experience of MPS (via key informant interviews); (2) understand community acceptance and willingness to respond to IVR (via focus group discussions); and (3) examine and refine the usability of an NCD risk factor survey delivered through an IVR platform (via semi-structured interviews).</td>
</tr>
<tr>
<td>Exploring the impact of incentive amounts, incentive timing, and incentive structure on key MPS metrics.</td>
<td>Test impact of different incentive factors on key survey metrics; participants to receive different incentive (1) amounts (including none), (2) timing (prepaid to poststudy), and (3) structures (fixed, lottery).</td>
<td></td>
</tr>
<tr>
<td>Exploring the impact of different sampling frames on key MPS metrics.</td>
<td>Exploring the impact of different content (informational, motivational) and voice (male, female) of IVR introduction.</td>
<td></td>
</tr>
<tr>
<td>Exploring the impact of specific questions and their order on key MPS metrics.</td>
<td>Assess the benefit of using random digit dialing (RDD) compared with a list of preexisting phone numbers.</td>
<td></td>
</tr>
<tr>
<td>Assess impact of MPS modality on key metrics, performance characteristics, and costs of MPS.</td>
<td>Participants will respond to either CATI or IVR using the same questionnaire; and response characteristics will be studied.</td>
<td></td>
</tr>
<tr>
<td>Participants will be randomized to one of two arms: IVR then CATI, or CATI then IVR. The questionnaires used in both study arms will be the same. Crossover design will allow for an assessment of response consistency.</td>
<td>Responses of participants to IVR and CATI surveys will be compared.</td>
<td></td>
</tr>
<tr>
<td><strong>Goal 2:</strong> Assess the comparative effectiveness of MPS modalities</td>
<td>Determine key ethical issues in the conduct of MPS.</td>
<td>Conduct of a systematic review of the literature to collect the most common ELSI and collate them according to broad themes.</td>
</tr>
<tr>
<td><strong>Goal 3:</strong> Explore ethical, legal and societal issues (ELSI) in the development, conduct, analysis, and reporting of MPS</td>
<td>Describe common and preferred practices for obtaining individual consent or permission for MPS.</td>
<td>Conduct a survey of researchers, programmers, users, and stakeholders of MPS on and from LMICs to help define the prevalence of key ELSI and how they have been addressed.</td>
</tr>
<tr>
<td>Document commonly encountered regulatory complexities when conducting MPS and how they have been addressed.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Identify key societal goals and values that are supportive of MPS and how these are balanced against other important interests.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

**Abbreviations:**

BD4HI: Bloomberg Data for Health Initiative.
MPS: mobile phone surveys.
NCDs: noncommunicable diseases.
IVR: interactive voice response.
CATI: computer-assisted telephone interview.
ELSI: ethical, legal, and societal issues.
LMICs: low- and middle-income countries.
Table 3. Bloomberg Data for Health Project—key goals, components, and partners.

<table>
<thead>
<tr>
<th>Key features</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall goal</td>
<td>To improve the health of populations through strengthening collection and use of public health data</td>
</tr>
<tr>
<td>Components</td>
<td>Civil Registration and Vital Statistics (CRVS) Improvement</td>
</tr>
<tr>
<td></td>
<td>Noncommunicable Disease Risk Factor Surveillance</td>
</tr>
<tr>
<td></td>
<td>Strategic Use of Data for Policy and Planning</td>
</tr>
<tr>
<td>Partners</td>
<td>Centers for Disease Control and Prevention, USA</td>
</tr>
<tr>
<td></td>
<td>Johns Hopkins Bloomberg School of Public Health, USA</td>
</tr>
<tr>
<td></td>
<td>University of Melbourne, Australia</td>
</tr>
<tr>
<td></td>
<td>Vital Strategies</td>
</tr>
<tr>
<td></td>
<td>World Health Organization</td>
</tr>
<tr>
<td>Donors</td>
<td>Bloomberg Philanthropies</td>
</tr>
<tr>
<td></td>
<td>Australian Government</td>
</tr>
</tbody>
</table>

Discussion

Currently, there are over 7 billion mobile phone subscriptions around the globe [10]. The majority of subscriptions are in LMICs, which are undergoing demographic and epidemiologic transitions where NCDs are catching up to infectious diseases as leading causes of death. To address this challenge, countries need cost-effective, timely, and systematic means of conducting surveillance and tracking progress toward globally agreed targets for NCD prevention and control [6,28]. Mobile phones present an opportunity to conduct rapid risk factor surveillance that can be used to inform resource allocation, as well as evaluate NCD prevention and control efforts and policies [29]. Addressing unresolved questions about maximizing key metrics for MPS, comparative effectiveness of MPS, and ELSI in the development, conduct, analysis, and reporting of MPS, would aid collection of timely and quality information about NCD risk factors [17,18]. The eventual goal of the proposed research agenda is to help standardize operating procedures for MPS, which will allow for comparisons of NCD risk factors within and across sites, and over time.

Despite the many advantages they present, it is important to note that NCD risk factor MPS probably would not obviate the need for in-person data collection. Physical measurements such as blood pressure, weight or height, and waist circumference, or obtaining blood samples for analyses (eg, for lipids, glucose), need to be conducted in-person. The MPS can complement an NCD surveillance system that includes a STEPS or similar survey done less frequently, which together can inform prevention and policy decisions [30]. The surveys, of course, have to be coupled with other aspects of the WHO surveillance framework including outcomes (ie, disease rates, deaths), health system capacity, and response (ie, infrastructure, policies or plans, access to care or medicines, partnerships) [4].

The BD4HI offers a unique opportunity to test MPS technology and delivery options in real world settings, while enhancing our understanding of the norms and values that are likely to influence global implementation. Proof of concept on the use of this technology for NCD risk factor data collection could help countries to complement existing mechanisms for monitoring progress in their interventions toward achieving commitments for NCD global targets. We welcome the global NCD and mHealth communities to provide further input on the proposed research agenda and hope it will inform research projects in the coming years.
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Abstract

The growing burden of noncommunicable diseases (NCDs), for example, cardiovascular diseases and chronic respiratory diseases, in low- and middle-income countries (LMICs) presents special challenges for policy makers, due to resource constraints and lack of timely data for decision-making. Concurrently, the increasing ubiquity of mobile phones in LMICs presents possibilities for rapid collection of population-based data to inform the policy process. The objective of this paper is to highlight potential benefits of mobile phone surveys (MPS) for developing, implementing, and evaluating NCD prevention and control policies. To achieve this aim, we first provide a brief overview of major global commitments to NCD prevention and control, and subsequently explore how countries can translate these commitments into policy action at the national level. Using the policy cycle as our frame of reference, we highlight potential benefits of MPS which include (1) potential cost-effectiveness of using MPS to inform NCD policy actions compared with using traditional household surveys; (2) timeliness of assessments to feed into policy and planning cycles; (3) tracking progress of interventions, hence assessment of reach, coverage, and distribution; (4) better targeting of interventions, for example, to high-risk groups; (5) timely course correction for suboptimal or non-effective interventions; (6) assessing fairness in financial contribution and financial risk protection for those affected by NCDs in the spirit of universal health coverage (UHC); and (7) monitoring progress in reducing catastrophic medical expenditure due to chronic health conditions in general, and NCDs in particular. We conclude that MPS have potential to become a powerful data collection tool to inform policies that address public health challenges such as NCDs. Additional forthcoming assessments of MPS in LMICs will inform opportunities to maximize this technology.
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Introduction

The growing burden of noncommunicable diseases (NCDs) such as hypertension, diabetes mellitus, obesity, asthma, and chronic obstructive pulmonary disease presents special challenges for health policy in low- and middle-income countries (LMICs) [1]. These challenges include priority setting and resource allocation in the context of resource constraints and lack of reliable and timely data for evidence-based policy and decision-making for NCD prevention and control. In LMICs, NCDs grew as a share of the major causes of death from 59% in 1990 to 64% in 2010 and were estimated at 67% in 2015.
(calculations based on *Global Burden of Disease* report; see Figure 1) [1-2].

To assess the burden and prevalence of NCDs and risk factors in order to inform policy, programming, and to track progress, the World Health Organization (WHO) supports countries with the implementation and analysis of the STEPwise Approach to Surveillance (STEPS) of NCDs survey [3-4]. The STEPS survey contains 3 steps, or components, of NCD surveillance: (1) self-reported risk factor questionnaire, (2) physical measurement, and (3) biochemical measurement, all through face-to-face contact with respondents [4].

This paper highlights aspects of NCD-related health policy that decision-makers in LMICs face. These include identifying which risk factor-related priority interventions to implement, target groups to cover, how to ensure equity of coverage, and financial risk protection, among others. Decision-makers could benefit from newly available capabilities to conduct mobile phone surveys (MPS) in practically all settings, taking advantage of the growing ubiquity of mobile phones.

**Figure 1.** Changes in major causes of death in low- and middle-income countries (age-standardized): 1990-2015.

Rising Mobile Phone Subscriptions Present an Opportunity

To reduce the high costs and time requirements associated with conducting household surveys, higher income countries have developed and employed telephone and MPS to collect population-level estimates of health and demographics [5-6]. To date, such surveys are not widely used in LMICs. The global increase in mobile phone ownership and access has created an unprecedented opportunity to leverage mobile phones to revolutionize current methods of public health data collection in LMICs [6-9]; see Figure 2 [10]. Instead of relying only on face-to-face interviews conducted in respondents’ homes, it is now possible to conduct interviews on a range of public health topics remotely by delivering short surveys and interviewing respondents over their mobile phones. Options for survey modalities include the use of short message, service (SMS) or text message interactive voice response (IVR), and computer-assisted telephone interviews (CATI), collectively referred to as MPS.
Global Commitments on NCDs

In 2011, the United Nations (UN) declared NCDs a public health emergency and called on member states to implement NCD prevention and control strategies. These include reducing the harmful use of alcohol, implementing the Framework Convention on Tobacco Control, promoting healthy lifestyles such as healthy diets (eg, rich in fruit and vegetables), increased physical activity, and legislation to control and reduce the sodium content of processed foods [11].

In 2012, the UN committed to achieving universal health coverage (UHC) through a resolution adopted by member states [12]; however, it will not be possible to achieve UHC without addressing challenges posed by NCDs. Through a resolution of the UN General Assembly in 2015, the UN member states adopted the sustainable development goals (SDGs) to replace the millennium development goals (MDGs) [13]. The third goal in the SDGs states “Ensure Healthy Lives and Promote Well-Being for All at All Ages” and calls for reducing premature mortality from NCDs through prevention, treatment, and promotion of mental health and well-being [13]. Noting an inadequate capacity for NCD surveillance, the WHO has called for such surveillance systems to be developed urgently and, where they exist, strengthened for monitoring NCDs, and their risk factors [4,14]. Innovative solutions are needed to strengthen national NCD policies and their implementation, monitoring, and evaluation, and to ensure equity [15].

The WHO has developed an NCD global action plan with six objectives to (1) raise the priority accorded to prevention and control, (2) strengthen national capacity, leadership, governance, multisectoral action, and partnerships for prevention and control, (3) reduce modifiable risk factors and underlying social determinants, (4) strengthen and orient health systems to address prevention and control, and underlying social determinants, (5) promote and support national capacity for high-quality research and development for the prevention and control, and (6) monitor the trends and determinants of NCDs and evaluate progress in their prevention and control [14]. The basis for monitoring progress on implementation of the global action plan is the WHO NCD monitoring framework which has 25 indicators, and proposes a set of 9 voluntary global targets that member states can choose to track and report on an annual basis [3].

Getting NCDs on the National Policy Agenda

Having signed onto global commitments for UHC and the SDGs, countries have to find practical ways to translate these commitments into action. A comprehensive policy and practice framework for NCD surveillance, prevention, and care is essential to meeting national commitments to UHC and SDGs. Countries need to assess how and on what basis NCD policies are being formulated. Studies in a number of LMICs show that NCDs are a growing burden while health services are still largely inadequate to meet the needs of the population [16-18]. Translating commitments into action involves governments exercising stewardship and governance in the health system. One of the primary goals of health systems is to improve population health [19]. Currently, there exists limited good quality evidence on the state of NCD risk factors and effectiveness of NCD prevention and control efforts in LMICs [14,20]. Increasingly, countries are developing national policies and action plans for NCD prevention and control. For instance, the WHO reports that in 2014, of a total of 194 member states, 160 (82%) had regulations on age limits for the sale of alcohol, 76 (39%) had a written national policy on alcohol, and 52 (27%) had taken steps to implement such policies. In 2013, 95 (49%) of WHO member states had implemented at least one of four key tobacco control interventions [21].

Apart from countries that have implemented STEPs surveys and have population-based data on NCDs, many LMICs still largely rely on data collected at health facilities. Such data are
inadequate given numerous limitations in LMIC settings including incompleteness, inaccuracies, poor quality, and lack of resources for reliable data storage, retrieval, analysis, and reporting [22,23]. Gathering data on population-based risk factors and existing NCD-related behaviors is greatly needed. According to the paradigm of punctuated equilibrium periods of stasis in public policy are shaken from time to time by innovations or political events, such as change of government, which presents a window of opportunity and accords new priority to an issue or changes the dynamics [24,25]. Following years of relatively limited action, the MPS innovation represents a potential game-changer for national NCD policy-making in LMICs. MPS provides an opportunity for strengthening national agenda setting [24,25], including taking evidence-based action in the areas of NCD prevention and control. The technology can help generate new information rapidly, which can indicate the effectiveness or lack of a national policy, and thereby help to challenge the status quo of equilibrium [25,26]. The pathways through which MPS may influence NCD policy are highlighted in Figure 3.

**Figure 3.** Pathways for mobile phone surveys to influence noncommunicable disease policy.

Once NCDs are recognized as a current or emerging priority, a country may commission a situation analysis that would provide an in-depth assessment of the NCD burden, risk factors, and existing policy and programmatic responses. Surveys conducted using mobile phones could potentially play a role in generating population level evidence particularly as it pertains to behavioral risk factors and service utilization. Such an analysis would be useful in engaging key stakeholders from the public and private sectors, professional groups, civil society, academics and researchers, and health development partners. Such engagement could result in a clearer identification of the modifiable risk factors in an agenda setting decision-making. The policy formulated in this process has to be implemented. Again MPS could play a key role in monitoring population level reach, acceptability, and effectiveness of interventions. Information collected rapidly from MPS during implementation would help inform monitoring of progress as well as contribute to program evaluation. These activities would provide new input into the identification of population level needs and a repetition of the policy cycle.

In using MPS-generated data for decision-making, it should be kept in mind that no tool or approach is without shortcomings. MPS are not free of bias. The information collected from target populations will be a representative of the population that owns mobile phones [27]. It is also still to be explored how the findings from MPS can be interpreted, taking into account people likely to be un-reached or underrepresented, such as people who do not own mobile phones or who live in areas where network coverage is patchy or nonexistent. A number of research and development aspects related to the use of MPS still need to be adequately addressed [28]. Similarly, a number of MPS development challenges such as increasing survey completeness, representativeness and response rates, as well as the potential role for use of incentives are to be kept in mind and are discussed elsewhere [29].

**Identifying Priority NCD Modifiable Risk Factors**

Strategies to collect population level NCD-related risk factor data through face-to-face household surveys, such as the WHO STEPs surveys, demand time and financial resources even though they provide a comprehensive picture every 5-7 years. Although MPS are not a substitute for current surveys administered through face-to-face interactions, they offer promise as interim and rapid assessment tools. They can be useful in identifying population level changes in modifiable risk factors such as physical activity levels, dietary intake, smoking, and harmful use of alcohol; and help inform equitable coverage of interventions such as NCD-related health messaging or access to care.
MPS can assist policy makers in identifying high-risk groups, such as groups with above-average prevalence or clustering of behavioral risk factors, for better targeting of interventions. During priority setting, the community—a key stakeholder—often is difficult to engage to get their perceptions and inputs [30-33]. With MPS, this barrier can potentially be overcome, for example, by polling people at the population level on their policy or resource allocation preferences, or the extent to which particular services are reaching them. As shown in other sectors, with MPS, the time for gathering population-based data, as well as time for analysis and data sharing can be considerably shortened compared with traditional approaches of data collection. For example, the use of mobile phones for rapidly collecting data to inform policies has been documented by the World Bank-supported Listening to Africa (L2A) and Listening to Latin America and the Caribbean (LAC) programs, as well as others. The L2A and LAC are pilot programs that recruit panels of respondents from the community level, and upon obtaining consent, call them regularly to collect community views and experiences on a wide range of topics including provision of services such as health, education, water and sanitation, and emergency assistance following a crisis. For instance, in Tanzania, the World Bank partners with Twaweza, a local nongovernmental organization. Twaweza’s “sauti zawanachi,” Swahili for “voices of citizens,” collected data monthly from a representative population sample on topics such as education, health, a new tax, and the new national constitution [8,9,34,35]. These experiences suggest that, although not yet widely used in public health policy, there is strong potential for wider use for improved citizen engagement in the public policy space, which would benefit public health.

Schmidt and Barnhill [15] argue that, in order to achieve the SDGs, it will be important to take into account equity dimensions in implementing interventions for NCDs. The concern for improving health equitably is central to public health policies. MPS offer a possibility to generate timely population-based data at regular intervals thus permitting a review of existing NCD priorities, identifying which groups are being reached or not reached, and taking into account community perspectives.

Engaging Stakeholders in NCD Policy Formulation

Public health policy formulation and analyses have traditionally tended to be dominated by technocrats. Policy beneficiaries, while one of the key groups of actors in the policy triangle made up of content, context, and process [36], are rarely, if ever, consulted on their real needs, perceptions, preferences, and utilization of existing facilities. Even if an intervention is technically sound, lack of involvement of intended beneficiaries may result in formulating a less appropriate policy and decrease its effectiveness along the coverage continuum [37,38]. However, providing information such as may be collected from MPS is a necessary though not sufficient input into the process. Engaging communities also requires an enabling environment and democratic culture of consultation and public dialog, which go beyond the realm of public health, and have implications on governance and the stewardship role of government on one hand as well as strong civil society on the other. Success in formulating an adequate public health policy and implementing it depends on concerted action at various levels, involving partnerships in the public and private sectors, community representatives, political leaders, technical experts such as researchers and academics, and representatives of professional groups [36]. Beneficiary communities are not simply passive recipients of policy interventions; they are among the key actors in the uptake of policy interventions. Their acceptance or rejection of policies can make the difference between success and failure. Using MPS to identify or track trends in key NCD risk factors can be a catalyst to initiate engagement or strengthen the involvement of various stakeholders in order to more adequately address the NCD challenge. Identifying a trend showing increases in binge drinking through rapid surveys on harmful use of alcohol among teenagers, for instance, could act as a stimulus to engage with youth groups, parents, educators, political leaders, health professionals, and behavior change advocates to identify the most effective messaging and strategies to address the issue.

There is potential for MPS to provide timely new information that leads to building a coalition of support during the process of NCD policy reviews [36]. New actors or policy entrepreneur [39] could emerge from any of the stakeholder groups and help strengthen the NCD policy development process. In this way, beneficiaries become central actors rather than passive bystanders, in a way that is consistent with global movements toward patient- and client-centered health management. Although this may demand new skills to incorporate such data in meaningful ways, potential exists to facilitate better planning and delivery of interventions to mitigate NCD risk factors. The negotiation between what is technically feasible and politically and practically realistic is an essential aspect of policy development and implementation [40,41].

NCD Policy Implementation and Monitoring

Successful policy implementation needs more than a technically sound intervention. Frieden [42] proposes the following six components that are essential for effective public health program implementation: (1) innovation to develop evidence base for action; (2) technical package of a limited number of evidence-based interventions that will have a large impact; (3) managing performance, especially through rigorous real-time monitoring and evaluation leading to improvement in program implementation; (4) partnerships and coalitions (eg, between public and private sectors); (5) communication of accurate timely information to decision-makers, implementers, and the public; and (6) political commitment to obtain resources and support for effective action. MPS can contribute in generating timely evidence and speeding up the availability of information to various actors in the policy implementation process. Implementation of policy in real life is also influenced by perceptions of a situation during the interface between implementers and beneficiaries. The final step in the implementation chain is dependent on the interpretations of the policy by those functionaries at the interface with users. Lipsky [43] called these final implementers as street-level bureaucrats and posits that this effectively makes them policy makers. The implementers, for example, nurses in a clinic, or community health workers (CHWs) in a village, have the ability to influence perceptions of the users and communities of the intended policy.
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beneficiaries. The potential to regularly assess the coverage, frequency, and effectiveness of the interface with beneficiaries during implementation using MPS gives the policy maker higher up in the system an unprecedented means to gauge what is happening on the ground in reality (Table 1). This can be particularly useful in informing policy makers in LMICs on what services are being offered, who is delivering them, and how national level policies are received. This is important especially as these countries tend to have a mix of formal public and private sector providers as well as a significant role played by other informal actors including quacks and traditional and complementary medicine practitioners. The use of MPS can help flag emerging needs and opportunities for course correction before too much time has passed and potentially avoid unnecessary wastage of scarce resources on ineffective interventions.

Policy makers can use MPS to monitor (1) whether services are reaching intended beneficiaries or not and (2) other important aspects as shown in Table 1. With rapid monitoring, ineffective interventions or groups not being reached with current levels of effort and resource allocation can be detected early in the course of policy implementation. Policies often have unintended and unwanted consequences [36], the effects of which often become known after a long period of implementation and after considerable resources have been deployed. MPS can help to rapidly identify unintended or unwanted consequences so that the managers can take remedial action. In Malawi, for example, feedback from communities was used by health care managers in deciding to change the mix of personnel delivering services through a task sharing arrangement [17]. In South Africa, CHWs used mobile phones to increase screening for cardiovascular diseases at the community level, effectively increasing screening rates and reducing errors [44]. MPS can help to rapidly collect data on how much people are spending on NCD-related health care costs and monitor for the risk of catastrophic NCD-related health expenditures, especially given that many people are outside the health care financial safety system, even in the era of UHC, particularly in LMICs. Htet et al [45] found that, in Myanmar, up to 60% of out-of-pocket expenditure for NCDs was for medicines. For personnel, delivering care such as CHWs, MPS can help empower them with access to rapid survey-based information to target their activities. Mayosi [46] makes the case for the need to integrate surveillance and care of NCDs.

Evaluating NCD Policy Effectiveness

Finally, every policy should be evaluated to assess its effectiveness, revise the policy, or change direction altogether. Sabatier [26] estimated that typically one needs up to a decade for a reasonable evaluation of a policy’s impact. Part of the long lead-time is because policies need time to take root and be effectively implemented. Some of the delay, however, is due to the time taken to implement, analyze, and report findings from surveys using traditional methods. For some of the delay due to long lead-time of traditional surveys, MPS have the potential to shorten the cycle by making information more frequently available for use in monitoring trends and for evaluation of policy effectiveness and impact. Managers, for instance, can assess service coverage using a continuum to include (1) availability: which services are available to the community, (2) accessibility: how accessible are the services, (3) acceptability of services, (4) actual utilization, and (5) effectiveness of utilization [38]. Such assessments would help inform policy and programs, for example, extent of catastrophic expenditure arising from NCD-related health care and its causes may lead to resource re-allocations to better address population needs.

Table 1 summarizes some of the main topics relevant to NCD policy formulation, monitoring implementation, and policy evaluation, and the potential role of using MPS to generate the information needed.
Table 1. Examples of ways mobile phone surveys can contribute to noncommunicable disease (NCD) policy formulation, monitoring implementation, and evaluation (based on authors’ assessments and expectations).

<table>
<thead>
<tr>
<th>Topic or issue</th>
<th>Examples of information needed for policy and program management</th>
<th>Potential contribution from using MPSa (high, medium, low)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Service delivery and utilization</td>
<td>Services most needed at the community level; groups most affected by different risk factors; where people seek care for NCD-related services; frequency of contact between providers and users</td>
<td>High High High</td>
</tr>
<tr>
<td>Equity</td>
<td>Whether service delivery is equitable; who is being reached with interventions or not?</td>
<td>High High High</td>
</tr>
<tr>
<td>NCD care benefit packages</td>
<td>Informing selection, for example, priority target groups to benefit from NCD-related services and financial subsidies; tracking achievements of targets; assessing household care utilization; and economic implications</td>
<td>Low Medium High</td>
</tr>
<tr>
<td>Public-private partnership</td>
<td>NCD-related services being accessed through the public or private sector; effectiveness of contracted providers in reaching beneficiaries</td>
<td>High Medium High</td>
</tr>
<tr>
<td>Continuity of care</td>
<td>Coverage of continued care in the community, for example, people with hypertension who have their blood pressure monitored close to where they live</td>
<td>Low High High</td>
</tr>
<tr>
<td>Access to essential medications</td>
<td>Access to medications close to where people live</td>
<td>High High High</td>
</tr>
<tr>
<td>Behavior change efforts</td>
<td>Source and uptake of behavior change communication messages; role of incentives and disincentives to facilitate healthy behavior; for example, increasing physical activity</td>
<td>Medium High High</td>
</tr>
<tr>
<td>Fairness in financial contribution and financial risk protection</td>
<td>Public spending and subsidies aimed at the poor—if reaching the intended beneficiaries and preventing catastrophic medical expenditure; costs of seeking care for NCD-related conditions and source of payments</td>
<td>Low High High</td>
</tr>
<tr>
<td>Health system responsiveness</td>
<td>Whether services are responsive to people’s expectations, user-satisfaction with existing NCD services</td>
<td>Medium High High</td>
</tr>
<tr>
<td>Health management information systems</td>
<td>Triangulating data from routine facility-based information systems with population-level data, for example, on characteristics of service users</td>
<td>Low Medium High</td>
</tr>
<tr>
<td>Universal health coverage</td>
<td>Coverage of the population in scope and reach of NCDb services</td>
<td>Low High Low</td>
</tr>
<tr>
<td>Pharmaceutical policies related to NCDs</td>
<td>Drugs to allow for use at community level; how to monitor safe use; rational drug use</td>
<td>Low Medium High</td>
</tr>
</tbody>
</table>

aMPS: mobile phone surveys.
bNCD: noncommunicable disease.

Discussion

NCDs present special challenges for health policy, especially in LMIC settings. How can recent advances in mobile phone technology (eg, ability to conduct national surveys more frequently than traditional public health surveys and at lower cost), be leveraged to strengthen formulation, implementation, and evaluation of health policy? The coming together of problems, alternative solutions, and politics can create windows of opportunity for action [25]. We advocate for going beyond current efforts of collecting NCD-related data. Current efforts are based on passive identification of persons already affected by NCDs who seek care at health facilities and costly population-based household surveys. MPS can help to speed-up population-based risk factor surveillance, monitoring of trends, identification of high-risk groups, and monitoring perceptions and effectiveness of interventions at population level more frequently than existing face-to-face surveys. The high costs and time commitments of conducting face-to-face surveys on NCD risk factors means that they are conducted infrequently, about every 5-7 years. Although they generate data that are useful for long-term planning and evaluations, these surveys are costly and take time to plan, fund, and conduct. Consequently, national policy makers and program managers, who wish to track progress and do course correction in a more timely fashion, are left with a gap. With scientifically sound methodology and robustness, MPS potentially provide a more cost-efficient and timely mechanism to collect data on NCD risk factors and other public health priorities.

It is our hope that the near future will see an increase in studies that examine the role of MPS in health in LMICs. A review by Peiris [47] found that only a few studies have examined the role and potential for mHealth to improve health, especially in LMICs. Bloomfield et al [48] found limited evidence on use or...
It is imperative that prevention strategies be developed which address NCDs and monitor trends of risk factors [4,51]. In this paper, we have attempted to argue that MPS represent a disruptive innovation [52] that can help in this endeavor taking advantage of a convergence of opportunities. The recognition of NCDs as a global public health emergency, availability of interventions, and improved capabilities to generate timely information using MPS represent emerging multiple streams [25]. The time has come to take advantage of these to benefit NCD prevention and control policy.

Conclusions
MPS offer a powerful tool for collecting population-based data that can help inform policies to address key public health challenges such as NCDs. MPS can be developed for use at national and subnational levels. This paper has laid out some of the key NCD-related policy areas and processes that could benefit from the emerging possibility of high-quality MPS in LMICs. More forthcoming assessments of MPS in LMICs will help to provide real-world experiences.

If LMICs are going to deal effectively with the existing and growing burden of NCDs, they cannot afford to continue using a passive approach of waiting for people to fall sick with NCDs and then attempting to treat. Furthermore, MPS have potential to promote improved accountability and transparency in policy processes through regularly sharing results based on the most current population-based data, which will be increasingly important in the context of global attention on NCDs and national efforts in the push for UHC.
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Abstract

Mobile phone coverage has grown, particularly within low- and middle-income countries (LMICs), presenting an opportunity to augment routine health surveillance programs. Several LMICs and global health partners are seeking opportunities to launch basic mobile phone–based surveys of noncommunicable diseases (NCDs). The increasing use of such technology in LMICs brings forth a cluster of ethical challenges; however, much of the existing literature regarding the ethics of mobile or digital health focuses on the use of technologies in high-income countries and does not consider directly the specific ethical issues associated with the conduct of mobile phone surveys (MPS) for NCD risk factor surveillance in LMICs. In this paper, we explore conceptually several of the central ethics issues in this domain, which mainly track the three phases of the MPS process: predata collection, during data collection, and postdata collection. These include identifying the nature of the activity; stakeholder engagement; appropriate design; anticipating and managing potential harms and benefits; consent; reaching intended respondents; data ownership, access and use; and ensuring LMIC sustainability. We call for future work to develop an ethics framework and guidance for the use of mobile phones for disease surveillance globally.
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Introduction

Routine public health surveillance, a continuous process of collecting and analyzing health-related data, is critical for monitoring disease epidemiology and implementing public health programs [1]. Traditionally, active surveillance has often been carried out through face-to-face household surveys or contact with health care providers to obtain relatively reliable information [1,2]. This manner of data collection can be considerably resource-intensive [2]. In recent years, interest in alternative and streamlined approaches has grown [3]. In particular, some have begun to explore the use of basic mobile phone surveys (MPS) to augment data collection, anticipating several potential advantages over traditional methods, and leveraging existing and emerging mobile survey platforms [3,4]. MPS may provide opportunity for data collection more quickly, with fewer staff and lower overall programmatic costs; though approaches are only now being optimized and compared with traditional surveillance methodologies [5-7].
There is particular interest in using MPS in low- and middle-income countries (LMICs) where household surveys can be challenging to implement and frequent data collection is critical to effective monitoring of rapidly changing health behaviors and disease burdens [5]. Interest in MPS technology utilization in LMICs has also grown in large part due to the expansion of mobile phone use within such countries over the past decade. In sub-Saharan Africa, mobile phone ownership among individuals aged over 15 years reached 69% in 2015 [8]. Such increases present a considerable opportunity to access previously hard-to-reach populations; however, research has also documented some persistent inequities in mobile phone ownership, access, and use along axes of gender and income level, which may complicate the collection of representative data and make it difficult to ensure the equitable distribution of potential harms and benefits from research or surveillance [9-11].

In most wealthy countries where smartphones and reliable high-speed data networks are prevalent, mobile phone apps are also increasingly being used for health promotion, management, and surveillance [12]. However, the use of these technologies and approaches is more limited in LMICs where smartphone ownership and use is relatively low; in 2015, 37% of adults in low-income countries reported owning a smartphone, compared with 68% of adults in wealthy countries [8]. Challenges such as poor access to the Internet, cost, as well as lack of familiarity with technology limit the utility of smartphone-based health assessments across diverse LMIC populations [13,14]. Thus, emerging health surveillance programs in many LMICs typically have sought to conduct surveys using approaches conducive to simple cellular phones and networks, such as short message service (SMS), interactive voice response (IVR), and computer-assisted telephone interviews (CATI).

A relatively small number of studies have been conducted to determine the effectiveness of mobile phone–based disease surveillance in LMICs. These studies have focused on both infectious and chronic diseases, the latter of which is of particular interest as rates of noncommunicable diseases (NCDs) are on the rise within LMICs [15,16]. Researchers conducted pilot studies on the penetration of mobile phones and the use of mobile health (mHealth) tools for NCD surveillance and care in several countries, including Bolivia and South Africa [13,16]. Although many advocate for increased use of mHealth for NCD monitoring and care, rigorous research is necessary to inform practice. A research framework, developed by Bloomfield and colleagues [16] for advancing mHealth technology, to help address NCDs specifically in sub-Saharan Africa can help guide future activities as interest expands.

Additional recent efforts are ongoing to identify and navigate the corresponding ethics-related issues that arise when planning and implementing MPS in LMICs. Previous work has detailed several of the central ethics issues facing mHealth in general [11]. Vayena and colleagues [17] have specifically begun to map the ethical issues in “digital disease detection” or “digital epidemiology,” particularly when “big data” present the opportunity to aggregate digital information from multiple existing sources to, for example, identify potential disease outbreaks. However, much of the focus of emerging digital and mHealth health ethics literature is on the challenges associated with complex data systems, and the use of smartphones, tablets, and other more advanced mobile technologies.

Efforts have certainly also been made to guide “traditional” public health surveillance programs in LMICs, including within the International Network for the Demographic Evaluation of Populations and Their Health (INDEPTH) Network, a collaboration of health and demographic surveillance systems across 49 field sites in 20 countries [18]. INDEPTH has published a Resource Kit in an effort to advance best practices for surveillance; however, the kit only briefly touches on ethics considerations [19]. Thus, despite the growing use of mobile phone–based surveys and surveillance programs in LMICs, including for NCDs, in-depth analyses of relevant ethics challenges are quite limited.

With support from the Bloomberg Philanthropies’ Data for Health Initiative, we initiated a project to critically examine the ethical, legal, and societal issues associated with the use of MPS for NCD risk factor surveillance in LMICs [20]. The project involves activities to optimize mobile phone surveys and platforms in order to expand the capabilities of NCD risk factor data collection [4], presenting a unique opportunity to explore, both conceptually and empirically, the ethics challenges first hand.

In this paper, we provide an initial conceptual review of several central ethics challenges that ought to be considered when formulating and administering MPS of NCD risk factors in LMICs. The issues discussed in this paper reflect both key questions that have emerged during our own initial programmatic efforts, as well as those that are likely to become relevant as MPS efforts expand. The ethics issues raised in this manuscript were reviewed by diverse group of approximately 30 global experts in ethics, mHealth, social science, health policy, MPS technology, and regulatory oversight during a technical workshop. Workshop participants provided valuable feedback that helped to refine our analyses and focus efforts on the central challenges. The ethics-related issues that we discuss are mainly presented based on when they occur in the MPS process—before data collection, during data collection, and after data collection—acknowledging that some of the issues raised (such as stakeholder engagement and risk-benefit assessment) are cross-cutting (see Table 1). We discuss relevant considerations for each ethics issue, explore broader societal issues, and make recommendations for future work.
<table>
<thead>
<tr>
<th>Issues</th>
<th>Key considerations or questions</th>
<th>Available options (indicative)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Before data collection</strong></td>
<td><strong>Defining the activity</strong></td>
<td>Does the activity constitute research, M&amp;E, and/or surveillance?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Who defines the nature of the activity?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>What ethical requirements follow?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>IRB or other review?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Disclosures or authorizations?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Transformation of data into policy, practice?</td>
</tr>
<tr>
<td></td>
<td><strong>Stakeholder engagement</strong></td>
<td>What are the ethical goals of engagement?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Who should be engaged?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>How and when should stakeholders be engaged?</td>
</tr>
<tr>
<td></td>
<td><strong>Appropriate design</strong></td>
<td>How should the survey be delivered? What qualities of survey delivery will affect the respondent and data validity?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>What are the consequences of: IVR or CATI or SMS or mixed modality?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Will the survey reach minority, disadvantaged, marginalized groups?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Does the delivery method influence social desirability bias?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Linguistic strategy: how many and which languages ought to be used to administer the survey?</td>
</tr>
<tr>
<td></td>
<td><strong>Anticipating potential harms and benefits</strong></td>
<td>What are the potential burdens or risks of participating in a MPS program (at the individual, community, national levels)?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>For example, Sensitive information and stigma</td>
</tr>
<tr>
<td></td>
<td></td>
<td>What are the potential benefits or advantages of participating in a MPS program (at the individual, community, national levels)?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>For example, More frequent, less costly information, and better NCD care</td>
</tr>
<tr>
<td></td>
<td></td>
<td>What strategies will minimize harms and maximize benefits?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>How will harms or benefits be balanced for disadvantaged and marginalized groups?</td>
</tr>
<tr>
<td><strong>During data collection</strong></td>
<td><strong>Consent</strong></td>
<td>What information about the MPS should be disclosed to respondents?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>How should respondents authorize their participation?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Should types of disclosure and authorization differ based on the MPS delivery method (IVR or CATI or SMS or mixed modality) and population?</td>
</tr>
<tr>
<td></td>
<td><strong>Reaching intended respondents</strong></td>
<td>Which MPS sampling and recruitment methods best reduce unnecessary burdens upon intended and unintended MPS recipients?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>What approach to MPS incentive delivery is most appropriate?</td>
</tr>
</tbody>
</table>
Consult local regulatory authorities to identify and address potential areas of concern.

Are existing laws likely to make it difficult to reach respondents using MPS?

**Available options (indicative)**

Establish advance agreements to guide terms of data ownership, access, and use.

Data ownership, access and use

To whom do the data belong?

What data can be shared?

Who should have access to the data?

How should the data be shared?

To what uses can the data be put?

Consider restrictions on data access and use for purposes that do not advance public health.

**Issues**

After data collection

**Available options (indicative)**

Identify core areas of local need and strength.

Who is responsible for deciding who is allocated which strategies to undertake?

Should ongoing MPS efforts be supported only in the original data collection area or more broadly?

Ensure LMICs sustainability

Agree upon sustainability and capacity development commitments in advance.

According to the nature of the activity, the following questions should be addressed:

1. What are the features relevant to determining whether a MPS activity constitutes research, M&E, and/or surveillance?
2. Who defines the nature of the activity?
3. What ethical requirements follow for each type of MPS activity [21]?

Although it is beyond the scope of this paper to answer these questions fully, some believe that the proper identification of the nature of the activity is highly relevant to, among other things, determining whether the activity undergoes institutional review board (IRB) or other forms of prospective ethics review, and/or surveillance. Moreover, in contrast with research, ethical practice norms for M&E and surveillance are less established in general, let alone in the context of MPS. Therefore, even once MPS approaches for monitoring NCDs and other risk factors have been reasonably optimized through research and data can be considered valid, questions about ethics, and oversight requirements for ongoing public health use of MPS will likely remain. It is furthermore imperative to understand how the intent of any MPS, regardless of how surveyors define it, is perceived by respondents. Many mobile phone users may associate phone surveys with marketing and commercial data collection.

On the other hand, others may argue that the tendency to link key ethics and regulatory oversight requirements to “labels” (such as research, M&E, and surveillance) can at times distract from the need to consider the nature of potential harms and benefits, and their distribution across society, irrespective of what the activity is called. It seems appropriate, particularly at early stages of MPS development and utilization for NCDs, that care be taken not simply to rely on interested parties to define the nature of applicable ethics and regulatory requirements. Independent consult from ethics and regulatory experts should

---

**Before Data Collection**

**Defining the Activity**

MPS are being rolled out across LMICs to determine their potential for collecting NCD risk factor information, with a long-term goal of generating reasonably reliable and valid population representative data. Therefore, in addition to collecting individuals’ responses to questions about NCD risk factors such as diet, physical activity, tobacco or alcohol use and the like, the surveillance approach is itself being actively monitored, studied, and improved. Understanding the circumstances under which MPS activities constitute research, program monitoring and evaluation (M&E) and/or public health surveillance can be important to determining the nature of ethics and regulatory oversight typically required.

It can be difficult, however, to characterize the nature of particular MPS public health data collection activities, especially where multiple overlapping purposes exist and activities are implemented with significant involvement of many different types of stakeholders, including public health agencies and policy makers. Moreover, in contrast with research, ethical practice norms for M&E and surveillance are less established in general, let alone in the context of MPS. Therefore, even once MPS approaches for monitoring NCDs and other risk factors have been reasonably optimized through research and data can be considered valid, questions about ethics, and oversight requirements for ongoing public health use of MPS will likely remain. It is furthermore imperative to understand how the intent of any MPS, regardless of how surveyors define it, is perceived by respondents. Many mobile phone users may associate phone surveys with marketing and commercial data collection.

We suggest that defining the nature of the activity encompasses three central questions: (1) what features are relevant to determining whether a MPS activity constitutes research, M&E, and/or surveillance; (2) who defines the nature of the activity; and (3) what ethical requirements follow for each type of MPS activity [21]? Although it is beyond the scope of this paper to answer these questions fully, some believe that the proper identification of the nature of the activity is highly relevant to, among other things, determining whether the activity undergoes institutional review board (IRB) or other forms of prospective ethics review, the nature of disclosures and authorizations provided to and obtained from respondents, and the extent of the obligation to transform data into policy and practice [22].

On the other hand, others may argue that the tendency to link key ethics and regulatory oversight requirements to “labels” (such as research, M&E, and surveillance) can at times distract from the need to consider the nature of potential harms and benefits, and their distribution across society, irrespective of what the activity is called. It seems appropriate, particularly at early stages of MPS development and utilization for NCDs, that care be taken not simply to rely on interested parties to define the nature of applicable ethics and regulatory requirements. Independent consult from ethics and regulatory experts should
be sought, especially from within countries where MPS will be implemented.

Engagement With Local Stakeholders

Although MPS of NCD risk factors can be rolled out relatively easily and from a single or cyber location to the remotest regions of the globe, this does not in any way decrease the need for local engagement and indeed partnership. In fact, robust engagement seems imperative for the effective use of MPS for NCD risk factor surveillance in LMICs given the significant potential for over-utilization of MPS capabilities, sensitivity (legal, political, financial, and social) to perceived mobile phone “spam,” and broader goals relating to local recognition and uptake of data. Three key questions related to stakeholder engagement in NCD MPS programs require attention: (1) what are the ethical goals of engagement in a MPS program; (2) who should be engaged and why; and (3) how and when should stakeholders be engaged?

On the first question, the ethical goals of MPS engagement may be conceived to include (1) understanding local norms and practices associated with the use of mobile phones and aligning approaches as best as possible with local expectations to minimally disturb respondents and other stakeholders such as mobile network operators; and (2) identifying the social, cultural, legal, and public health significance of the NCD risk factor information being collected to anticipate and mitigate avoidable informational risks and maximize potential benefits. Pursuit of these goals can help ensure local desirability, relevance, representativeness, and sustainability of the program. They imply a continuous engagement process inclusive of collaborative planning, implementation, and capacity strengthening.

It quickly becomes evident that attention to the goals of engagement in the context of a particular MPS effort is also critical to the process of identifying who to engage and how to do so. For example, ensuring relevance and representativeness of an NCD MPS effort would encompass the goals of deciding collaboratively on which diseases, and risk factors and from whom to gather data. The former would entail assessing which NCDs are of high burden or priority in the particular country or locale being surveyed and ensuring that the diseases surveyed included those of burden to disadvantaged and marginalized groups within the area. The latter would entail deciding what subpopulations to rely on to collect data and ensuring that they include better-off and disadvantaged areas or groups. If the population from which data are collected is not broadly representative or does not include sufficient numbers of different marginalized groups, the capability to identify the distribution of the burden of disease will be restricted. Key questions associated with access and demographics, such as who has the hardest time owning mobile phones, who has the hardest time accessing mobile phones, and what norms promote inequity of access to mobile phones, are crucial to answer in advance, when possible [111]. Those who are likely to be underrepresented by MPS can potentially be included through other more suitable means of data collection identified through direct engagement with those populations or their representatives. Both informal and formal engagement processes can serve these purposes. Similarly, local desirability and sustainability considerations might require that individuals pursuing new MPS programs in low-resource settings also consider the local interest in and capacity to carry out the program. Are existing technologies or programs within the country being appropriately leveraged? What types of data for specific groups may be captured through MPS that have not been captured with household surveys or other surveillance methods? Who should coordinate and implement the program locally, alongside external or government actors? Is the program being externally imposed, using an infrastructure that cannot be supported with local resources?

The comparative ease with which technology and mobile devices can now be used to collect and transmit data has also sparked debate globally regarding the proper use of such technology and information for public and private purposes. Negative public sentiments toward electronic surveillance in other arenas (eg, for national security, intelligence or commercial purposes) may transfer to disease surveillance and require concerted efforts to overcome. This is a critical societal issue which requires broader discussions around the perceived and actual risks of collecting and using data acquired through information technology to improve the public’s health. Establishing awareness campaigns and fora for open discussion may increase understanding and trust in MPS, particularly in locales where the approach is new or where it has previously been “abused.” Addressing any such perceptions and questions is important for ensuring that the MPS program is accepted and operates for the benefit of all stakeholders.

Appropriate Design

It is important to consider the various survey delivery approaches (eg, SMS, IVR, and CATI) that can be used for MPS, and the possible consequences of each, particularly in terms of who they are likely to reach and whether this includes minority, disadvantaged, and marginalized groups within a particular country. As an ethics matter, any MPS ought to be conducted as efficiently and equitably as possible and in a manner that yields unbiased, reliable data. Therefore, one should prospectively consider which format of survey delivery is likely to provide such data in differing LMIC contexts.

SMS and IVR are likely to be lower cost and may reduce social desirability bias that can arise from face-to-face or phone interviews in which participants interact with other persons conducting the surveys [23]. IVR strategies may be more flexible and increase respondent comprehension compared with SMS, particularly in LMIC settings where literacy levels may be an issue [3]. However, both SMS and IVR risk selection bias (groups, such as the elderly, may be poorly represented due to lack of familiarity with the interfaces), and misclassification bias if questions are not explained fully or responses are not entered properly. CATI offers the opportunity for a structured questionnaire to be delivered more personably, that is, by a live person who can offer basic clarifications over the phone; however, it is generally more time- and resource-intensive and can suffer from interviewer bias and the previously mentioned social desirability bias. Additionally, both CATI and IVR may introduce complex and potentially biasing elements between...
interviewer and respondent due to cultural or demographic differences as interpreted through voice and lexicon. Weighing the pros and cons of different types of survey delivery methods, including their accessibility to disadvantaged and marginalized groups, is important to the ethical goal of deploying MPS for the benefit of all, or at least not at the systematic disadvantage of some. Robust empirical comparisons of these modalities in the LMIC NCD context are therefore essential not only to the goals of surveillance, but also to comprehensive ethical analysis.

Similarly, all MPS programs, regardless of mode of delivery, must consider the proper languages and terminology to use. Selecting the best linguistic strategy is ethically important not only for obtaining representative data, but also for ensuring that participants understand all parts of the survey (including the reason why they are being surveyed). Many countries, particularly LMICs, have multiple languages and dialects; indeed, some countries like Indonesia and Nigeria have hundreds [24,25]. Often times “official” languages are most representative of dense urban areas where health burdens and behaviors differ from more rural areas. Variations between written and spoken language are also very common and the process of developing and verifying survey text and audio recordings in many different languages is potentially time- and resource-intensive. Although similar challenges may apply to traditional face-to-face household surveys of NCDs, the use of visual aids (show cards) and local data collectors with regional language skills can support data collection across varying linguistic areas. Where MPS are distributed using random digit dialing (RDD)—an approach that is of particular interest for nationally representative surveys given relative ease of implementation and statistical advantages—building in adequate linguistic representation into MPS is key.

**Anticipating Potential Harms and Benefits**

Anticipating potential harms or burdens and benefits or advantages is a critical part of MPS planning. This may involve different types of assessments, and the development of strategies to mitigate risk and maximize potential benefit. Those involved in collecting and storing data should always give due consideration to the risks (to individuals, communities, institutions, and nations) associated with the MPS approach and information being collected. Although the burden of participation may be relatively minimal, informational risks should be of concern to MPS for NCDs. For example, NCD risk factor data about alcohol consumption may be fairly sensitive in a country or region where consumption is culturally or religiously prohibited. Although certainly unacceptable to publicize individual-level data, even data showing particular communities to be associated with greater rates of alcohol consumption can also potentially generate harm.

Both those who have access to raw data and those who report findings have important data privacy and security-related responsibilities. MPS data are likely to be linked (at least in raw form) to individual phone numbers, even where a RDD approach is used. Whereas public telephone databases may not be available in many LMICs, mobile network operators and government authorities who may be engaged in MPS usually have access to sufficient information to potentially identify many individuals, though are unlikely to have reason to do so. Indeed, in some instances, for example, with data collected via SMS, both incoming and outgoing data itself may be automatically recorded by mobile network operators alongside personally identifying information. Planning is needed to develop protocols that define legitimate data use and protect against informational risk. Technical MPS platform developers or intermediaries should also be engaged to support alignment of software capabilities and data management practices with risk mitigation strategies.

Potential harms, however, should not be considered in the abstract and merely prospectively. They must be assessed in relation to potential benefits, and the actual accrual of harms and benefits must be monitored during MPS and evaluated afterwards. Potential population-level benefits of a well-designed and implemented MPS of NCD risk factors may include the opportunity for more frequent, less resource-intensive, and more convenient data collection across large geographic areas (not merely surveillance sites) to rapidly inform NCD policy and care. Another potential benefit of MPS, particularly IVR and CATI, may be its comparative advantage over face-to-face surveys in terms of respondent privacy. Other individuals associated with or in proximity of MPS respondents are unlikely to know the details or context of the survey unless respondents choose to make this known. Still, SMS surveys may suffer from privacy breaches due to the “written format” of the survey, unlike the digital and voice formats of IVR and CATI. Finally, MPS may yield better access to data from population subgroups that are harder to reach with household or other face-to-face survey methods.

Anticipating harms and benefits and evaluating the net risk of MPS therefore generally entails (1) identifying potential harms and benefits, and to whom they might accrue; (2) developing strategies prospectively to minimize harms and maximize benefits; and (3) assessing the balance of harms and benefits, again, including the balance for disadvantaged and marginalized groups. Although we do not describe processes for continuous monitoring and evaluation of harms and benefits in this manuscript, we emphasize its overall importance for MPS. Importantly, we neither believe that there is sufficient evidence to justify a presumption of net harm or benefit of MPS, nor do we think it wise to make such a generalization. Rather, the potential harms and benefits of each MPS program should be evaluated, ideally by independent personnel (eg, by an IRB) including individuals who represent those being surveyed. As part of this evaluation, where implementation strategies are unproven, the justification for testing the program in LMICs must also be assessed.

**During Data Collection**

**Consent**

The question of how to properly explain and obtain agreement to collect data using mobile technology has been raised in previous literature and is a potential challenge for MPS conducted in low-resource settings [11,26]. Here, we refer to a combination of basic disclosure and voluntary agreement as “consent” and distinguish it from a theoretical notion of
“informed consent” which typically requires in-depth explanation of the data collection activity and understanding on the part of respondents before voluntary agreement. We suggest that obtaining basic consent of respondents is likely to be acceptable (and most practicable) for most forms of NCD risk factor MPS.

Approval of key “gatekeepers,” however, may also be important at a group level. For example, if not already centrally involved in initiating the MPS program, representatives from relevant governmental ministries and agencies (eg, Ministries of Health, Science and Technology, Telecommunications, Information Technology) should be fully briefed on the nature of the proposed MPS program and permitted to decide whether it aligns with relevant priorities, is allowed as a legal matter, would be an appropriate use of information communication systems and therefore whether it should proceed within the country. In instances where an MPS asks questions that are, for example, potentially stigmatizing for particular communities, or where data are only being collected from a more limited geographical zone, including local community representatives in decision-making is also likely important.

Although consensus has yet to form in defining the ethically required elements of consent disclosure for different types of MPS (eg, IVR, CATI, and SMS), a brief disclosure to respondents of essential MPS information might generally include the purpose, procedures, sponsor, key potential burdens, and benefits including expected duration and whether compensation (eg, airtime credits) will be provided, and the voluntary nature of the MPS. For multilingual MPS, it is important that this information be provided after respondents select a language of choice.

When indicating their agreement to participate, potential respondents can be requested to actively or passively opt-in, or actively or passively opt-out. Examples of each are provided in Table 2. Of course, under all scenarios, the option to opt-out by not answering or hanging up the phone is available, at least for IVR and CATI. It remains unclear which approaches to authorization are ethically preferable for MPS of NCD risk factors and context may matter. If the various approaches to “demonstrating” agreement are determined to be roughly ethically equivalent in a particular context, then surveyors should follow the approach that is likely to yield the best response rate and thereby maximize the chance that data collected will be generalizable to the relevant population or subpopulation. This too has critical ethical importance as respondents are burdened unnecessarily when mHealth data sets are of little use.

**Reaching Intended Respondents**

NCD risk factor data can be collected using MPS in a matter of hours or days, and as frequently as necessary, at least in principle. If conducted too frequently from the same respondents, public distaste for MPS may increase to a point where adequate completion rates are unachievable. Regardless of frequency, it may be difficult to ensure that respondents actually meet inclusion criteria. This is of particular concern for RDD where anyone with a mobile phone number of a particular prefix can potentially receive a survey. For example, it is conceivable that an adolescent might respond to a MPS of adult risk factors.

It is ethically important to survey administration not to burden individuals unnecessarily. With MPS, one must account for individuals who have moved out of an intended survey locale, but are unintentionally sampled because they have a phone number prefix for the intended area. Furthermore, LMIC mobile networks often have quality and cost issues leading many individuals to obtain subscriber identity module (SIM) cards or phone numbers for multiple networks. This makes it possible that some may receive and perhaps respond to a survey multiple times. Many of these challenges could also cause problems primarily for data reliability and validity, but with careful design, sampling, and statistical analyses, most of these challenges can be managed, as a technical matter [27].

In order to encourage survey completion and accommodate any financial burdens, it is increasingly customary to provide respondents with phone airtime credits. Although many have debated whether and when such incentives can be excessive or inadequate, considerations relating to the timing of incentive delivery may also raise ethical and data quality considerations. Incentive delivery upon MPS completion may increase the likelihood that individuals complete the entire survey; however, some may provide false data, for example, indicate a false age or press random digits, to reach completion. This approach also does not accommodate those who, for reasons not under their control, were only able to partially complete a survey. Providing some airtime credits to all respondents regardless of survey completion status may mitigate these risks and be “fairer,” but will likely result in greater overall expense and perhaps decrease the chance that respondents will answer all questions. It remains to be determined empirically whether these particular concerns are, in general, of greater significance to MPS as compared with many face-to-face surveys. Certainly any known measures to reduce these complications should be used.

It may be more difficult to “design around” other issues which have ethics or regulatory implications. For example, it may be challenging to roll out a MPS using RDD in a country where telecommunication law prohibits “robo-calling” except when done by certain agents for the purpose of public service and safety messaging. Other countries may prohibit “masked” or “restricted” phone calls where a call is made through an intermediary and the caller remains hidden. Data collectors may need to work with government authorities in such cases to identify workarounds that still honor the principles embodied in the restriction, for example, establish a call-back number that provides an automated “hotline” with additional information about the MPS.
Table 2. Mobile phone survey (MPS) consent authorization options and examples.

<table>
<thead>
<tr>
<th>Options</th>
<th>Opt-in</th>
<th>Opt-out</th>
</tr>
</thead>
<tbody>
<tr>
<td>Active</td>
<td>“press 1 if you would like to continue the survey”</td>
<td>“press 2 if you do not want to complete the survey”</td>
</tr>
<tr>
<td>Passive</td>
<td>“by completing this survey you agree to participate”</td>
<td>“the survey will automatically end if you do not respond to a question within 1 min”</td>
</tr>
</tbody>
</table>

After Data Collection

Data Ownership, Access, and Use

Perhaps the most important post-data collection question relating to the conduct of MPS for NCD risk factor surveillance is, “What will happen to NCD risk factor data once collected?” This can be reduced to at least five component questions: (1) to whom do the data belong, (2) what data can be shared, (3) who should have access to the data, (4) how should data be shared, and (5) to what uses can the data be put? Most of these questions can be deliberated, agreed upon, and clearly documented in advance in memoranda of understanding or contracts. However, where MPS programs involve multinational donors, LMIC and high-income country teams, and government agencies, such negotiations are likely to have ethical undercurrents relating to power imbalances and the abilities of particular partners to meaningfully engage in contract negotiation. Efforts to guide fair contracting, such as the Council on Health Research and Development (COHRED) Fair Research Contracting initiative may serve as useful references for MPS partnerships [28]. Data sharing agreements and models available from other public health surveillance systems can perhaps also serve as a guide for MPS agreements [29,30]. However, MPS may also give rise to additional opportunities and challenges for data sharing and use.

With MPS, large amounts of electronic data can, in theory, be aggregated, cleaned, analyzed, and shared relatively quickly. Opportunities to validate MPS NCD data against equivalent data should also be sought out. The degree of confidence in the quality and significance of the data will likely serve as an initial filter on what is shared and with whom. When data are found to be of sufficient quality, an obligation likely exists to feed the data back into the local health system so that there is an opportunity for it to inform priority setting and resource allocation. This raises questions such as, Should data be disseminated to all levels of the health system or just national authorities? Should they be disseminated to public and private actors in the health system? Should they be disseminated to those who responded to the MPS or the public more broadly? Do the World Health Organization or other global actors or donors have claims to information access and use?

Although perhaps primarily meant to inform the development of local interventions and policies to reduce NCDs, given the large amount of behavioral data that are likely to be generated through MPS of NCD risk factors, it is expected that various additional groups will be interested in obtaining and learning from the data. Nongovernmental organizations, insurers, large employers, urban planners, biotechnology companies, food manufacturers and distributors, and even alcohol and tobacco companies, to name a few, may all be eager to learn from NCD data and put them to uses that may or may not benefit the public’s health [30]. Should data stewards not plan and act in ways that demonstrate careful management of information collected, respondents or groups in LMICs ultimately may demand the ability to opt-in or opt-out of particular uses in the future—what is known as “specific consent”—or may refuse to provide their health information altogether [31]. Building and maintaining public trust in MPS is therefore highly critical to realizing the long-term potential of the approach globally. A review of experiences, challenges, and emerging best practices related to genetics and genomics research, biobanking and data sharing in LMICs may provide useful transferable lessons.

Finally, several additional questions relating to the use of data to support intervention and policy decisions are worthy of consideration. How should MPS findings factor into health priority-setting and resource allocation decisions made by policy makers in the context of other data and relevant considerations? Do host country actors (eg, ministries of health, district health officials) have an obligation to use the information generated from MPS surveillance to set or revise priorities and resource allocations within national and district health systems? For example, if the MPS identifies certain high NCD burdens for disadvantaged groups that are very poorly resourced within the district health system relative to other diseases, do district health officials have an obligation to shift resources to those diseases? Even if policy makers have an obligation to use MPS data to help set priorities, burden of disease is not the only (ethical) consideration in health priority-setting and resource allocation; there will be opportunity costs and other considerations involved in shifting resources. The question of how MPS data on NCD risk factors can and should be used by policy makers (and others) is, thus, quite complex and will entail consideration of many contextual features [32]. Where relevant, MPS data should at least feed into existing data-to-policy mechanisms that a given country may have.

Ensuring Low- and Middle-Income Country (LMIC) Sustainability

We underscore the importance of local sustainability of MPS programs. Mobile phone penetration may be rapidly increasing in many LMICs, but the resources and technical capacity needed to independently develop, conduct, and analyze MPS are lagging behind due in part to the many challenges identified here and elsewhere [3]. To be sure, several countries have initiated their own health-related MPS programs with varying degrees of success and longevity. Those engaged in these programs are urged to continue to share case studies describing what is working, what is not, and what is needed to advance sustainability. Assessments of the ethical, legal, and societal dimensions of these programs are welcomed to better understand all contextual factors.
Implementing an unsustainable program is ethically questionable, as is the failure to consider sustainability aspects [33,34]. Determining the concrete contributions that all involved parties can make to promote and support sustained implementation is an important part of ensuring the ethical conduct of MPS. Again, this ethical dimension raises numerous unanswered questions: What are different actors’ (funders, survey implemeters, local partners, ministries of health, etc) responsibilities to promote and advance sustainability? Do survey implemeters have an obligation to initiate discussions with key stakeholders (at national, district, and local levels) about how the program can be sustained and to identify sustainability strategies (eg, advocacy, fund raising, capacity strengthening) in collaboration with those stakeholders? Do different actors then have a responsibility to carry out those strategies and, if so, on what basis? Who should be responsible for deciding who is allocated which strategies to undertake? Ought the program to be sustained in the areas where the initial surveillance implementation is being done or more broadly? These considerations, while easy to overlook, are vital to the success of public health information systems in LMICs.

**Recommendations and Conclusions**

We have discussed many considerations in this paper which are in need of further conceptual and empirical exploration. These include identifying the nature of the activity; stakeholder engagement; appropriate design; anticipating and managing potential harms and benefits; consent; reaching intended respondents; data ownership; access and use; and ensuring LMIC sustainability. Identification of the degree to which existing ethics guidance in other arenas (eg, research ethics, generally) might support the navigation of ethics challenges associated with MPS for NCD risk factor surveillance in LMICs may be helpful. However, given the current lack of comprehensive ethics guidance for public health surveillance and for MPS in LMICs, several of the issues outlined above are likely to require fresh consideration.

Although we focus mainly on ethics issues in this paper, there is a need for a broad conceptual framework for the ethical, legal, and societal issues associated with MPS for NCD risk factors. Such a framework ought to include thorough analysis of various types of MPS activities (eg, research, M&E, and surveillance) and delivery methods (eg, IVR, CATI, and SMS). It would also likely benefit from empirical testing through application to ongoing MPS in LMICs. Empirical efforts to capture a cross-section of stakeholder perceptions relating to the identified challenges and any additional means to address them in practice would be of additional value.

Practical guidance relevant to the various stakeholders involved in designing, implementing, reviewing, funding, and overseeing MPS could then be formulated and updated as norms continue to develop and technological capabilities advance. It would be particularly useful for guidance documents to identify key issues, outline pros and cons of options available to stakeholders for each issue, review additional points to consider, and, provide references to resources relevant to each issue. In order to begin to address these needs, we hope to establish a global working group inclusive of experts in ethics, mHealth survey implementation, regulatory oversight and policy, public health, social science, and MPS platform development. We welcome opportunities to move forward in addressing these emerging issues collaboratively.
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Abstract

In low- and middle-income countries (LMICs), historically, household surveys have been carried out by face-to-face interviews to collect survey data related to risk factors for noncommunicable diseases. The proliferation of mobile phone ownership and the access it provides in these countries offers a new opportunity to remotely conduct surveys with increased efficiency and reduced cost. However, the near-ubiquitous ownership of phones, high population mobility, and low cost require a re-examination of statistical recommendations for mobile phone surveys (MPS), especially when surveys are automated. As with landline surveys, random digit dialing remains the most appropriate approach to develop an ideal survey-sampling frame. Once the survey is complete, poststratification weights are generally applied to reduce estimate bias and to adjust for selectivity due to mobile ownership. Since weights increase design effects and reduce sampling efficiency, we introduce the concept of automated active strata monitoring to improve representativeness of the sample distribution to that of the source population. Although some statistical challenges remain, MPS represent a promising emerging means for population-level data collection in LMICs.
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Introduction

Since the filing of Alexander Graham Bell’s patent for the telephone in 1876, voice, and eventually, data communications networks have transformed the globe. Hard-wired landline infrastructure was a necessary developmental milestone for communities entering the modern era, rapidly connecting populations across high-income countries and most urban centers of the developing world [1]. By the 1990s, nearly every home in the United States had a fixed landline phone, which was used by national statistical agencies, like the US Centers for Disease Control (CDC) or the Census Bureau, and by polling organizations for conducting household surveys [2]. Until the first mobile phone was introduced in the early 1970s, there was no challenge to the role of the landline telephone as a tool for population-level data collection. As the global mobile phone revolution exploded in the early 2000s, a dramatic shift from landline to cellular networks began to occur. According to the CDC, by early 2005, only 7.3% of US households had shifted to mobile as their only phone connection [3]. By the end of 2015, a little over a decade since the agency began meticulously tracking household-phone ownership, only 8% of homes reported exclusive landline phone access, with 44% of
homes reporting a mobile phone being their only communication access [3]. This transformation has been even more dramatic in the developing world, where landline infrastructure has been leapfrogged by the rapid deployment of mobile networks and affordable cellular telephony [1].

This transition to ubiquitous mobile phone access around the globe has had an important effect on population surveys especially in low- and middle-income countries (LMICs) where the availability of landline phone was rarely universal and surveys were conducted by face-to-face interviews (F2F). However, F2F surveys are expensive, time consuming, and often difficult to conduct in remote or conflict regions. Mobile phone surveys (MPS) are likely to reduce these challenges. In fact, several global agencies and survey firms have begun to leverage mobile phone coverage rates to collect data at random or from panels of respondents [4].

In this paper, we identified some of the key statistical considerations and challenges associated with each stage of mobile-only surveys in LMICs. We propose some novel methodological approaches for improving population representativeness and efficiency of MPS (see Table 1).

Table 1. Key mobile phone surveys (MPS) considerations by survey phase.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Key considerations</th>
<th>Mitigation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Presampling</td>
<td>Differences between phone owners and nonphone owners</td>
<td>Decreases as mobile penetration increases in LMICs; survey of nonphone owners can help understand bias</td>
</tr>
<tr>
<td>Sampling and survey execution</td>
<td>Source of numbers to sample from; obtaining a representative sample; multiple phone or SIM card ownership</td>
<td>Prescreened “valid numbers only” bank of numbers; automated active strata monitoring</td>
</tr>
<tr>
<td>Postsampling</td>
<td>Residual differences between phone owners and nonphone owners; residual differences between respondents and nonrespondents; residual differences between single- and multiple-phone owners</td>
<td>Postsampling weighting</td>
</tr>
</tbody>
</table>

Presampling challenges for MPS

Redefining the Concept of the Sampling Frame

As the level of mobile phone access and ownership reaches saturation (100%, or at least one mobile phone per eligible adult respondent) at a population level, it becomes plausible to consider the entire population of phone owners as elements of a “sampling frame” for an MPS [5]. Although some countries have reached universal level of mobile penetration, most of them have not, thus resulting in some degree of sample misalignment when comparing the theoretical sampling frame to the population at large.

As shown in Figure 1 (adapted from [6]), as country-level mobile penetration and ownership increases, the amount of “white space” in the stratum, representing geographies without mobile phones, should decrease. An MPS begins with the intended target frame of the MPS as the entire population of mobile phone owners, without restriction, but still a subset of the total population until such time that a population is 100% covered (where all eligible respondents have at least 1 phone). In most cases, it is difficult to characterize the relative size and makeup of the non–phone owners, unless representative population data are available on determinants of phone ownership or surveys of characteristics of these two populations are available (or can be conducted by the researchers). It is also important to note that, as the cost of device ownership and airtime decreases, the socioeconomic composition (and associated risk factor behaviors) of phone owners and nonphone owners is also likely to change. These secular trends should be considered when comparing the results of MPS across multiple time points.

In the third layer, we see how this subset of phone owners might respond, by picking up or not, and also a new section, representing numbers that are nonexistent—an artifact of the random digit dialing process, discussed in detail below. The fourth layer depicts the possible response behaviors of the subset of those phone owners who do pick up, with the gradient representing the different possible outcomes of the respondent interaction.
Differences Between Individuals Who Own and Do Not Own Phones

As populations transition from either fixed or no phone access to widespread cellular networks, heterogeneity in coverage and household ownership can vary across states or districts. These differentials are likely to mirror socioeconomic and rural-urban gradients and could hinder statistically sound estimates of population characteristics and behavior if not carefully understood and managed [3]. Differences between landline and mobile phone (or combined household) respondents have been documented extensively across multiple populations over the past decade [7,8]. Many previous discussions around statistical methods and sampling strategies to mitigate the risks of bias and threats to validity have focused on high-income country settings, in the background of a strong landline or mixed-network legacy systems [9,10]. In most LMICs, landline infrastructure has remained underdeveloped or limited to larger metropolitan areas, leaving mobile phone “only” households as the predominant and more universal denominator. These mobile-only populations remain poorly characterized in most settings, with gaps in ownership/access, sometimes characterized as a facet of the “digital divide,” aligned with lower socioeconomic strata or marginalized populations [11]. In some countries of sub-Saharan Africa, where populations are sparse and distributed across a large geographic spread, extreme remoteness and cellular network unavailability may also be determinants of respondent unreachability via MPS.

Sampling Strategies for MPS

Identifying a Sampling Frame and Dealing With Invalid numbers

Apart from addressing challenges in the differences between phone users and nonphone users in a population, the next important hurdle for any phone survey methodology begins with the development of a representative and valid sampling frame, broadly defined as the set of eligible numbers from which the sample of telephone households is selected [9]. The sampling frame has been a critical component of traditional surveys as a major focus of survey representativeness and costs [9]. For telephone surveys, three approaches to sampling frame development have traditionally been used such as random digit dialing (RDD), list-assisted design, and a multiple-frame sampling method that combines the two approaches.

Unlike telecom companies in many high-income countries, in LMICs, providers seldom maintain (or publish) directories of active mobile phone users and their numbers [7]. Without accurate published or network-operator provided lists to select from, RDD remains the most appropriate sampling approach. In landline surveys conducted in the United States, sampling frames are often developed by obtaining known prefixes to which random suffixes are appended. In many countries, mobile network operators (MNOs) are provided prefixes different from each other (eg, 019, 017) by the government, followed by a fixed set of numbers, which helps minimize ineligible random number combinations. As the populations using different MNOs may differ in geographical distribution and other characteristics (eg, income or education level, based on market segments targeted for low cost, entry-level prepaid plans), using known MNO prefixes also helps to ensure proportionate representation in the sample of the market share held by different operators. On the basis of this information, a large pool of possible numbers, an order of magnitude larger than the necessary sample, can be computer generated as the first “pool” of numbers to dial randomly. New pools can be generated, with care taken not to re-create numbers, if a pool is depleted. Although some network operators provide specific feedback (in the form of digital signals) when an invalid number is dialed, this practice is not universal.

Due to invalid sequences that are essentially unavoidable in an RDD, the required sample size should be inflated by dividing with a factor 1-Y, which estimates the proportion of nonworking numbers, to yield the number of random mobile phone numbers to be generated. This factor can be determined by first creating a smaller “test” pool of numbers to determine a likely proportion.
of real numbers through a practice RDD round. As the numbers are dialed, if a number is identified as a nonhousehold or definitively found to be nonworking on the first call, then it should be excluded and the next one be dialed. If a call is not answered, it can be redialed a predetermined number of times before it is identified as nonworking and replaced with a new number from the list.

**Accelerated Sequential Replacement**

To ensure that correct sample size is obtained, traditional landline surveys have employed a process called accelerated sequential replacement. This is an iterative approach that selects numbers from a purposefully expanded sample of random numbers and replaces those definitively identified as nonworking at the end of a given operational stage, such as the day or shift. Three statuses are usually assigned to the outcome of a call such as verified household, verified nonhousehold or nonworking, and unresolved (eg, no answer or strange noise, but not verified as nonworking). Before the beginning of the next stage, those numbers that have been verified as nonworking are replaced with an equal number of new random numbers from the randomly generated list. After a predetermined number of calls, unresolved numbers are assumed to be nonworking and are also replaced. Although traditionally this was a manual process, now it can be easily automated and invalid numbers can be replaced automatically, instead of doing in stages, thereby reducing the total time required to conduct the survey.

**An MPS Approach to Quota-Driven Sampling: Automated Active Strata Monitoring**

The relatively low cost and automated nature of most MPS technologies, combined with the vast size of the denominator being selected from—effectively every mobile phone owner in the population with an active subscription, connected to a network—allows us to consider an approach that continues to attempt to fill a particular target demographic stratum of a population until that stratum’s desired sample size is reached. In this quota-driven sampling procedure, a priori “sample size” is determined with a known statistical precision level, and the sample is selected from an RDD list through a probabilistic sampling procedure. Differences between the composition of the general population and the population of phone owners, in terms of gender, age, socioeconomic status, urban versus rural residence, and geographic origin can be mitigated through establishing target quota, based on the relative proportion of individuals of a particular combination of relevant characteristics in the population at large. Recent census data can be used to assess strata-specific population distribution, or in cases where data from a recent census is not available, information from the most recent demographic and health surveys (DHS) may be used. The DHS are conducted in over 90 LMICs and provide nationally representative data on these strata-specific population distributions.

Given the digital nature of MPS, real-time data streams can be monitored, and strata actively “closed” once the required sample size for that subgroup has been met. This process can be automated or monitored by study implementers. The concept, automated active strata monitoring (AASM) also allows many more strata to be chosen to minimize the possible effects of nonprobabilistic sampling from the parent population. In this process, when a participant answers the phone, the first survey questions should establish their demographic, education, and other sociodemographic information of interest to determine stratum contribution. If the required number of targeted respondents has already been reached in their stratum, no further questions are asked, and they will be excused from completing the survey. Conversely, if more respondents are still required in their stratum, they are led through the survey questions.

AASM is not plausible in traditional household surveys, as the marginal cost and time required to visit more households, in the effort to complete one or more unfilled strata, becomes prohibitively expensive. With the extremely low cost of MPS, in contrast to traditional F2F methods, and high levels of mobile phone coverage, for the first time in history, the survey denominator is theoretically, in many cases, the entire population (see Figure 2). For example, if the population of mobile phone owners between the ages of 60 and 70 years is a small percentage of the total population, even under less-than-complete mobile phone saturation, the denominator of phone-owning individuals in the population-at-large may number in the tens of thousands or millions. Although a greater number of calls may be required to enroll a sufficient number of these relatively “smaller” population strata, the cost and feasibility of doing so through MPS is much more reasonable. Using AASM, much more granular stratification can be achieved with MPS, ensuring greater representativeness and minimizing potential selection bias due to nonrepresentativeness in select population strata, common with small sample-frame surveys.

For traditional survey methods, an inherent disadvantage of quota-driven sampling is that it is a nonprobabilistic approach, and although certain characteristics of interest have been chosen to recreate a sample reflective of the population as a whole, other unmeasured characteristics have not been accounted for because the underlying population distribution is unknown. In a random sample, the distribution of both measured and unmeasured characteristics withstand a better chance of reflecting the actual population. With AASM in MPS, however, the population distribution strata are preserved through sampling without replacement and quota restrictions to mitigate the oversampling of certain population groups. This method does require, however, access to reliable and recent statistical information regarding the parent-population’s characteristics. These may be available from national surveys and other globally standardized surveys (eg, DHS), although recent information may not be readily available for some populations.

Given the large size of the population being sampled from, sampling without replacement from the entire population of phone owners can usually continue until the desired sample size in every sociodemographic stratum is achieved. In some cases, such as scenario B in Figure 2, stopping rules might be useful if certain age quota cannot be met, despite extended efforts, simply because those population groups cannot be reached directly using mobile phones. However, innovative methods similar to snowball sampling could be tried by requesting respondents to hand their phone to a family member, which is fulfilling specific, hard-to-obtain, requisite criteria.
Figure 2. Mobile phone access across two theoretical populations, using age as an illustrative respondent characteristic through which representativeness can be assessed. The figure illustrates a hypothetical population distribution against a distribution of mobile phone ownership, under conditions of low (scenario A) and high (scenario B) mobile penetration. In scenario A, common to populations where mobile phones have recently been introduced, obtaining a representative sample through MPS may not be feasible, even using AASM. As mobile markets mature, the overlap in distributions increases, allowing methods like AASM and random digit dialing to improve the capture of a sample that closely reflects the population-at-large.

Postsampling Weighting

Differences Between Phone Owners and Non-owners

It is well recognized that inequity exists in mobile phone access, and phone ownership is not equally distributed across the population in many countries. Young, male urban populations are more likely to have a mobile phone compared with older, female rural populations. Consequently, a major problem of mobile survey is the selectivity bias due to ownership heterogeneity. A common method is to conduct weighed analyses with poststratification adjustments to reduce the selectivity bias and to improve population representativeness.

Poststratification with weighting, however, is not without problems. Kish has shown that the variance $\sigma^2/n$ of a weighted estimate is inflated by a factor of $1 + CV^2_{wt}$, where $CV^2_{wt}$ is the relative variance of the sampling weights [12]. The design-effect ($deff_{wt}$) of weighted estimate is formally written as shown in Figure 3.

where $w_i$ is the weight (inverse of selection/participation probability) in the i-th stratum. As larger is the variability of the weights, the larger is the design-effect, which reduces the efficiency of the sampling design (but increases variance with larger confidence intervals and reduces the ability to reject null hypothesis). A larger $deff > 1$ reflects the loss of precision due to effective reduction in sample size.

A multicountry study in Afghanistan, Ethiopia, Mozambique, and Zimbabwe by the World Bank shows that the design-effects due to weighting were quite large and are 6.3, 11.6, 5.2 and 1.8, respectively [5].

Trimming extreme weights is often suggested to reduce the coefficient of variation (CV) of weight, which may bias the results. We propose, for MPS, reducing the variability in weighting by restricting quota of interviews for each strata to the original sample allocation size. An AASM approach is expected to substantially reduce the CV of weights and thus the $deff$ impact of poststratification weighting.

Figure 3. The design-effect ($deff_{wt}$) of weighted estimate. Here $w_i$ is the weight (inverse of selection/participation probability) in the i-th stratum.

$$deff_{wt} = \frac{\sum w_i^2}{\sum w_i} = 1 + CV^2_{wt}$$

Minimizing the Effects of Nonresponse and Incomplete Surveys

Previous research indicates that dropout rates might be higher with MPS as people are more likely to be occupied than when contacted in person or on a landline and be less available to
complete the full survey [7]. Battery or connectivity/network failure during the survey is also a factor unique to mobile surveys that could contribute to dropouts [7]. However, the response rate could also potentially be higher for MPS than for landline surveys, as the available period to reach respondents is wider, instead of being limited to evenings and weekends when an individual is at home similar to the case with landline surveys.

To minimize the effect on the data from dropouts that do occur, the order of the survey modules could be randomized so that each module has the opportunity to be placed at the beginning of an interview to ensure a sufficient number of responses to each set of questions. Additionally, to keep mobile phone interviews short, questions asked should be limited to “important” key indicators identified in consultation with country policy makers and stakeholders, as well as the literature. Further, to control for the differences between those who respond to the survey and those who refuse, during the survey the number of those who choose not to respond should be recorded. The results should be adjusted postsurvey by nonresponse weighting, using a factor, $R_i$, expressed formally in Figure 4.

**Figure 4.** Nonresponse weighting, using a factor, $R_i$, where $f$ is the nonresponse rate for the $i$-th group.

$$R_i = \frac{1}{1 - f_i}$$

## Multiple Users per Phone

In low socioeconomic populations, mobile phones may be shared among members of a household or among neighbors, which may lead some individuals to be less likely to be surveyed [11,13]. To mitigate this risk, MPS implementations can randomize the time of day when calls are made, to reach individuals who typically use the phone at different times during the day, or purposefully target times of day when members of the family are more likely to be reached (eg, in the evening, when the phone owner returns from work outside the home). AASM, described above, will also aid in ensuring that a sufficient number of those with less frequent use of the phone, for example, women and older individuals, have increased chances of being included in the survey.

### Multiple Phones per Person or Household

A concern commonly voiced when considering populations where cellular phone use is high is that people with more than 1 mobile phone have a statistically higher probability of selection from a population, with the relative probability of being selected proportional to the number of phones owned by that user. Although statistically correct, the practical implications of this relatively rare situation, from a population perspective, are negligible. Using RDD in a large population (eg, the denominator of every possible phone number in a country), the individual probability of selection of an individual is very small, even if the user has more than 1 phone.

The selection probability of an individual person can be calculated as follows: $(n, \text{sample size targeted} \times N[p], \text{of phones per person})/N[T], \text{total number of phones}).$ When the $N(p)$ in numerator is 1, individuals with one phone have the equal selection probability (approximately) to random sampling. If $N(p) = 2$, the selection probability is doubled and so on thus increasing the selection probability proportional to the number of phones a person may have.

**Table 2** below illustrates the individual probability of selection, as the proportion of the population with more than one mobile phone increases. As illustrated, in a population of 100 million phone owners, even if 10% of the population owns 3 mobile phones, the probability that one of these individuals is selected is still $2.5 \times 10^{-8}$. This probability decreases as the proportion with more than 1 mobile phone increases. Although the theoretical probability of inclusion of those with multiple phones is three times that of someone with only one phone, in practice, the overall likelihood of contacting each participant remains infinitesimally low. Nonetheless, given that individuals with multiple phones are likely different from those with only one phone, negatively weighting responses from those individuals, or otherwise treating their contributed data as different from the majority of respondents may be worth considering. Over the course of our planned work, we aim to further explore this important issue to better elucidate the impact that multiple-phone ownership might have on the data collected in MPS.

### Table 2. Illustration of the extremely low individual probability of inclusion of those with 1 phone and those with 3 phones in a theoretical population of 100 million and how these probabilities change as the proportion with multiple phones increases.

<table>
<thead>
<tr>
<th>Percentage of 100 million population with one mobile phone (a)</th>
<th>Number of mobile phones in group (b)</th>
<th>Individual probability of inclusion (c)</th>
<th>Number of mobile phones with 3 mobile phones (d)</th>
<th>Individual probability of inclusion (f)</th>
<th>Relative probability of inclusion (g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100%</td>
<td>100,000,000</td>
<td>1.00E-08</td>
<td>0%</td>
<td>0</td>
<td>3.00E-08</td>
</tr>
<tr>
<td>90%</td>
<td>90,000,000</td>
<td>8.33E-09</td>
<td>10%</td>
<td>30,000,000</td>
<td>2.50E-08</td>
</tr>
<tr>
<td>80%</td>
<td>80,000,000</td>
<td>7.14E-09</td>
<td>20%</td>
<td>60,000,000</td>
<td>2.14E-08</td>
</tr>
<tr>
<td>70%</td>
<td>70,000,000</td>
<td>6.25E-09</td>
<td>30%</td>
<td>90,000,000</td>
<td>1.88E-08</td>
</tr>
<tr>
<td>60%</td>
<td>60,000,000</td>
<td>5.56E-09</td>
<td>40%</td>
<td>120,000,000</td>
<td>1.67E-08</td>
</tr>
<tr>
<td>50%</td>
<td>50,000,000</td>
<td>5.00E-09</td>
<td>50%</td>
<td>150,000,000</td>
<td>1.50E-08</td>
</tr>
</tbody>
</table>


In countries where a significant proportion of the population has more than one mobile phone, the selection probability could be adjusted to take this into account. This has been done in landline surveys using an adjustment factor A, expressed formally as:

\[ A = \frac{1}{T_i} \]

where \( T_i \) is the number of phones of the \( i \)-th person [14]. The inverse probability of selection multiplied by \( A \) yields the adjusted weight of each respondent in the survey [14].

**Unresolved Statistical Challenges for MPS**

**Geographic Stratification and Representation**

Determining the geographic location of respondents is a challenge unique to mobile surveys that is uncommon for landline or household surveys, where the area code or zip code of a respondent tends to be known. As such, if geographic balance is sought, screening questions may be necessary to associate the mobile phone respondent with a geographic location [7]. In population where mobility levels are high, questions should be developed a priori to satisfactorily assign geolocation (e.g., where they spend the greatest number of days in a typical week or month) or to be determined by the participant themselves, directly stating a district or region of the country in which they reside.

**Cost and Time Required to Obtain a Clean Sample (Removing Nonvalid Numbers)**

With all RDD surveys, as phone numbers in the sample are randomly generated, it takes time to exclude nonworking numbers and eventually obtain the necessary sample size. This issue is especially pronounced for mobile surveys. In one example, it took almost 30 hours to remove 6872 nonworking mobile numbers compared with a landline sample, which took only 4.5 hours [7]. There are services that offer verification of phone number samples, but, as mentioned earlier, the associated costs may exceed the cost of the nonproductive call itself. Some active numbers could be also be flagged as nonworking in error [15]. Automated processes expedite the exclusion of nonworking numbers and replacing them, without requiring surveyor time. Notwithstanding, the time and cost necessary to isolate working numbers is still extremely low, when compared with the resources required to perform F2F household surveys. One study found that mobile interviews saved US $14 per participant compared to F2F interviews and took much less time because transportation to the field was not required [16].

**Conclusions**

The mobile phone revolution has presented an unprecedented opportunity to collect public health-related data directly from populations. Near-universal connectivity has created massive population denominators, which are accessible to researchers interested in supplementing traditional F2F methods with data from MPS. Leveraging large, connected populations for high-quality survey research requires careful consideration of both unique and shared challenges across traditional F2F, landline, mixed population, and mobile-only surveys.

The low cost and automated process of deploying MPS allows for innovative approaches such as AASM to be used to create samples that reflect the population-at-large, acknowledging that nonprobabilistic methods may be accompanied by unmeasurable biases. It is important that researchers working on using MPS methods consider these and, where possible, try to collect data which will improve not only the quality of the study but also our understanding of the strengths and limitations of this method.

We face a unique reality in a growing number of countries, where approaches like RDD now allow virtually every member of a population to be reached and surveyed about important public health issues. In most high-income countries, the overuse of mobile networks by telemarketers has reduced our capacity to take advantage of these methods. Robust methods in sampling and design will help maximize the value of MPS data in these countries as a useful approach to population surveillance.

**Acknowledgments**

The studies described as part of the research agenda are funded by the Bloomberg Philanthropies. This funding agency had no role in the preparation of this manuscript.

**Conflicts of Interest**

None declared.

**References**


Abbreviations

AASM: automated active strata monitoring
CV: Coefficient of variation
F2F: face-to-face
LMICs: low- and middle-income countries
MPS: mobile phone surveys
RDD: rapid digital dialing
MNO: mobile network operator
DHS: demographic and health surveys

Edited by E Rosskam; submitted 15.01.17; peer-reviewed by Q Li, L Moulton; comments to author 02.02.17; revised version received 27.02.17; accepted 08.03.17; published 05.05.17.

Please cite as:
URL: http://www.jmir.org/2017/5/e121/
doi:10.2196/jmir.7329
PMID:28476726
The Development of an Interactive Voice Response Survey for Noncommunicable Disease Risk Factor Estimation: Technical Assessment and Cognitive Testing

Dustin G Gibson\textsuperscript{1*}, MS, PhD; Brooke A Farrenkopf\textsuperscript{1*}, BSPH; Amanda Pereira\textsuperscript{1}, MSPH; Alain B Labrique\textsuperscript{1}, PhD; George William Pariyo\textsuperscript{1}, MBChB, PhD

Johns Hopkins Bloomberg School of Public Health, Department of International Health, Baltimore, MD, United States

\textsuperscript{*}these authors contributed equally

Corresponding Author:
Dustin G Gibson, MS, PhD
Johns Hopkins Bloomberg School of Public Health
Department of International Health
615 N Wolfe St
Baltimore, MD, 21231
United States
Phone: 1 4432878763
Fax: 1 4106141419
Email: dgibso28@jhu.edu

Abstract

Background: The rise in mobile phone ownership in low- and middle-income countries (LMICs) presents an opportunity to transform existing data collection and surveillance methods. Administering surveys via interactive voice response (IVR) technology—a mobile phone survey (MPS) method—has potential to expand the current surveillance coverage and data collection, but formative work to contextualize the survey for LMIC deployment is needed.

Objective: The primary objectives of this study were to (1) cognitively test and identify challenging questions in a noncommunicable disease (NCD) risk factor questionnaire administered via an IVR platform and (2) assess the usability of the IVR platform.

Methods: We conducted two rounds of pilot testing the IVR survey in Baltimore, MD. Participants were included in the study if they identified as being from an LMIC. The first round included individual interviews to cognitively test the participant’s understanding of the questions. In the second round, participants unique from those in round 1 were placed in focus groups and were asked to comment on the usability of the IVR platform.

Results: A total of 12 participants from LMICs were cognitively tested in round 1 to assess their understanding and comprehension of questions in an IVR-administered survey. Overall, the participants found that the majority of the questions were easy to understand and did not have difficulty recording most answers. The most frequent recommendation was to use country-specific examples and units of measurement. In round 2, a separate set of 12 participants assessed the usability of the IVR platform. Overall, participants felt that the length of the survey was appropriate (average: 18 min and 31 s), but the majority reported fatigue in answering questions that had a similar question structure. Almost all participants commented that they thought an IVR survey would lead to more honest, accurate responses than face-to-face questionnaires, especially for sensitive topics.

Conclusions: Overall, the participants indicated a clear comprehension of the IVR-administered questionnaire and that the IVR platform was user-friendly. Formative research and cognitive testing of the questionnaire is needed for further adaptation before deploying in an LMIC.
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Introduction

The increasing rise in mobile phone ownership and access in low- and middle-income countries (LMICs)—from 1 billion in 2000 to 6 billion in 2012—introduces the opportunity to transform the current paradigm of surveillance activities and to potentially improve the efficiency and timeliness of data collection and reporting [1]. One such opportunity, mobile phone surveys (MPS), offers several potential advantages over traditional household-based surveys. These advantages include real-time data entry to enable timely data analysis, survey delivery that is less demanding on financial and human resources, and anonymity of responses [2]. With the growing noncommunicable disease (NCD) burden [3], there is a subsequent greater need to collect and utilize data to guide public health programs and curb the global NCD epidemic [4].

Interactive voice response (IVR) technology is one of the several options for conducting an MPS. IVR utilizes a prerecorded questionnaire that is administered over the phone [5]. Participants select responses via touchtone keypad or voice recognition software. Responses are immediately submitted to either Web-based databases or internal servers to enable timely data synthesis and analysis [6]. IVR counters a key challenge of short message service (SMS) surveys: the requirement of literate populations.

In adapting a household-administered questionnaire to an IVR survey, cognitive testing of the IVR questionnaire and assessing its usability becomes imperative given IVR’s limitations; especially due to its self-administered nature where respondents are not afforded an opportunity to ask any clarifying questions. In survey development, cognitive testing is frequently applied in order to identify questions that respondents have difficulty comprehending and to assure that the questions adequately capture information as intended [7,8]. Results from cognitive testing can guide question wording and formatting, leading to greater understandability and accuracy in survey responses [9].

The two objectives of this pilot study were to (1) cognitively test and identify challenging questions in an NCD risk factor questionnaire administered via IVR and (2) assess the usability of the IVR platform and identify future challenges for its implementation in LMICs. The findings from this research will be used to revise the questionnaire and IVR platform before conducting a similar series of formative activities in each LMIC where the IVR survey will be deployed.

Methods

Questionnaire Development

As part of the Bloomberg Philanthropies Data for Health Initiative (BD4HI) [10], experts in survey methodology, NCDs, and mobile health convened in June 2015 to develop an NCD risk factor questionnaire that could be adapted to an MPS and used to collect population-representative estimates from LMICs [11]. Questions were selected from standardized household surveys such as WHO STEPwise Surveillance, Tobacco Questions for Surveys, and the Behavioral Risk Factor Surveillance System [12-14]. Questions that mapped to indicators in the Global Monitoring Framework for NCDs and that covered the 4 main risk factors for NCDs (physical activity, alcohol consumption, tobacco use, and diet) were preferred [15]. Questions were selected for an IVR survey independent of their perceived suitability to the IVR modality; this produced a beta version of the questionnaire that was adapted to VOTO mobile’s IVR platform—a Ghana-based organization that works to develop MPS systems [16]—and used to cognitive test the IVR survey and to assess its usability (see Multimedia Appendices 1 and 2).

The IVR survey included a brief introduction, and was followed by a question asking for assent to participate, demographic questions, and NCD modules (Figure 1). Modules were a series of topically similar questions such as alcohol consumption, tobacco use, and dietary intake (Table 1). The IVR platform was programmed to randomize the delivery order of the NCD modules. For each question, the IVR survey was programmed so that respondents could repeat the question by pressing the asterisk, “star key,” on the mobile phone.

Figure 1. Interactive voice response (IVR) survey design. NCD: noncommunicable disease.
Table 1. Number and source of questions included in each module by round of pilot testing.

<table>
<thead>
<tr>
<th>Module</th>
<th>Round 1 n questions</th>
<th>Round 2 n questions</th>
<th>Source survey</th>
</tr>
</thead>
<tbody>
<tr>
<td>Introduction or consent</td>
<td>1</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>Demographics</td>
<td>5</td>
<td>6</td>
<td>-</td>
</tr>
<tr>
<td>Tobacco</td>
<td>2</td>
<td>2</td>
<td>TQS</td>
</tr>
<tr>
<td>Alcohol</td>
<td>3</td>
<td>3</td>
<td>STEPS</td>
</tr>
<tr>
<td>Diet</td>
<td>10</td>
<td>10</td>
<td>STEPS</td>
</tr>
<tr>
<td>Diabetes and blood pressure medication</td>
<td>4</td>
<td>4</td>
<td>STEPS</td>
</tr>
<tr>
<td>Physical activity</td>
<td>12</td>
<td>-</td>
<td>IPAQ</td>
</tr>
<tr>
<td>Physical activity</td>
<td>-</td>
<td>20</td>
<td>GPAQ</td>
</tr>
<tr>
<td>Lifestyle</td>
<td>6</td>
<td>-</td>
<td>STEPS</td>
</tr>
<tr>
<td>Total N questions</td>
<td>43</td>
<td>46</td>
<td></td>
</tr>
</tbody>
</table>

Participants
Participants were eligible for inclusion in the pilot study if they were proficient in English and identified as being a native of any country within Africa, Asia, Latin America, or South America. Participants were excluded if they were aged under 21 years or had a hearing impairment. The study received ethical approval from the JHSPH Institutional Review Board (IRB). Study participants provided oral consent and were compensated for their participation with a US $10 gift-card to a local coffee shop.

Data Collection and Analysis
We conducted two rounds of pilot testing, with different participants in each round, to gain clearer understanding of the participants’ thought processes (round 1) and to assess the usability of the IVR survey (round 2). There were minor differences in the questions and modules between the two rounds (Table 1). Participants listened to the IVR survey on a Samsung Convoy 3 mobile phone provided by the study team. This simple phone was selected to serve as a proxy for the types of phones commonly used in LMICs. Participants in each round of pilot testing were instructed to answer the IVR survey honestly and to think about how this survey could be improved if administered in their country of origin.

Round 1: Cognitive Testing
In order to minimize recall bias, participants were administered the modules one at a time. After each module, the IVR survey was paused and participants were cognitively tested through active probing to assess their understanding of each question and to identify specific areas of misunderstanding. Representative examples of questions asked of participants in Round 1 are found in Textbox 1.

Textbox 1. Examples of questions asked during pilot testing in round 1.

- Was this question clear?
- Were there any words or phrases that were difficult to understand?
- What does the word, “XXX” mean to you?
- How confident were you in your answer?
- Do you foresee any challenges asking this question in an LMIC?

NCD questions and modules were scored for their comprehensibility, which was considered “high” if >75% of the participants did not express concern over the introduction or question content overall throughout the module; “medium” if 51-75% of participants expressed no concern; and “low” if <50% of participants found no difficulty.

Round 2: Assessment of IVR Platform Usability
During round 2, groups of 2-3 participants listened to the IVR survey in its entirety and were then asked about the IVR usability and any overall concerns with the survey (see Textbox 2). Participants were encouraged to vocalize any comments about the survey’s wording, length, understandability, and ways to improve survey performance if administered nationally in an LMIC setting. Comments on the survey length, the survey’s introduction, and features they liked or did not like about the IVR platform were compiled. Following the focus groups, participants were individually administered the GPAQ physical activity questions through IVR and were cognitively tested to assess their understanding using methods similar to those employed in round 1. No other NCD modules were cognitively tested during round 2.
Textbox 2. Examples of questions asked during pilot testing in round 2.

Round 2: Usability of interactive voice response (IVR)
- What factors would cause you to be more or less likely to participate in a similar mobile phone administered health or NCD surveys?
- Comment on your reaction and experiences during the IVR survey or how you would react if you got such a survey in the future?
- How do you expect people in your country or community would react if they received such a survey on their mobile phones?
- The modules were randomized—do you think there are any issues to consider in randomizing questions in your home country?

Results

From January to February 2016 in Baltimore, MD, a total of 24 participants were pilot tested, with 12 participants in each of the 2 rounds.

Cognitive Testing: Round 1

In Round 1 (n=12), the median participant’s age and years of education completed were 27 years old (IQR: 25-30 years; range: 22-56 years) and 15 years (IQR: 13-18 years; range: 9-20 years), respectively (Table 2). Cognitive testing through individual interviews with the participants identified that the examples that were used in the question to help respondents in answering (eg, “I would now like to ask you about smoking tobacco, including cigarettes, cigars, and pipes.”) as a common area of concern across the NCD modules. All 12 participants (100%) commented that the provided examples for diet, physical activity, tobacco, and alcohol should be specific to the country where the survey is being conducted.

Table 2. Demographic characteristics of participants by round.

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Round 1 n=12</th>
<th>Round 2 n=12</th>
<th>Total n=24</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>4 (33)</td>
<td>4 (33)</td>
<td>8 (33)</td>
</tr>
<tr>
<td>Female</td>
<td>8 (67)</td>
<td>8 (67)</td>
<td>16 (67)</td>
</tr>
<tr>
<td>Region of birth, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Africa</td>
<td>2 (17)</td>
<td>8 (67)</td>
<td>10 (42)</td>
</tr>
<tr>
<td>South Asia</td>
<td>5 (42)</td>
<td>1 (8)</td>
<td>6 (25)</td>
</tr>
<tr>
<td>Central and East Asia</td>
<td>2 (17)</td>
<td>1 (8)</td>
<td>3 (13)</td>
</tr>
<tr>
<td>Latin America</td>
<td>2 (17)</td>
<td>1 (8)</td>
<td>3 (13)</td>
</tr>
<tr>
<td>South America</td>
<td>1 (8)</td>
<td>1 (8)</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Age in years, median (IQR)</td>
<td>27 (25-30)</td>
<td>28.5 (26-33)</td>
<td>27 (25-31)</td>
</tr>
<tr>
<td>Education in years, median (IQR)</td>
<td>15 (13-18)</td>
<td>18 (14-19)</td>
<td>16 (13-18)</td>
</tr>
</tbody>
</table>

In addition to this survey-wide comment, several questions were problematic for participants. These questions and their respective challenges are listed below and summarized in Table 3.

Urban or Rural Setting

(In your home country) do you live in a rural or urban area? If you live in a rural area, press 1. If you live in an urban area, press 3.

This proved to be one of the more challenging questions, with 11 (91.7%) participants raising concern that other people taking this survey may have difficulty distinguishing between and defining urban and rural. Two participants (16.7%) suggested including “peri-urban” as an available response.

Education

Not including preschool, how many years of school and full time study have you completed? Please enter the number of years.

All participants had issues with this question, with many reporting that they felt rushed to calculate a response. Four participants (33.3%) recommended removing the word “preschool” and three participants (25%) recommended converting the responses to be categorical (eg, primary school, secondary school, and so on) such that it matches the country’s education system.

Alcohol

One drink is equivalent to a 12 ounce beer, a five ounce glass of wine, or a drink with one shot of liquor...

Three participants (25%) did not understand at least one of the terms of measurement used and stressed that in-country research would be necessary to provide the accurate measurement and country-specific examples.

Salt Intake

...I would like you to think about all the sources of salt, including ordinary table salt, unrefined salt such...
as sea salt, iodized salt, salty stock cubes and powders, and salty sauces such as soya sauce or fish sauce.

Approximately 92% (11/12) of participants found this confusing, stating that they were unfamiliar with some of the examples used (eg, participants said soya sauce was not used in their country). One-third of participants (n=4) said there were too many examples listed and recommended against using similar sounding examples or sentence structure.

Vegetable Consumption

A serving of vegetables is about a cup of green leafy vegetables or salad or half a cup of cooked or chopped vegetables. How many of these servings of vegetables do you eat on one of those days?

Three participants (25%) expressed confusion with this question. Participants commented that the use of “leafy greens” directed them to include only green vegetables and exclude other vegetables, like carrots.

Physical Activity

How much time do you spend doing vigorous-intensity activities at work on a typical day? I will ask you to enter hours followed by minutes. Please enter between 16 & 0 hours now?

After participants reported hours, the question was followed by

Now enter between 59 & 0 minutes.

Half of the participants (n=6) thought that the way time was measured was confusing; by first asking about hours and then minutes. Participants suggested that the question be simplified by only asking about hours.

Table 3. Summary of respondents’ assessment of comprehensibility of interactive voice response (IVR) questionnaire.

<table>
<thead>
<tr>
<th>Module</th>
<th>Level of comprehensibilitya (high, medium, low)</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographics</td>
<td>Medium</td>
<td>Participants had low comprehensibility with the questions regarding education and rural or urban settings, but high comprehensibility with questions on age and sex.</td>
</tr>
<tr>
<td>Tobacco</td>
<td>High</td>
<td>No challenges other than providing country-specific examples of tobacco.</td>
</tr>
<tr>
<td>Alcohol</td>
<td>Medium</td>
<td>Participants had difficulty with units given to measure their alcohol consumption.</td>
</tr>
<tr>
<td>Diet</td>
<td>Medium</td>
<td>Participants had low comprehensibility with the salt questions, but high and medium comprehension with the fruit and vegetable questions, respectively.</td>
</tr>
<tr>
<td>Blood pressure and diabetes</td>
<td>High</td>
<td>No challenges identified.</td>
</tr>
<tr>
<td>Physical activity (IPAQ)</td>
<td>Medium</td>
<td>Participants had difficulty differentiating between levels of activity (moderate vs vigorous). Question structure was repetitive leading to reporting fatigue.</td>
</tr>
<tr>
<td>Physical activity (GPAQ)</td>
<td>Low</td>
<td>Participants had difficulty differentiating between levels of activity and with the question structure to estimate their time spent doing physical activity. Question structure was repetitive leading to reporting fatigue.</td>
</tr>
<tr>
<td>Lifestyle</td>
<td>High</td>
<td>No challenges identified.</td>
</tr>
</tbody>
</table>

aComprehensibility was considered “high” if >75% of the participants in round 1 of testing did not express concern over the introduction or question content overall throughout the module; “medium” if 51-75% of participants expressed no concern; and “low” if <50% of participants found no difficulty.

Usability of the IVR Platform: Round 2

Round 2 participants were similar in demographics to those of Round 1; the median participant’s age and years of education completed were 28.5 years old (IQR: 26-33 years; range: 22-35 years) and 18 years (IQR: 14-19 years; range: 4-20 years), respectively (Table 2). Due to skip patterns programmed into the 46-question survey, the average number of questions answered was 36. Participants spent an average of 18 min and 31 s answering the survey (data not shown).

Survey Length

Overall, the majority of participants thought that the length of the survey was appropriate, with many participants commenting on the thoroughness of the survey. When asked how long they would be willing to spend completing a survey via mobile phone, participants estimated a range of 10-20 min. Participants were more critical of the length of specific questions and modules than the overall survey. During certain modules, response fatigue was related to confusion over unfamiliar examples, repetitive question structure, and difficulty in understanding the narrator.

Survey Introduction

The survey began with an introduction that contained keypress instructions, the expected survey duration, and that the survey was “sponsored by the Ministry of Health.” The majority of participants thought that the introduction and instructions were sufficient to complete the IVR survey. Some participants commented that indicating that the survey was sponsored by the government may affect response rate either positively or negatively depending on the country context. For instance, participants thought that respondents might be more hesitant to partake in a government-sponsored survey during an election period.

Survey Features

Participants appreciated the consistent use of key press options for questions that had two answers, such as the Yes or No questions (eg, Press1 for Yes, Press 3 for No). Similarly,
participants appreciated being allowed to repeat the question by pressing the asterisk (star) key.

Several participants also commented that the time between providing a response and the narration of the subsequent question was too short. Some participants did not hear the first few words of the next question as they were bringing the phone back to their ear after entering their response.

Nearly all participants experienced confusion with understanding the accent of the narrator selected to record the survey (Ghanaian). Many participants commented that the narrator was monotone and spoke too quickly. Participants recommended that the narrator use inflection to highlight key points of the question.

**Question Structure**

Participants found lengthy questions and modules with similar sentence structure to be repetitive, causing them to lose focus. This was a key issue in the physical activity module, where three similar sets of questions asked about three different levels of physical activity: (1) vigorous physical activity, (2) moderate physical activity, and (3) walking. After answering the vigorous physical activity questions, some participants did not realize that they were being asked new questions about moderate physical activity. Nearly all participants had issues distinguishing between the levels of activity (eg, vigorous vs moderate), and some admitted to realizing that they unintentionally double-counted their activity.

**Perceived Barriers and Solutions to IVR**

When asked about potential barriers to deploying IVR surveys in their birth country, participants mentioned that respondents might be unable to move to a quiet location at the time of the call and may refuse to answer an incoming call with an unfamiliar phone number. Participants also thought that future IVR surveys would benefit from including an incentive as some people might not complete the survey if they were randomly dialed. However, they also stated that requiring a user to input personal information (such as bank account information) via phone would be problematic even with an incentive and may lead to not participating in the survey at all. When told about an airtime incentive that would not request any additional or personal information, all participants agreed that this was a preferable option.

Nearly all participants preferred a survey conducted over the phone rather than in person. Participants appreciated the anonymity of the IVR survey and liked that it felt less personal than a face-to-face interview, establishing a foundation to respond honestly. Participants expressed concern over topics that may be perceived as sensitive or controversial in their home country, including alcohol intake and medical diagnoses. Some participants expressed that respondents might be encouraged to select the answer that supports the more socially accepted, “healthy” option.

**Discussion**

**Principal Findings**

The IVR platform presents an opportunity to transform current modes of data collection for large-scale household surveys and to potentially improve the quality and utilization of the data [17]. Findings from the two rounds of pilot testing provide guidance to tailor the IVR platform for increased usability among future respondents and to identify challenging questions that need further refinement to ensure that the intended data are being collected correctly.

The common request to have greater in-country influence in question development and structure suggests the need for similar in-country cognitive testing. Conducting key informant interviews and focus group discussions would enable country-specific survey adaptation before national administration. Formative research should focus on selection of local terms to use as examples (eg, types of physical activity, terms of measurement). For some surveys, using different sets of modules with subnational, region-specific terms could enhance understandability and accuracy of responses. Local country-specific adaptation with relevant country examples will be important during future developments of IVR surveys, even if the generic survey is also meant for cross-country comparisons of key indicators. For instance, in low literacy settings, the concept of time down to minutes may be difficult to elicit and one may use half an hour or quarter of an hour blocks of time to describe duration of activities being investigated [18].

Formative research should further focus on selecting narrators that are native to countries and regions, where dialects may vary throughout the country. Guidance to have the narrator slow down and intonate specific words, strategically selected by the questionnaire development team to emphasize key details, should be integral during the audio recording phase [19]. Greater intonation and question structure variety can also make an IVR survey more personal, while still attaining the benefits of anonymity [20]. Research to determine topics perceived as sensitive or personal would aid in determining questions where participants place greater importance on confidentiality. A reminder of confidentiality before modules with sensitive or personal content could aid in participant retention and truthfulness (eg, “As a reminder, this survey is confidential”) [21]. Consideration should also be given to the age and gender of the narrator. In Ghana, researchers found that IVR surveys narrated by a female led to a higher response rate [22].

One of the most promising findings from the testing was the overall acceptance of the survey length (average: 18 min and 31 s) and the appreciation of instruction thoroughness. This suggests that surveys of similar length may be a feasible option to complement existing surveillance methods, but they require further empirical testing. Participants’ appreciation of the thoroughness of the question prompts and module introductions, even at the expense of increasing the length of the survey, show that they may not always be necessary to compromise detail to minimize overall survey length as long as overall time duration is kept reasonable. Participants did not like the feeling of being rushed to answer the question, which supports lengthening the
time provided to select a response. In future formative work, it will be important to test out various durations of pauses in-between questions so that participants will not miss out on hearing part of the question.

When discussing potential barriers to IVR surveys, considerations on the participant’s readiness to complete the survey should be made. Some participants were concerned that future respondents would not be available to complete the survey upon receiving the call. This presents the opportunity to inform the respondents in advance, via SMS message for example, that they will receive a call from an unknown phone number to administer the survey. Introducing a technology to select a window of time that is best to receive the call could also improve response rate.

With some participants raising concern over the public opinion of government sources and willingness to partake in its surveys, formative research should evaluate the perception and possibilities of text to include in the survey introduction section early on at connection. The introduction should convey the message that this is an officially approved or sanctioned survey being implemented by a nationally recognized public health agency or research institution. The mention of such a neutral agency or public institution by name and that the survey would serve a public health common good through information for better planning could improve participant willingness to continue with the survey. Response rate could also be improved by involving a well-known, popular, and respected figure, such as an athlete, to narrate the survey. To further improve response rate, future research should examine the effectiveness of overall and demographic-specific incentives to improve generalizability of the survey’s study population.

**Limitations**

This study has several limitations. First, our sample was primarily composed of students and fellows at a single university, who have knowledge on public health topics and surveillance methods. Therefore, the participants in this study may have had less difficulty in understanding the questionnaire as compared with other members in an LMIC community. Similarly, many participants were not asked follow-up questions about risk factors or health conditions, therefore possibly resulting in a shorter survey than what might be observed if sent to a sample representative of the community. Second, our study sample was relatively young in age and therefore may be more adept at using a mobile phone. The questionnaire will need to be cognitively tested within each country and among a wide range of demographic groups before its deployment. Third, we did not collect information on how long the participant lived in their native country. This has potential implications on our findings as we asked participants to frame several of their responses through the lens of an LMIC survey participant.

**Conclusions**

Overall, participants did not have difficulty with understanding the questions and recording their responses. Most participants appreciated the anonymity of the IVR survey, stating that in comparison with face-to-face interviews, it encourages honest and accurate responses. Participants also felt that the length of the survey was appropriate and expressed a preference to have instructions explained thoroughly.

Incorporating the recommendations common among participants and conducting formative research will help develop an NCD survey that can be administered via IVR, particularly around the selection of country-specific examples and narrators to improve understandability. This shows that IVR may be an appropriate vehicle to administer timely, resource-efficient risk factor surveillance among populations in LMIC settings.
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Abstract

Background: National and subnational level surveys are important for monitoring disease burden, prioritizing resource allocation, and evaluating public health policies. As mobile phone access and ownership become more common globally, mobile phone surveys (MPSs) offer an opportunity to supplement traditional public health household surveys.

Objective: The objective of this study was to systematically review the current landscape of MPSs to collect population-level estimates in low- and middle-income countries (LMICs).

Methods: Primary and gray literature from 7 online databases were systematically searched for studies that deployed MPSs to collect population-level estimates. Titles and abstracts were screened on primary inclusion and exclusion criteria by two research assistants. Articles that met primary screening requirements were read in full and screened for secondary eligibility criteria. Articles included in review were grouped into the following three categories by their survey modality: (1) interactive voice response (IVR), (2) short message service (SMS), and (3) human operator or computer-assisted telephone interviews (CATI). Data were abstracted by two research assistants. The conduct and reporting of the review conformed to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) statement.

Results: A total of 6625 articles were identified through the literature review. Overall, 11 articles were identified that contained 19 MPS (CATI, IVR, or SMS) surveys to collect population-level estimates across a range of topics. MPSs were used in Latin America (n=8), the Middle East (n=1), South Asia (n=2), and sub-Saharan Africa (n=8). Nine articles presented results for 10 CATI surveys (10/19, 53%). Two articles discussed the findings of 6 IVR surveys (6/19, 32%). Three SMS surveys were identified from 2 articles (3/19, 16%). Approximately 63% (12/19) of MPS were delivered to mobile phone numbers collected from a previously administered household survey. The majority of MPS (11/19, 58%) were panel surveys where a cohort of participants, who often were provided a mobile phone upon a face-to-face enrollment, were surveyed multiple times.

Conclusions: Very few reports of population-level MPS were identified. Of the MPS that were identified, the majority of surveys were conducted using CATI. Due to the limited number of identified IVR and SMS surveys, the relative advantages and disadvantages among the three survey modalities cannot be adequately assessed. The majority of MPS were sent to mobile phone numbers that were collected from a previously administered household survey. There is limited evidence on whether a random digit dialing (RDD) approach or a simple random sample of mobile network provided list of numbers can produce a population representative survey.

(J Med Internet Res 2017;19(5):e139) doi:10.2196/jmir.7428
survey methodology; cellular phone; interactive voice response; short messages service; computer-assisted telephone interview; mobile phone surveys

Introduction

National and subnational surveys are important for monitoring disease burden, prioritizing resource allocation, and evaluating public health policies [1]. In low- and middle-income countries (LMICs), such surveys typically rely on face-to-face interviews conducted at the respondent’s household. Household surveys are conducted infrequently, typically due to high costs in personnel and transportation associated with household survey implementation and the face-to-face nature of data collection [2-5]. In addition, household surveys require considerable amounts of time for data collection, data management, and data analysis which impedes the speed at which data become publicly available. A more frequent surveillance of population health would allow for a more timely evaluation of implemented public health policies and response to public health emergencies.

To address the high costs and time requirements associated with household surveys, higher income countries have developed and employed telephone surveys to collect population-level estimates of health and demographics [6-8]. As mobile phone ownership and access become more common globally, with 94 subscriptions per 100 inhabitants in developing countries [9], opportunities exist to leverage mobile-health technologies and communication channels to revolutionize the current methods of data collection in LMIC. Rather than conducting household surveys, respondents can now be interviewed over their own personal mobile phone through the use of short message service (SMS), interactive voice response (IVR), and computer-assisted telephone interviews (CATT) survey modalities; collectively called mobile phone surveys (MPS).

SMS surveys utilize text messages to send survey questions to participants’ mobile phones. Data are then collected from participants via SMS responses to these questions. Inherent in this survey modality is the requirement of a literate population, which may be challenging in some LMICs. IVR surveys counter the challenges in SMS surveys by using automated, prerecorded questions. With IVR surveys, respondents interact with a preprogrammed database which contains both questions and a series of preset answers which are linked to a specific numeric key, or numeric response on a touch-tone phone keypad (eg, “Press 1 for Yes”). CATI surveys most closely mimic a household survey by employing human interviewers or call centers. Interviewers follow a script provided by a software program to survey participants.

The purpose of this review was to document the current landscape of MPS being used for population-level data collection in LMICs, with a focus on IVR-, SMS-, and CATI-collected data and to identify key survey metrics, such as response and completion rates for each of the MPS modalities. Such a review is currently not available in the literature, and this comprises an important assessment of current knowledge for future research [10].

Methods

We conducted a systematic search of the literature according to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) [11] in March-April of 2015 to find articles that used MPS for population-level data collection in LMICs. There were no restrictions on year that records were published. Using a predefined search strategy that included a range of terms for mobile phone, interactive voice response, text message, survey, questionnaire, and data collection, we searched the primary and gray literature using PubMed, Embase, Scopus, Global Health, Web of Science, Cochrane Reviews, and Proquest Digital Dissertations databases for article titles, key words, and abstracts pertaining to MPS. Search terms were uniquely created for each database to capitalize on the database’s classification of articles (see Multimedia Appendix 1).

Records that matched the search criteria or were preidentified as relevant articles before the literature review (n=6) were imported into RefWorks. The 6 preidentified articles were obtained through our knowledge of the World Bank’s initiative to promote MPS in LMICs. After applying an automatic filter for duplicates, the remaining abstracts and titles were manually filtered for additional study duplication and clearly irrelevant topics, such as nonhuman studies. Two research assistants conducted a primary screening of each record’s titles and abstracts. Primary inclusion criteria included the following: (1) SMS used to collect data from a respondent, (2) IVR used to collect data from a respondent, (3) CATI or call centers used to collect data from a respondent, (4) a combination of the above, (5) surveys where a respondent provided answers using their mobile phone. Primary exclusion criteria included the following: (1) mobile phone used by a human enumerator to conduct an in-person survey, (2) use of mobile phone for other activities but not data collection, or (3) no indication that mobile phones were used for data collection. Records were included for secondary screening if there was any uncertainty as to whether the article included an MPS.

Articles that met primary screening criteria underwent a secondary full-text review and were screened for the following secondary inclusion and exclusion criteria. Secondary inclusion criteria included (1) SMS, IVR, or CATI was used for data collection and (2) MPS was intended to be population-representative. Secondary exclusion criteria included (1) study was not conducted in a LMIC as defined by the World Bank [12], (2) respondents were interviewed in-person by an enumerator using a mobile phone, and (3) surveys were sent to respondent’s landline telephone number. Records were included independent of the survey’s content (ie, health, agriculture, economics, and so on). Articles that were written in languages other than English were not reviewed.

Two research assistants extracted data from all included articles. Disagreements in data extraction were resolved by consensus between the two research assistants. Data were entered into an
Excel (Microsoft) worksheet and grouped by survey modality to populate tables. For panel surveys where the same respondent answered a series of surveys over time, the response, completion, and refusal rates from the first round of surveys were abstracted and presented in the identified manuscripts.

**Results**

**Overview**

The literature search identified 11,568 records. After removing duplicates, 6625 records underwent a primary screening of titles and abstracts (Figure 1). Full-text articles (n=656) were then screened using secondary inclusion and exclusion criteria. Overall, we identified 11 articles that employed 19 MPS (CATI, IVR, or SMS) surveys to collect population estimates across a range of topics. Nine articles presented results for 10 CATI surveys (10/19, 53%) [13-21]. Two articles discussed the findings of 6 IVR surveys (6/19, 32%) [13,22]. Three SMS surveys were identified from 2 articles (3/19, 16%) [13,23].

![Figure 1. Flow diagram of the study. CATI: computer-assisted telephone interview; IVR: interactive voice response; SMS: short message service. One article included surveys for CATI (n=2), IVR (n=2), and SMS (n=2).](image)

### CATI Surveys

The majority of MPS implemented in LMICs were conducted by human interviewers, typically stationed at call centers equipped with CATI software (Table 1). The locations and questionnaire topics were diverse; CATI surveys were conducted in Bangladesh, Brazil, Honduras, Lebanon, Liberia, Mali, Peru, South Sudan, and Tanzania and covered topics on health and socioeconomics.

Of the 10 identified CATI surveys, 60% (6/10) were implemented through the World Bank or as part of the Listening to Africa (L2A) and Listening to Latin America and the Caribbean (L2LAC) Initiatives [13,14,16-18]. In these initiatives, a population-representative sample of households was drawn and a baseline household visit was made; survey staff interviewed the selected household member in-person and provided training on how to answer future mobile phone panel surveys (Panel MPS). Panel MPS were typically sent monthly...
to collect information on general welfare questions, such as household assets, food security, and employment [24]. The literature review identified one Panel MPS in Tanzania that was not affiliated with the World Bank and L2A or L2LAC [15]. The number of survey rounds or waves ranged from 2 to 33 with a typical interval of 3-6 weeks between each wave. In 71% (5/7) of the Panel MPS, mobile phones were provided to all participants [14-16] or only provided to those who did not already own one [13].

Three studies employed a cross-sectional CATI survey, rather than a panel MPS [19-21]. Mobile phones were not provided to any of these participants. The Lebanese survey sampled participants who had provided a phone number during the nationwide Nutrition and Noncommunicable Disease Risk Factor Survey [20]. The median time between the household and CATI survey was 1.8 months. In Bangladesh and Brazil, participants for noncommunicable diseases (NCD) risk factor surveys were sampled from a list of subscribers provided by a mobile network operator (MNO) [19] or through random digit dialing (RDD), respectively [21]. Since 2006, Brazil’s Ministry of Health has conducted annual telephone surveys for risk and protective factors of NCD. Articles that presented VIGITEL surveys where the sampling frame contained only landline telephone numbers were excluded as the purpose of this review was to document MPS [25-29].

Overall, the response rates and completion rates for CATI surveys were highly variable, ranging from 30% to 98% and from 35% to 100%, respectively, although completion rates were only presented in 30% (3/10) of surveys. It is likely that for studies that did not report, the completion rate may near 100% as one study commented that it is the interviewer’s job to make sure all questions are answered [13]. In the three studies that reported refusal rate, estimates ranged from 2% to 8% [17,20,21]. For Panel MPS, typically, panel attrition was highest at the first CATI following the household baseline survey, with attrition and nonresponse rates plateauing over the duration of the panel.

Varying airtime incentive amounts, tied to survey completion, were randomized in 40% (4/10) of CATI surveys [13,14,18], all of which were Panel MPS, to evaluate their effect on survey response and completion rates. In two surveys that did not contain a control arm (ie, no incentive), there was either no discernible effect between the low and high incentive amount on response rates [18], or the higher incentive arm had lower response rate as compared with the lower incentive arm [14]. In Peru and Honduras, panelists were randomized to one of the following three arms: (1) no incentive, (2) US $1 airtime, and (3) US $5 airtime [13]. In Honduras, both incentive arms significantly improved survey response throughout the panel, as compared with the control arm. In Peru, results were not disaggregated by survey modality (CATI, IVR, and SMS). The authors reported no appreciable difference in the first survey’s response rate by the study arm; with similar gains in the two incentive arms at minimizing panel attrition over the duration of the study. Of note, the study’s authors indicate that the incentive arm contained the majority of people who were provided a study-sponsored mobile phone. An additional three panel surveys provided a fixed US $1-2 airtime incentive to all panelists [15-17]. Incentives were not used in the three cross-sectional surveys [19-21].
Table 1. Computer-assisted telephone interviews (CATI) or human operator-administered surveys (n=10 surveys, 9 articles).

<table>
<thead>
<tr>
<th>Author</th>
<th>Country (sample size)</th>
<th>Survey type</th>
<th>Sampling frame</th>
<th>Phone given</th>
<th>Response %a (completion %)</th>
<th>Average time to complete (# questions)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ballivian et al [13]</td>
<td>Peru (n=384)</td>
<td>Panel (n=6 waves)</td>
<td>Household collected</td>
<td>If not owned</td>
<td>51% (100%)</td>
<td>(10)</td>
</tr>
<tr>
<td>Honduras (n=600)</td>
<td>Panel (n=2 waves)</td>
<td>Household collected</td>
<td>If not owned</td>
<td>88%</td>
<td>(10)</td>
<td></td>
</tr>
<tr>
<td>Demombynes et al [14]</td>
<td>South Sudan (n=1007)</td>
<td>Panel (n=4 waves)</td>
<td>Household collected</td>
<td>Yes</td>
<td>69%</td>
<td>15-20 min (16-26)</td>
</tr>
<tr>
<td>Dillon [15]</td>
<td>Tanzania (n=195)</td>
<td>Panel (n=14 waves)</td>
<td>Household collected</td>
<td>Yes</td>
<td>98% overall</td>
<td>~27 min</td>
</tr>
<tr>
<td>Himelein [17]</td>
<td>Liberia (n=2137)</td>
<td>Panel (n=2 waves)</td>
<td>Household collected</td>
<td>No</td>
<td>30%</td>
<td>=15 min</td>
</tr>
<tr>
<td>Hoogeven et al [18]</td>
<td>Tanzania (n=458)</td>
<td>Panel (n=3 waves)</td>
<td>Household collected</td>
<td>No</td>
<td>75% overall</td>
<td>19 min</td>
</tr>
<tr>
<td>Islam et al [19]</td>
<td>Bangladesh (n=3378)</td>
<td>Cross-sectional</td>
<td>Mobile network operator</td>
<td>No</td>
<td>61%</td>
<td></td>
</tr>
<tr>
<td>Mahfoud et al [20]</td>
<td>Lebanon (n=771)</td>
<td>Cross-sectional</td>
<td>Household collected</td>
<td>No</td>
<td>(82%)</td>
<td>8 min</td>
</tr>
<tr>
<td>Moura et al [21]</td>
<td>Brazil (n=1207)</td>
<td>Cross-sectional</td>
<td>Random digit dialing</td>
<td>No</td>
<td>(35%)</td>
<td>5 min</td>
</tr>
</tbody>
</table>

*aFor panel surveys, the response, completion, and refusal rates listed are for the first round of MPS unless otherwise indicated.

Table 2. IVR-administered surveys (n=6 surveys, 2 articles).

<table>
<thead>
<tr>
<th>Author</th>
<th>Country (sample size)</th>
<th>Survey type</th>
<th>Sampling frame</th>
<th>Phone given</th>
<th>Response %a (completion %)</th>
<th>Average time to complete (# (questions)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ballivian et al [13]</td>
<td>Peru (n=383)</td>
<td>Panel (n=6 waves)</td>
<td>Household collected</td>
<td>If not owned</td>
<td>20% (75%)</td>
<td>(10 Q)</td>
</tr>
<tr>
<td>Honduras (n=600)</td>
<td>Panel (n=2 waves)</td>
<td>Household collected</td>
<td>If not owned</td>
<td>40%</td>
<td>(10 Q)</td>
<td></td>
</tr>
<tr>
<td>Leo et al [22]</td>
<td>Afghanistan (n=2123)</td>
<td>Cross-sectional</td>
<td>Random digit dialing</td>
<td>No</td>
<td>31% (30%)</td>
<td>4-5 min (10 Q)</td>
</tr>
<tr>
<td>Ethiopia (n=2258)</td>
<td>Cross-sectional</td>
<td>Random digit dialing</td>
<td>No</td>
<td>19% (23%)</td>
<td>4-5 min (10 Q)</td>
<td></td>
</tr>
<tr>
<td>Mozambique (n=2229)</td>
<td>Cross-sectional</td>
<td>Random digit dialing</td>
<td>No</td>
<td>9% (38%)</td>
<td>4-5 min (10 Q)</td>
<td></td>
</tr>
<tr>
<td>Zimbabwe (n=2192)</td>
<td>Cross-sectional</td>
<td>Random digit dialing</td>
<td>No</td>
<td>8% (51%)</td>
<td>4-5 min (10 Q)</td>
<td></td>
</tr>
</tbody>
</table>

*aFor panel surveys, the response, completion, and refusal rates listed are for the first round of MPS unless otherwise indicated.

**IVR Surveys**

MPS that employed IVR were less frequently covered in existing literature (Table 2). Our literature review identified two articles that described the findings of 6 IVR surveys to collect population-level estimates [13,22]. One article employed a standardized methodology across 4 countries—Afghanistan, Ethiopia, Mozambique, and Zimbabwe—to collect demographic and standard of living information [22]. Participants were selected through RDD with a demographic quota system and were not provided a mobile phone. The remaining 2 IVR surveys were conducted in Honduras and Peru as part of the L2LAC initiative, where participants had previously completed a baseline household survey and were provided a mobile phone...
as needed [13]. All 6 surveys utilized a 10-question survey; 4 surveys reported that respondents, on average, interacted with the survey for 2-3 min and for those who completed the 10-question survey, it took between 4 and 5 min [22]. Response rates were typically higher for IVR surveys that were sent to mobile phone numbers collected from a previous household survey (20% and 40%) than from those using an RDD approach (8%, 9%, 19%, and 31%). A wide range (23-75%) of survey completion rates was observed.

The effect of airtime incentives to improve survey response and completion rates [22] and panel attrition rates [13] was evaluated across the 6 surveys and produced mixed results. One article randomized RDD participants to a control arm, 4-min airtime incentive transfer, and a raffle for a 2-h airtime incentive; where participants in the two airtime arms were eligible for the incentive if the survey was completed [22]. In Zimbabwe, the transfer and raffle incentives significantly improved the proportion of participants who completed the survey; while in Mozambique, only the raffle incentive was found to be significant. A similar evaluation was conducted in Afghanistan and Ethiopia, but the authors commented that there were problems with the randomization and allocation of study arm. In Honduras, those who were randomized to either US $1 or US $5 of airtime incentive showed higher response rates than those who did not receive an incentive [13]. As described previously, response rates were not disaggregated by survey modality in Peru.

SMS Surveys
Although data collection via SMS surveys is relatively common in LMICs, very few studies aimed to collect data on a representative sample of a population (Table 3). One study sampled 982,708 phone numbers from a network of 18 million prepaid mobile phone subscribers in Mexico to participate in a surveillance program regarding influenza-like illness [23]. Mobile phone subscribers were sent a text message from the Ministry of Health, inviting them to participate in a 6-question survey. The surveillance program resulted in a 5.8% response rate. The mean age of respondents was 25 years and nearly 90% of surveys were completed within 24 h of the initial contact. No incentives were provided.

As part of the previously described L2LAC, SMS surveys were also deployed in Peru and Honduras to collect population representative estimates [13]. The response rates for the first round of SMS surveys were 30% and 45% in Peru and Honduras, respectively. Approximately 80% of participants completed the ten question survey in Peru. In Honduras, providing either US $1 or US $5 of airtime significantly improved response rate, as compared with those who did not receive any airtime incentive.

Comparison of Survey Metrics Across Different MPS Modalities
Only two surveys compared key survey metrics such as response and completion rates across MPS. The response rate for the first round of Panel MPS was highest for CATI (Honduras, 88%; Peru, 51%), followed by SMS (45%; 30%) and IVR (40%; 20%) [13]. In Peru, CATI showed a 100% completion rate; with completion rates of 80% and 75% in SMS and IVR surveys, respectively. In the same set of surveys, the reliability of the respondent’s answer was assessed through a test-retest procedure. Cronbach alpha coefficient for CATI, IVR, and SMS were .69, .86, and .74, respectively, indicating that IVR resulted in the most reliable measurements. Of note, such survey metrics have not been compared across survey modalities using sampling frames other than household collected phone numbers (e.g., RDD or MNO provided).

Excluded Studies
Several large SMS surveys were identified but were excluded because they did not seek to attain representativeness. Two SMS surveys recruited participants through social media platforms. [30,31] Demographic information regarding the users of these platforms was not included thus making it difficult to assess the representativeness of respondents. Two studies attempted to achieve a subnational sample through opt-in recruitment, potentially introducing selection bias [32,33]. Numerous studies used SMS and IVR surveys as a data collection tool within a research study [34-54] or as a surveillance instrument for health care workers [55-59] and were excluded from the review.

Discussion
Principal Findings
Our literature review identified very few reports of MPS being used to collect population-level estimates. CATI surveys (n=10), most frequently relying on a household baseline survey to collect mobile phone numbers and implemented by the World Bank, were the most common type of MPS reported. When there was a household collection of mobile phone numbers, frequently, the implementing team conducted panel surveys (repeated MPS to the same respondent over time).
**Table 3.** SMS-administered surveys (n=3 surveys, 2 articles).

<table>
<thead>
<tr>
<th>Author</th>
<th>Country</th>
<th>Survey type</th>
<th>Sampling frame</th>
<th>Phone provided</th>
<th>Response %a (completion %)</th>
<th>Average time to complete (# questions)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ballivian et al [13]</td>
<td>Peru</td>
<td>Panel</td>
<td>Household collected</td>
<td>If not owned</td>
<td>30% (80%)</td>
<td>(10 Q)</td>
</tr>
<tr>
<td>(n=677)</td>
<td></td>
<td>(n=6 waves)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lajous et al [23]</td>
<td>Mexico</td>
<td>Cross-sectional</td>
<td>Mobile network operator</td>
<td>No</td>
<td>6% (6 Q)</td>
<td></td>
</tr>
<tr>
<td>(n=982,708)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*a* For panel surveys, the response, completion, and refusal rates listed are for the first round of MPS unless otherwise indicated.

The selection of the MPS modality has important downstream impacts on costs, survey metrics, and data quality, with each modality having its strengths and weaknesses [13,14] (Table 4). Evidence from one study that compared costs across the three modalities found that SMS and IVR surveys are less expensive than CATI surveys [13]. The primary cost of IVR and SMS surveys are airtime needed to deliver the survey, with additional costs for initial programming and monitoring survey delivery. CATI surveys, in addition to the cost of airtime and programming, also require personnel—human interviewers and supervisors—to conduct the survey, making their delivery more costly than IVR or SMS surveys [13]. The higher costs of CATI surveys are partially offset by the advantage of having a human to conduct the survey. This offers an opportunity for personalized responses to clarify any confusion a respondent may have, potentially resulting in higher quality data and lower levels of survey attrition. This benefit is supported from surveys in Peru and Honduras where response and completion rates were highest for CATI, as compared with IVR and SMS surveys. Additional studies that use a standardized approach to examine the effect of survey modality on survey response, completion, and refusal rates are needed.

**Table 4.** Strengths and weaknesses of mobile phone surveys (MPS) by modality (adapted from Demombynes (2013) and Ballivian (2013)).

<table>
<thead>
<tr>
<th>Strengths</th>
<th>Weaknesses</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Computer-assisted telephone interview (CATI)</strong></td>
<td>Resource intensive (operators, supervisors, training)</td>
</tr>
<tr>
<td>Respondent’s familiarity with a phone call interaction</td>
<td>Inter-rater reliability concerns</td>
</tr>
<tr>
<td>Operators can clarify questions</td>
<td></td>
</tr>
<tr>
<td>Ability to build rapport with respondents</td>
<td>Potential for interviewer bias</td>
</tr>
<tr>
<td>Does not require respondents to be literate</td>
<td>Respondents may be less truthful for sensitive questions</td>
</tr>
<tr>
<td>Requires sustained network signal</td>
<td></td>
</tr>
<tr>
<td><strong>Interactive voice Response (IVR)</strong></td>
<td>Requires sustained network signal</td>
</tr>
<tr>
<td>Mimics a phone call</td>
<td></td>
</tr>
<tr>
<td>Does not require respondents to be literate</td>
<td>Respondents may not be familiar with “robot” calls</td>
</tr>
<tr>
<td>Automated surveys allows for quick data collection</td>
<td>Potential for respondent to be distracted while answering the survey</td>
</tr>
<tr>
<td>Minimizes interviewer bias</td>
<td>Poor audio quality of some phones</td>
</tr>
<tr>
<td>Less expensive than CATI due to its automation</td>
<td></td>
</tr>
<tr>
<td><strong>Short Message Service (SMS)</strong></td>
<td>May not reach illiterate respondents</td>
</tr>
<tr>
<td>Respondents answer at their convenience</td>
<td>Requires network signal, possibility of lost messages</td>
</tr>
<tr>
<td>Automated surveys allows for quick data collection</td>
<td>Question length limited by character count</td>
</tr>
<tr>
<td>Minimizes interviewer bias</td>
<td>Inbox can become full</td>
</tr>
<tr>
<td>Less expensive than CATI due to its automation</td>
<td></td>
</tr>
</tbody>
</table>

The majority of identified studies relied on household-collected mobile phone numbers as the sampling frame [13-18,20]. Like the MPS modality, the choice of sampling frame has implications on cost, key survey metrics, and potential representatives of a MPS. In an RDD approach there will be a significant proportion of randomly generated telephone numbers that do not exist or are not registered [60]; this represents an added cost, particularly for CATI surveys and their reliance on human operators, as more telephone calls need to be made in order to achieve the survey’s sample size. Similarly, and dependent on the equation used for calculation [61], the response and completion rates may appear to be artificially lower in an RDD sample as compared with sampling frames, such as...
household collected or MNO-provided ones, which ensure that the mobile phone numbers collected are active.

The use of incentives to improve response and completion (ie, cooperation) rates in telephone and postal surveys in high-income countries is well-documented [62]. Similarly, incentivizing participants through the provision of free airtime has the potential to increase the response and completion rates and the demographic representativeness of MPS, yet the findings from the few randomized trials provides inconclusive evidence on whether these interventions are effective [13,14,18,22]. Additional research studies on the use of airtime incentives and other mechanisms to improve survey performance and outcomes are needed.

Access to a mobile phone and mobile network coverage are implicit factors in a MPS’s ability to generate population-representative estimates. Moreover, the “digital divide” phenomenon, where mobile phone ownership is associated with socioeconomic status, may also pose challenges with obtaining representative estimates—although evidence suggests this divide is shrinking [63]. To increase the likelihood of a survey’s representativeness, household sampling methodologies can be applied to obtain a sample of household-collected mobile phone numbers. However, this requires an initial investment of human and financial resources to collect the phone numbers and is more appropriate for cohort studies or panel surveys where the initial investment will be recouped with each subsequent survey. An RDD sampling frame is more suitable for cross-sectional surveys and is the standard sampling approach for telephone surveys [60]. Our review identified very few MPS that employed RDD, but the evidence suggests that it is feasible to obtain a representative sample and that it is dependent on the saturation levels of mobile phone ownership and, to a lesser extent, linguistic fractionalization [22]. Still, options exist for obtaining population-representative results using RDD [64].

Limitations
The literature review and its inclusion and exclusion criteria identified very few articles that employed SMS (n=2 articles) or IVR surveys (n=2) to collect population representative estimates. There are three potential reasons for the infrequent use of IVR and SMS surveys. First, the search terms used in our literature review did not identify all relevant articles. Second, the pilot testing results from the L2A and L2LAC initiatives may have artificially driven the overrepresentativeness of CATI surveys identified in our literature review. Before the implementation of the initiatives, a series of pilot tests identified that CATI surveys yielded higher completion rates than IVR and SMS surveys; leading the World Bank to adopt the CATI modality as its preferred survey. Thirdly, the MPS field is in its infancy phase and there may truly be very few reports of attempts at population-representative surveys using IVR and SMS. An additional limitation is the presentation of the response and completion rates. The majority of the manuscripts did not present the equations used to calculate these rates, as recommended by the American Association for Public Opinion Research [61].

Conclusions
In conclusion, the state of MPS to collect population level estimates of health and other indicators remains nascent. Additional research that directly compares the costs, key survey metrics such as contact, response, completion, and refusal rates, and demographic representativeness across the different survey modalities is needed [10]. Still, if MPS are found to produce valid and reliable data, their use has the potential to compliment traditional household surveys and benefit existing surveillance efforts by leveraging their lower costs to allow for a more frequent monitoring of the population’s health.
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Abstract

Background: Given the growing interest in mobile data collection due to the proliferation of mobile phone ownership and network coverage in low- and middle-income countries (LMICs), we synthesized the evidence comparing estimates of health outcomes from multiple modes of data collection. In particular, we reviewed studies that compared a mode of remote data collection with at least one other mode of data collection to identify mode effects and areas for further research.

Objective: The study systematically reviewed and summarized the findings from articles and reports that compare a mode of remote data collection to at least one other mode. The aim of this synthesis was to assess the reliability and accuracy of results.

Methods: Seven online databases were systematically searched for primary and grey literature pertaining to remote data collection in LMICs. Remote data collection included interactive voice response (IVR), computer-assisted telephone interviews (CATI), short message service (SMS), self-administered questionnaires (SAQ), and Web surveys. Two authors of this study reviewed the abstracts to identify articles which met the primary inclusion criteria. These criteria required that the survey collected the data from the respondent via mobile phone or landline. Articles that met the primary screening criteria were read in full and were screened using secondary inclusion criteria. The four secondary inclusion criteria were that two or more modes of data collection were compared, at least one mode of data collection in the study was a mobile phone survey, the study had to be conducted in a LMIC, and finally, the study should include a health component.

Results: Of the 11,568 articles screened, 10 articles were included in this study. Seven distinct modes of remote data collection were identified: CATI, SMS (singular sitting and modular design), IVR, SAQ, and Web surveys (mobile phone and personal computer). CATI was the most frequent remote mode (n=5 articles). Of the three in-person modes (face-to-face [FTF], in-person SAQ, and in-person IVR), FTF was the most common (n=11) mode. The 10 articles made 25 mode comparisons, of which 12 comparisons were from a single article. Six of the 10 articles included sensitive questions.

Conclusions: This literature review summarizes the existing research about remote data collection in LMICs. Due to both heterogeneity of outcomes and the limited number of comparisons, this literature review is best positioned to present the current evidence and knowledge gaps rather than attempt to draw conclusions. In order to advance the field of remote data collection, studies that employ standardized sampling methodologies and study designs are necessary to evaluate the potential for differences by survey modality.

(J Med Internet Res 2017;19(5):e140) doi:10.2196/jmir.7331
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Introduction

In low- and middle-income countries (LMICs), where vital registration, surveillance, and health record systems are underdeveloped [1], improved modes of data collection are needed [2]. Public health practitioners could benefit from more timely estimates and indicators to better plan programs, design interventions, and assess progress. The financial and human resource burden of a large survey as well as the need for more frequent data collection, particularly as mandated by the Sustainable Development Goals [3], all justify an improved system to monitor health indicators in LMICs.

The rapid increase of mobile phone ownership in LMICs offers a platform for low-cost, frequent data collection. Urbanization, increased mobile phone network coverage, and the low cost of purchasing a mobile phone have contributed to increased mobile phone ownership in LMICs [4]. According to the International Telecommunications Union, in 2015 the number of mobile subscriptions worldwide was 98.66 per 100 people [5]. Increased mobile phone ownership presents the opportunity to survey respondents remotely, whether via short message service (SMS), computer-assisted telephone interview (CATI), interactive voice response (IVR), or Web surveys. The advantages and disadvantages of these interview modalities are discussed by Gibson et al [6]. As remote data collection becomes more common in LMICs, the reliability and accuracy of data collected should be compared with established methods, including the reference-standard household survey.

There is a well-established body of literature on mobile phones as survey instruments in high-income countries [7-11], but there is a dearth of rigorous research that compares the quality, reliability, and accuracy of remote data collection modes in LMICs. Data collection mode can influence social desirability bias, can impact response rates, or can change the cognitive process for answer retrieval [9]. Although misreporting of sensitive behaviors has long been of interest to survey methodologists, a superior interviewing tool is yet to be identified for use in LMICs [12]. Cognitive models illustrate how mode of data collection affects information retrieval, judgments about the appropriate responses, and answer choices [11]. Notably, response rates are traditionally lower for remote data collection compared with face-to-face (FTF) data collection [10].

The purpose of this literature review was to identify and synthesize the available literature from LMICs that compare a mode of remote health data collection with at least one other data collection mode. We also discuss reliability and construct validity across measures. By synthesizing the research that compares a mode of remote data collection to another mode, we identify the strengths and limitations of remote modes in LMICs as well as areas for future research.

Methods

This literature review utilized the search terms and primary inclusion and exclusion criteria from a previously conducted literature review in March and April 2015 [6]. We adapted search terms for mobile phone, IVR, text message, survey, questionnaire, and data collection to each database’s classification system to query seven databases of peer-reviewed and grey literature. The abstracts and titles were screened against a set of primary inclusion and exclusion criteria [6]. The primary inclusion criteria required that the research was collected from the respondent by SMS, IVR, CATI, or via mobile phone.

Once all articles that met the primary inclusion and exclusion criteria were identified, two of the authors (AG and CK) independently reviewed the articles using the secondary inclusion and exclusion criteria, as listed in Textbox 1.

Summary briefs, inaccessible full texts, and a number of manuscripts that used a remote form of data collection but did not compare the method against a standard were excluded. The references of articles included in this review were searched to find relevant publications that were not identified by the literature search. Surveys included in this review were not required to be nationally representative.

Textbox 1. Secondary inclusion and exclusion criteria.

Secondary inclusion criteria
- Study conducted in LMIC as defined by the World Bank
- Two or more modes of data collection are compared in the study
- At least one of the data collection modes is remote
- The survey includes questions about health

Secondary exclusion criteria
- Studies without a human component to the research
- Studies that collect only adherence information or that strictly examine the use of reminders for health-seeking behaviors and outcomes
- Studies that compare modes of facility-based surveillance data collection
Table 1. Categories of data collection included in this literature review.

<table>
<thead>
<tr>
<th>Survey administration</th>
<th>Remote</th>
<th>In-person</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interviewer administered</td>
<td>CATI&lt;sup&gt;a&lt;/sup&gt;</td>
<td>FTF&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>IVR&lt;sup&gt;c&lt;/sup&gt;</td>
<td>IVR&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Self-administered</td>
<td>SMS&lt;sup&gt;e,f&lt;/sup&gt;</td>
<td>SAQ&lt;sup&gt;g&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Postal SAQ</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Web MP&lt;sup&gt;h&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Web PC&lt;sup&gt;i&lt;/sup&gt;</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>CATI: computer-assisted telephone interview.
<sup>b</sup>FTF: face-to-face.
<sup>c</sup>IVR: interactive voice response.
<sup>d</sup>IVR is traditionally administered remotely but can be administered in-person by the interviewer by handing a phone to the respondent that plays an IVR survey.
<sup>e</sup>SMS: short message service.
<sup>f</sup>Two forms of SMS surveys were included in this study: single sitting (survey completed at one time) and modular (an SMS sent each day until survey is completed).
<sup>g</sup>SAQ: self-administered questionnaire.
<sup>h</sup>Web PC: Web on personal computer.
<sup>i</sup>Web MP: Web on mobile phone.

A standardized data collection tool containing inclusion and exclusion criteria was completed by two reviewers for each screened article. Variables in the extraction form included study design, study location, data collection mode, response rates, sensitive questions, study limitations, cost, and findings. Once compiled, the two reviewers discussed any differences in their respective reviews to make final inclusion or exclusion decisions. The two reviewers relied on a third person to clarify any inclusion disagreements.

Included articles were grouped by location of respondent in relation to interviewer (remote or in-person) and by the person administering the questionnaire (self-administered or interviewer administered; see Table 1). If the participant was in a different geographic location from the interviewer while administering the survey (no FTF interaction), data collection was classified as remote. In-person data collection was defined as FTF interviewer-respondent interaction. Self-administered was defined as surveys where respondents answer without questions from the interviewer. Interviewer administered was defined as the interviewer speaking with the respondent to elicit responses. FTF surveys were defined as an in-person, interviewer-administered survey. CATI was the only form of remote interviewer-administered survey included in this literature review. IVR, SMS, Web surveys, and a self-administered questionnaire (SAQ) sent back via post were defined as remote, self-administered surveys. There were two examples of an in-person self-administered survey: SAQ and IVR administered on-site.

Ten distinct modes of data collection were used in the 10 studies (see Table 3). The three in-person modes were FTF [14-21], SAQ, and in-person IVR [18]. The 7 types of remote data collection included two types of phone calls, IVR (remote) [14,22] and CATI [14,16,17,20,23,24]; and three modes that required respondents to type their responses into a mobile phone or computer, including SMS (all but one were singular-design) [14,15,19,21,24] and two types of Web surveys [25,26], (one administered on a personal computer (PC) and the other taken via a mobile browser on a smartphone). The most frequent mode of data collection was FTF (5/10 studies) and second most.

Results

Overview

The parent systematic literature search identified 11,568 records, which after removing the duplicates and adding 6 articles identified by the authors, was reduced to 6625 records (see Figure 1). The primary inclusion and exclusion criteria further decreased the number of articles to 145. After removing 126 articles that did not include a comparison mode and 9 surveillance articles, we conducted full-text abstraction on 10 articles that compared two or more modes of data collection in a LMIC, with at least one form being remote data collection (see Table 2). All but one of the articles were published between 2011 and 2015. The 10 articles collected data in 7 countries, across 4 regions (Asia, Latin America, Europe, and the Middle East); notably none took place in Sub-Saharan Africa (SSA). One article reported data from 2 countries, Honduras and Peru [14].

Ten distinct modes of data collection were used in the 10 studies (see Table 3). The three in-person modes were FTF [14-21], SAQ, and in-person IVR [18]. The 7 types of remote data collection included two types of phone calls, IVR (remote) [14,22] and CATI [14,16,17,20,23,24]; and three modes that required respondents to type their responses into a mobile phone or computer, including SMS (all but one were singular-design) [14,15,19,21,24] and two types of Web surveys [25,26], (one administered on a personal computer (PC) and the other taken via a mobile browser on a smartphone). The most frequent mode of data collection was FTF (5/10 studies) and second most.
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frequent was SMS (4/10 studies). The 10 articles made 25 comparisons, of which 12 were from a World Bank study in Latin America [14]. The most common comparison was FTF and CATI [14,16,17,20] (compared 5 times in 4 articles) and the second most common comparison was FTF to SMS [14,15,19] (compared 4 times in 3 articles).

The majority (8/10) of the articles collected cross-sectional data and did not provide respondents with mobile phones [14,24]. Respondents were sampled in a variety of ways. Four of the identified articles were population-based studies, all of which enrolled participants FTF [14,16,17,20]. Five studies compared the same population across methods of data collection [14,15,19,20,25]. Finally, 6 of the 10 articles included sensitive questions [14,18,20,24,25,26].

Figure 1. Flowchart of articles identified and included in review.
Table 2. Types of data collection which are compared and the number of included studies.

<table>
<thead>
<tr>
<th>Method #1</th>
<th>Method #2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CATI&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>CATI</td>
<td>1</td>
</tr>
<tr>
<td>FTF&lt;sup&gt;f&lt;/sup&gt;</td>
<td>5</td>
</tr>
<tr>
<td>SAQ in-person</td>
<td></td>
</tr>
<tr>
<td>IVR remote</td>
<td></td>
</tr>
<tr>
<td>Web PC&lt;sup&gt;g&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>SAQ remote</td>
<td></td>
</tr>
<tr>
<td>SMS: singular</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>CATI: computer-assisted telephone interview.
<sup>b</sup>FTF: face-to-face.
<sup>c</sup>SAQ: self-administered questionnaire.
<sup>d</sup>IVR: interactive voice response.
<sup>e</sup>SMS: short message service.
<sup>f</sup>Web PC: Web on personal computer.
<sup>g</sup>Web MP: Web on mobile phone.

Table 3. Comparison of in-person interviewer administered compared with remote interviewer administered.

<table>
<thead>
<tr>
<th>Author (year)</th>
<th>Country (sample type)&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Data collection #1 (sample size)</th>
<th>Data collection #2 (sample size)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ballivian [14] (2013)</td>
<td>Honduras (dependent)</td>
<td>FTF&lt;sup&gt;b&lt;/sup&gt; (1500)</td>
<td>CATI&lt;sup&gt;c&lt;/sup&gt; (600)</td>
</tr>
<tr>
<td>Ballivian [14] (2013)</td>
<td>Peru (dependent)</td>
<td>FTF (1500)</td>
<td>CATI (384)</td>
</tr>
<tr>
<td>Ferreira [16] (2011)</td>
<td>Brazil (independent)</td>
<td>FTF (4048)</td>
<td>CATI (440)</td>
</tr>
</tbody>
</table>

<sup>a</sup>When participants were the same across modes, we classified the sample as dependent. Different participants across modes was labeled as an independent sample.
<sup>b</sup>FTF: face-to-face.
<sup>c</sup>CATI: computer-assisted telephone interview.

Comparison of Modes of Data Collection

In-Person Interviewer Administered Compared With Remote Interviewer Administered

We identified 5 comparisons of FTF interviews with CATI surveys in 4 articles [14,16,17,20]. One article included comparisons of FTF and CATI in both Peru and Honduras [14]. Of these 5 comparisons, 2 compared responses in independent samples [16,17] and 3 used the same population across the two modalities [14,20]. All comparisons generally showed concordance of results between modes.

An independent probability sample of respondents in Brazil who were over 18, had a landline phone, and were interviewed via CATI, produced estimates similar to an independent sample of respondents who also have a landline and who answered a household survey (FTF) [16]. The respondents contacted via CATI had statistically significant different estimates for 5 (number of household residents, mean age, schooling, smoking, health insurance) of the 18 measures compared with the FTF respondents with a landline. CATI respondents when compared with all FTF respondents (regardless of landline ownership) differed on 8 of the 18 variables, but after applying poststratification weights, only three estimates were biased.

The second study in Brazil compared FTF respondents with CATI landline respondents, sampled in the same manner as the aforementioned article. Two of the four estimates (diabetes, asthma, bronchitis, or emphysema) were the same between the two samples. The other two estimates (hypertension and...
osteoporosis) had a higher reported prevalence among the CATI respondents [17]. Nonetheless, authors from both the studies concluded that the telephone survey was a rapid alternative to FTF surveys to provide global prevalence estimates.

After a FTF survey in Lebanon, half of the respondents were called on their mobile phones and asked an abridged version of the FTF questionnaire [20]. Overall, there was high concordance (kappa) between the CATI and FTF surveys. Kappa was above .8 for measures including age, health insurance, diabetes, current cigarette-smoking (highest agreement and kappa: agreement=.956, \( \kappa = .91 \)), and ever cigarette-smoking (second highest agreement=.935, \( \kappa = .87 \)). Kappa was between .6 and .8 for questions about current water-pipe smoking and past-year alcohol consumption. Reports of past-year alcohol consumption was slightly higher via CATI compared with FTF [20]. The authors concluded that estimates from the modes are reasonably comparable when data were stratified by age, gender, and education and that the difference in past-year alcohol consumption may be caused by social desirability bias [20].

The World Bank’s study in Honduras and Peru aimed to validate a survey across four modalities: FTF, IVR, CATI, and SMS [14]. The study enrolled households who answered a 7-question FTF survey on household assets and poverty into a panel survey. The survey included questions about water and sanitation. Participants in Peru were sampled using the National Statistics office sampling frame, and households below the poverty line were oversampled. Honduras also used probabilistic sampling but used the Gallup World Poll Sampling Frame and did not oversample households below the poverty line. Regardless of mode, attrition was highest among less educated, less affluent, older, rural participants [14]. In both the countries, CATI estimates were very similar to the estimates collected FTF. Compared with the FTF survey, discordant responses from the panel in Honduras ranged from −2.1% to 0% for CATI (unreported for Peru). Furthermore, CATI had the lowest discordance with the FTF survey compared with SMS and IVR [14].

**In-Person Interviewer Administered Compared With Remote Self-Administered**

Three articles made 6 comparisons of in-person interviewer administered (all FTF) and either IVR or SMS (see Table 4). Two articles from China, both about infant feeding practices, used the test-retest method to compare FTF and SMS surveys [15,19]. One of the articles began with a FTF interview then followed up with a SMS survey [15], and the other article interviewed participants in the opposite order [19]. Both articles administered the second survey after a short time period (less than 24 h and less than 3 days). The study that sent 10 text messages to participants then followed up with FTF surveys had moderate to good agreement and 62.4% of questions had the same answers for both surveys [19]. All but one kappa and inter-class correlation were between .56 and .76; (the outlier kappa=.23 was for a question about the usefulness of a feeding calendar). The last question, which was a multiple-choice categorical question, about the source of feeding knowledge, had the highest agreement (85% of the 33 responses were the same across methods) and a kappa value of .76.

Data agreement in the other Chinese feeding study was inconsistent [15]. The highest agreement was a kappa of .86 for the first question on the survey which was about breastfeeding the day before. The other 4 questions had moderate to poor agreement. Data agreement was worst for dietary recall, with a kappa ranging from .02 to .36 for the 7 food categories. The authors proposed that certain terms were difficult for mothers to understand (eg, iron-fortified food, solid or semi-solid food) and that during the FTF survey, the interviewers could explain these concepts, a feat that SMS cannot achieve due to the limited characters in a text and constraints on the number of texts a respondent is willing to receive. Du et al also explored the length of time between the two surveys (3 hours compared to 8 hours) but did not find a statistically significant difference in reported measure by the length of time between surveys.

The World Bank study in Honduras and Peru compared FTF with two modes of remote self-administered: IVR and SMS. Compared with the FTF survey, discordant responses from the panel in Honduras ranged from −14.6% to 12.7% for IVR, and from −15.6% to 15.3% for SMS. Discordant responses were similar for IVR and SMS on a per question basis. The IVR and SMS responses were statistically significantly different from the FTF estimates. To assess the reliability, the same respondents were asked a question second time, within 10 weeks of the first administration of the questions. The total reliability coefficient in Honduras for SMS and FTF were quite similar (.74 and .77, respectively). IVR had the highest reliability coefficient (.86); but because the IVR results were most discordant with the other modes, the authors concluded that IVR was not a suitable mode for this survey. However, authors were satisfied with the reliability of SMS surveys in their study’s context.

**In-Person Self-Administered Compared With Remote Self-Administered**

To assess human immunodeficiency virus (HIV)–related risk behaviors among Hong Kong migrant men who were aged 18-60 years, authors systematically sampled 2416 migrants at a customs check point in Hong Kong. Authors compared three modes of data collection (see Table 5). First, all participants completed a FTF demographic survey and then were randomized to one of three modes (in-person IVR, SAQ returned on-site in a self-sealing envelope, and SAQ to be completed off-site and returned via post) [18]. This article also included a comparison of two in-person self-administered questionnaires (in-person IVR compared with in-person SAQ; see Table 6). The authors found differential reporting of sensitive behaviors by mode. The low response rate (only 36% of men randomized to complete the postal SAQ) returned the questionnaire) limits analysis of results. Item nonresponse rates and frequency of self-reported, sensitive sexual behaviors were statistically significantly different across the three methods for all reported questions. The IVR estimates were more similar to the remote (postal) SAQ than to the in-person SAQ. The postal mode reported socially desirable answers more frequently than the other two modes (both in-person and self-administered) [18]. This study’s authors suppose that subjective psychological responses, such as the perception of confidentiality, explain the lower report of undesirable behaviors in the self-administered in-person survey compared with the other two modes.
Table 4. In-person interviewer administered compared with remote self-administered.

<table>
<thead>
<tr>
<th>Author (year)</th>
<th>Country (sample type)</th>
<th>Data collection #1 (sample size)</th>
<th>Data collection #2 (sample size)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ballivian [14] (2013)</td>
<td>Honduras (dependent)</td>
<td>FTF&lt;sup&gt;b&lt;/sup&gt; (1500)</td>
<td>SMS&lt;sup&gt;c&lt;/sup&gt; (900)</td>
</tr>
<tr>
<td>Ballivian [14] (2013)</td>
<td>Honduras (dependent)</td>
<td>FTF (1500)</td>
<td>IVR&lt;sup&gt;d&lt;/sup&gt; (600)</td>
</tr>
<tr>
<td>Ballivian [14] (2013)</td>
<td>Peru (dependent)</td>
<td>FTF (1500)</td>
<td>SMS (677)</td>
</tr>
<tr>
<td>Du [15] (2013)</td>
<td>China (dependent)</td>
<td>FTF (591)</td>
<td>SMS (591)</td>
</tr>
<tr>
<td>Li [19] (2013)</td>
<td>China (dependent)</td>
<td>FTF (177)</td>
<td>SMS (99)</td>
</tr>
</tbody>
</table>

<sup>a</sup>When participants were the same across modes, we classified the sample as dependent. Different participants across modes was labeled as an independent sample.

<sup>b</sup>FTF: face-to-face.

<sup>c</sup>SMS: short message service.

<sup>d</sup>IVR: interactive voice response.

Table 5. In-person self-administered compared with remote self-administered.

<table>
<thead>
<tr>
<th>Author (year)</th>
<th>Country (sample type)</th>
<th>Data collection #1 (n)</th>
<th>Data collection #2 (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lau [18] (2000)</td>
<td>Hong Kong (dependent)</td>
<td>In-person IVR&lt;sup&gt;b&lt;/sup&gt; (1254)</td>
<td>Postal SAQ&lt;sup&gt;c&lt;/sup&gt; (556)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>In-person SAQ (606)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>When participants were the same across modes, we classified the sample as dependent. Different participants across modes were labeled as an independent sample.

<sup>b</sup>IVR: interactive voice response.

<sup>c</sup>SAQ: self-administered questionnaire.

Table 6. In-person self-administered compared with a second mode of in-person self-administered.

<table>
<thead>
<tr>
<th>Author (year)</th>
<th>Country (sample type)</th>
<th>Data collection #1 (sample size)</th>
<th>Data collection #2 (sample size)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lau [18] (2000)</td>
<td>Hong Kong (dependent)</td>
<td>In-person SAQ&lt;sup&gt;b&lt;/sup&gt; (606)</td>
<td>In-person IVR (1254)</td>
</tr>
</tbody>
</table>

<sup>a</sup>When participants were the same across modes, we classified the sample as dependent. Different participants across modes were labeled as an independent sample.

<sup>b</sup>SAQ: self-administered questionnaire.

Remote Self-Administered Compared With a Second Mode of Remote Self-Administered

Four articles make five comparisons of remote self-administered modes with a second mode of remote self-administered (see Table 7). Two articles compare Russian respondents’ answers on a Web survey on a mobile phone with a Web survey on a PC. The survey that compared a different population across the two modes did not find any difference in report of sensitive behavior indicators [26]. In the second study that was a cross-over experiment, 2 of the 5 sensitive questions, namely, alcohol consumption and income, were statistically significantly different [25]. The PC-based Web survey reported higher levels of alcohol consumption and higher income. The respondents reported higher trust in data confidentiality on the Web data collected on PC compared with the Web data collected on
mobile phone. The authors also tested for interaction between gender and survey mode but did not find any statistically significant gender differences.

The World Bank study also compared SMS and IVR. The study found a higher attrition and lower survey-completion rate among IVR and SMS respondents compared with the other two modes [14]. Furthermore, panelists responding via self-administered mode were more likely to leave questions unanswered compared with CATI. Finally, SMS then IVR were estimated to be the least expensive options for data collection, compared with CATI and FTF.

In addition to the work in Peru, Honduras, and Russia, 1 article compared two modes of remote data collection. This survey was nested in a panel study in Nepal and compared CATI, and two types of SMS surveys. During single-sitting SMS interviews participants completed the survey at one time, and during module-design text interviews participants answered one question per day [24]. There were very few differences in results when comparing the two SMS modes. The modular survey did have higher nonresponse rate than the single sitting SMS survey, but the respondents in the modular design group found the survey to be significantly easier to complete than persons in the other two groups [24].

Remote Self-Administered Compared With Remote Interviewer-Administered

The research in Nepal compared the two aforementioned modes of SMS to CATI (see Table 8). They found that both text message modes increased the probability of disclosing sensitive information (eg, age of drinking onset, ever-smoking marijuana) compared with CATI, but mode did not impact the report of factual survey items (eg, marital status, age) [24]. The authors note that they are not sure whether sensitive behavior is reported more frequently via text due to decreased time pressure or increased privacy [24].

The final comparisons from the World Bank study is CATI compared with IVR and SMS. SMS, although the least expensive of the three modes, has twice the attrition rates as CATI [14]. Another important consideration about SMS from the World Bank study is that personal Internet access was reported more frequently via SMS. The World Bank study’s authors hypothesize that this could be caused by younger informants who are more likely to respond to an SMS survey compared with other ages. Reliability co-efficients for SMS range from .57 (Do you consider yourself poor?) to .87 (Do you currently have a television at home?) [14]. The Cronbach alpha for IVR is higher (at .86) than SMS, and item-level reliability has a smaller range from .79 (In the last 30 days have you access the Internet or not?) to .93 (Do you currently have a television at home?) [14].

Table 7. Remote self-administered compared with a second mode of remote self-administered.

<table>
<thead>
<tr>
<th>Author</th>
<th>Country</th>
<th>Data collection #1</th>
<th>Data collection #2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(sample type)</td>
<td>(sample size)</td>
<td>(sample size)</td>
</tr>
<tr>
<td>Mavletova [26]</td>
<td>Russia</td>
<td>Web MPb (481)</td>
<td>Web PCc (532)</td>
</tr>
<tr>
<td>(2013)</td>
<td>(independent)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2013)</td>
<td>(dependent)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ballivian [14]</td>
<td>Peru</td>
<td>IVRd (383)</td>
<td>SMSf (677)</td>
</tr>
<tr>
<td>(2013)</td>
<td>(dependent)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ballivian [14]</td>
<td>Honduras</td>
<td>IVR (600)</td>
<td>SMS (900)</td>
</tr>
<tr>
<td>(2013)</td>
<td>(dependent)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2015)</td>
<td>(independent)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aWhen participants were the same across modes, we classified the sample as dependent. Different participants across modes was labeled as an independent sample.

bWeb PC: Web on personal computer.

cWeb MP: Web on mobile phone.

dIVR: interactive voice response.

eSMS: short message service.
Table 8. Remote self-administered compared with remote interviewer-administered.

<table>
<thead>
<tr>
<th>Author (year)</th>
<th>Country</th>
<th>Data collection #1 (sample size)</th>
<th>Data collection #2 (sample size)</th>
</tr>
</thead>
<tbody>
<tr>
<td>West [24] (2015)</td>
<td>Nepal (independent)</td>
<td>CATI(^b) (150)</td>
<td>SMS(^7)modular (150)</td>
</tr>
<tr>
<td>Ballivian [14] (2013)</td>
<td>Honduras (dependent)</td>
<td>CATI (600)</td>
<td>IVR (600)</td>
</tr>
</tbody>
</table>

\(^a\)When participants were the same across modes, we classified the sample as dependent. Different participants across modes was labeled as an independent sample.

\(^b\)CATI: computer-assisted telephone interview.

\(^c\)SMS: short message service.

\(^d\)IVR: interactive voice response.

**Discussion**

**Principal Findings**

This literature review synthesizes research that compares two or more modes of data collection in LMICs, with a special focus on remote data collection. We identified 10 articles that covered a range of modes and a variety of sampling methods. Three articles collected data in East Asia, 3 in Central and South America, 2 in Russia, 1 in South Asia, and 1 in Lebanon. No articles were identified that compared in-person self-administered and remote interviewer-administered surveys (eg, CATI). In-person self-administered includes a SAQ or a computer-assisted self-interview, with or without audio. Due to both heterogeneity of outcomes among the studies and the limited number of studies, this literature review is best positioned to present the current evidence rather than attempt to draw conclusions.

The most comprehensive study was conducted by the World Bank, where researchers made six comparisons across four modes of data collection (FTF vs IVR, FTF vs CATI, FTF vs SMS, IVR vs CATI, IVR vs SMS, and CATI vs SMS) in each of two countries [14]. This is the only study in the literature review to compare IVR versus CATI and IVR versus SMS. Comparing IVR and CATI is a particularly useful comparison because if the same sampling method is used for CATI and IVR, the impact of administration of interview can be better isolated and assessed. The finding that CATI and FTF estimates produced the best criterion validity when compared with the other modes in the study is consistent with findings from other studies included in this review.

Half of the studies enrolled participants FTF. Enrolling participants FTF mitigates one of the main benefit of remote data collection—reduced data collection cost. Only two of the studies used random digit dialing (RDD) and both were limited to landlines [16,17]. No articles in this review were conducted in SSA, but we expect an increasing amount of evidence will be emerging from the area.

A minority of articles explicitly compared the profile of respondents between the two modes of data collection. By comparing sample demographics to the target population, we will better understand the respondent bias a mode may introduce. Ferreira et al found that groups with higher telephone ownership or coverage were more likely to report better health [16] and the World Bank study identified young people as more likely to respond to a SMS survey [14]. Other key information, including cost, length of the questionnaire, and the reliability of measures were not reported consistently but would provide important implementation information. It is imperative to use American Association for Public Opinion Research Reporting Guidelines so that survey metrics are comparable [27].

The impact of mode on reporting sensitive behaviors in LMIC is discrepant [12]. A meta-analysis that compared 15 data sets (which included no forms of remote data collection), mostly comparing FTF and audio computer-assisted self-interview found that non-FTF methods did not consistently produce a significant increase in the reporting of 4 sensitive questions [12]. In this literature review, only 3 articles offered a straightforward comparison of nondesirable behaviors. In 2 of the articles, remote data collection elicited higher report of nondesirable behaviors compared with in-person data collection [18,20]. The article that compared CATI, single-sitting and modular-design SMS found that the SMS respondents reported more socially undesirable behaviors compared to CATI [24].
Considering that all but one article in this literature review had been published in the past 5 years, we anticipate an increase in publications comparing modes of data collection in the coming years. As evidence continues to emerge, research designed to isolate the cause of differences in measures between modes should be a priority. For example, researchers should ask direct questions around the impact of increased privacy, greater anonymity, or greater convenience of remote data collection. Only 3 of the articles in this literature review included such questions [24,25,26]. By eliciting participant’s opinions about the different modes, discrepancies can be better explained. Country context, such as literacy levels, mobile phone ownership, and network coverage are particularly important to note when considering remote data collection in LMICs. Therefore researchers should include aforementioned information in publications so that conditions can be considered. Furthermore, reporting factual, sensitive, or perceptual questions, as well listing the type of question (such as multiple choice, numeric, text) all provides pertinent information for decision making.

Although studying mode effect is an important aspect of remote data collection research, sampling is equally pertinent. RDD functions without a sampling frame in many countries, which means after identifying all mobile network operator prefixes in a country, numbers are randomly generated [28]. It is unknown whether RDD can consistently produce nationally representative estimates of a health outcome or which mode is best suited for RDD. Six of the 10 studies in this literature reviewed enrolled participants in-person. The advantage of FTF enrollment is that the research team has a reference standard against which the remote data collection tool is measured. When enrolling participants for FTF, asking how many mobile phone numbers each participant has and their estimated network coverage helps to estimate how representative the sample will be. Finding out the preferred language of survey while enrolling a participant will allow the first follow-up contact to be in the respondent’s language of choice, negating the need for a language question and likely increasing the response rate. It is unknown whether RDD is more likely to enroll respondents who are hard to reach in FTF surveys, but this hypothesized advantage should be assessed. RDD and remote data collection generally have the advantage of faster collection of data than a FTF survey, thus making this approach particularly useful during a crisis.

To isolate a superior method of data collection, studies that compare more than two modes of remote data collection are preferred. Only three studies in this review compared more than two modes [14,18,24]. Specifically, future research should follow mHealth guidelines [29], incorporating a factorial design where possible. As a minimum, it would be advantageous for authors to identify which questions are sensitive in their context so that mode effects for sensitive questions can be compared, even if the subject matter is different.

**Limitations**

We note three main limitations to this literature review. First, the small number of studies (n=10) that compared two modes of data collection or more (n=25 comparisons), made it difficult to draw conclusions. The included research used a wide variety of data collection modes and sampling techniques and covered a plethora of topics and populations, thus negating the ability to make conclusions. Furthermore, the nonlinear relationship of effects can make pattern identification a challenge [11]. Second, owing to the inherent limitations of searching for grey literature, our search strategy could have missed important articles. A third limitation pertains to the inconsistent reporting of key survey metrics as well as lack of a formal statistical test to analyze the variation between the results of each article. Regardless of these limitations, this literature review contributes to efforts to characterize current evidence on the effect of remote data collection mode on data quality in LMICs.

**Conclusions**

Due to the nascent state of remote data collection in LMICs, several research areas merit further investigation. The advantages of remote data collection are presented, but a superior mode for a population has yet to be established due to a dearth of evidence. We encourage randomized control trials with multiple arms to identify a mode appropriate for the context. Ultimately, researchers must balance the desire for more efficient, cost-effective data collection methods with study aims and the limitations of a novel mode of data collection.
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Abstract

Background: Computer technologies hold promise for implementing alcohol screening, brief intervention, and referral to treatment (SBIRT). Questions concerning the most effective and appropriate SBIRT model remain.

Objective: The aim of this study was to evaluate the impact of a computerized SBIRT system called the Health Evaluation and Referral Assistant (HERA) on risky alcohol use treatment initiation.

Methods: Alcohol users (N=319) presenting to an emergency department (ED) were considered for enrollment. Those enrolled (n=212) were randomly assigned to the HERA, to complete a patient-administered assessment using a tablet computer, or a minimal-treatment control, and were followed for 3 months. Analyses compared alcohol treatment provider contact, treatment initiation, treatment completion, and alcohol use across condition using univariate comparisons, generalized estimating equations (GEEs), and post hoc chi-square analyses.

Results: HERA participants (n=212; control=115; intervention=97) did not differ between conditions on initial contact with an alcohol treatment provider, treatment initiation, treatment completion, or change in risky alcohol use behavior. Subanalyses indicated that HERA participants, who accepted a faxed referral, were more likely to initiate contact with a treatment provider and initiate treatment for risky alcohol use, but were not more likely to continue engaging in treatment, or to complete treatment and change risky alcohol use behavior over the 3-month period following the ED visit.

Conclusions: The HERA promoted initial contact with an alcohol treatment provider and initiation of treatment for those who accepted the faxed referral, but it did not lead to reduced risky alcohol use behavior. Factors which may have limited the HERA's impact include lack of support for the intervention by clinical staff, the low intensity of the brief and stand-alone design of the intervention, and barriers related to patient follow-through, (e.g., a lack of transportation or childcare, fees for services, or schedule conflicts).
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Introduction

Background

Between 2006 and 2010, excessive alcohol consumption was responsible for 88,000 deaths and an estimated 2.5 million years of potential life lost each year. Risky alcohol use is among the leading preventable causes of death in the United States [1], but it remains highly prevalent and poorly intervened among the emergency department (ED) population. Prevalence rates of risky alcohol use among ED patients exceed the national average, making EDs an ideal location for innovative alcohol intervention efforts [2-5]. Over 130 million patients visit the ED each year [6], with a large percentage of these patients having unrecognized alcohol-related treatment needs (eg, risky drinking, problem drinking, and alcohol dependence). Patients with untreated needs are more likely to be admitted to the hospital and repeatedly rely on ED services [2,7-9]. Furthermore, disadvantaged populations including minorities, immigrants, people without insurance, and low-income households comprise the underserved populations that currently rely disproportionately on EDs for primary care [10] and suffer from alcohol-related concerns at elevated rates [11-12]. ED-originated alcohol intervention efforts have the potential for considerable impact on public health by promoting change in both high-risk and hard-to-reach populations [4,10,13].

This potential has been acknowledged by the latest health care legislation and numerous health care agencies. The Affordable Care Act includes strong incentives for the integration of behavioral health and medical treatment [2,14]. Numerous studies have demonstrated the effectiveness of screening and brief intervention (SBI) programs as well as screening, brief intervention, and referral to treatment (SBIRT) programs aimed at addressing alcohol use problems and treatment needs among ED patients [2,15-18]. As a result, the US Preventive Services Task Force and the Substance Abuse and Mental Health Services Administration have recommended universal SBIRT for alcohol and other substances in general medical settings, including EDs [19,20]. The Centers for Medicare and Medicaid Services and the American Medical Association have authorized billing codes to reimburse SBIRT services for alcohol, tobacco, and illicit drug use [21], and the Centers for Disease Control and Prevention have called for increased alcohol SBI, including systems-level changes to include integration into the electronic health record system [22].

Despite the support of numerous studies and many health agencies [2,14-23], ED-originated alcohol screening rates remain low, with many hospitals only screening alcohol toxicology reports, which do not assess problem-level severity [2,24,25]. Factors likely contributing to these low rates include lack of specialized behavioral health training, competing demands on time and resources inherent to the ED setting, and a primary objective of acute medical care rather than treatment for chronic conditions [5,13,23]. The use of convenient and brief procedures requiring minimal specialized training and focusing on connecting patients with outpatient resources for continued treatment after their ED visit could maximize successful implementation of SBIRT. Behavioral intervention technology advancement (eg, computerized assessments, personalized feedback reports, faxed referrals, electronic health records), holds promise for facilitating the implementation of SBIRT in EDs and a variety of health care settings [26-33]. Each advancements have also allowed for the development of computer-assisted SBIRT models designed to diminish interruptions in clinical care and mitigate clinician burden without sacrificing effectiveness [13,23].

Objectives

Questions remain concerning the most effective and appropriate SBIRT model. The objective of this study was to assess an innovative Web-based program’s ability to facilitate alcohol SBIRT. The Health Evaluation and Referral Assistant (HERA) is patient-administered on a tablet computer during the ED visit and is modeled after the face-to-face SBIRT screening approach. This study hypothesized that the HERA would improve initiation of specialized outpatient treatment for risky alcohol use and reduce risky alcohol use among ED patients at 3 months postvisist as compared with a minimal intervention control condition.

Methods

Previous Reporting

A complete description of the HERA development and randomized controlled trial (RCT) methods were previously published [26,34]. Although the HERA assesses and refers patients to treatment for multiple substances, only results pertaining to alcohol are reported and discussed in this paper. A previous publication reported results for tobacco use [23], and a subsequent paper will address the results pertaining to illicit drug use. This clinical trial was registered with ClinicalTrials.gov as the Dynamic Assessment and Referral System.

Health Evaluation and Referral Assistant (HERA)

Assessment

The HERA is a self-administered patient assessment completed on a tablet computer during the ED visit. The assessment was designed to require no computer literacy beyond the ability to read at the 8th grade reading level and respond to questions using a numeric keypad or stylus. The HERA used the Alcohol Use Disorders Identification Test (AUDIT) to assess alcohol use behaviors [35]. The version was based on the Cutting Back study [36], which adjusted the responses to the first three items of the AUDIT to reflect US alcohol content standards. This version has ultimately become what is referred to as the USAUDIT and has been adopted by the Centers for Disease Control and Prevention [37].

Readiness to change was assessed with an initial question that asked, “Would you like to change your alcohol use? No; Undecided; Yes, I would like to CUT BACK; Yes, I would like to QUIT COMPLETELY.” If interested in quitting, the participant was asked, “When would you like to quit? Within the next 30 days; Within the next 6 months; More than 6 months from now.” Treatment history was assessed by asking, “Have you ever been in treatment for alcohol use? No; Yes, but I AM
NOT CURRENTLY in treatment; Yes, and I AM CURRENTLY in treatment.” Readiness to enter treatment was assessed for those who scored in the risky alcohol use range, were not currently in treatment, and reported interest in changing alcohol use by asking, “You have reported that you are interested in changing your alcohol use. This computer program can help you connect with a counselor or treatment program. Would you like some help with finding a counselor or treatment program? Yes; No.” Withdrawal symptoms were assessed using a checklist of items: “Please check all of the withdrawal symptoms you had in the past 30 days, including today: seizures or convulsions; hallucinations (saw, heard, or felt something that was not there); confusion or disorientation; paranoid thinking; severe depression; severe loss of energy (lethargy); none of the above.” The Patient Health Questionnaire-2 (PHQ-2) [38] was used to screen participants for depression, and a complete psychiatric history was documented using a checklist of common psychiatric diagnoses (e.g., anxiety, post-traumatic stress disorder, bipolar disorder, schizophrenia, attention deficit hyperactivity disorder, and so on). See Multimedia Appendix 2 for a sample patient feedback report.

Report Generator
The assessment data were used to automatically produce two reports at the end of the computerized assessment, which are described in detail in the aforementioned manuscripts [26,34]. The health care provider report provided a summary of the assessment and was given to the patient’s treating physician for review. The patient feedback report was given to the patient and consisted of 3 sections: (1) the Face Sheet, which included an overview and tailored alcohol use treatment referral list; (2) the Patient Assessment Summary, which provided individually tailored feedback pertaining to the patient’s alcohol use; and (3) the Motivation Toolkit, which provided several worksheets based on Motivational Interviewing [39] and the Transtheoretical Model [40]. See Multimedia Appendix 2 for a sample patient feedback report.

Referral Generator
The referral generator utilized a library of alcohol use treatment services maintained by Polaris Health Directions, Inc. to create individually tailored referral lists and to send dynamic referrals. Referral lists contained free and fee-for-service treatment options, and dynamic referrals were based on a “best match” facility dependent on patient characteristics, such as the individual’s ZIP code, insurance provider, and preference for telephone or in-person treatment. If accepted by the patient, the dynamic referral was faxed by the HERA to a matched treatment facility, along with a brief assessment summary and the patient’s contact information. The participating services had agreed to contact the patient within 48 h of receiving the referral to complete an initial evaluation and discuss treatment options.

Procedure
Patients were enrolled from 4 EDs (see Table 1) between 8 am and 7 pm, with shifts occurring every day of the week. Research assistants (RAs) approached all adult patients at their bedside during their ED visit. Patients aged 18 years and older with risky alcohol use were considered. Risky alcohol users were defined as having used alcohol above the AUDIT quantity or frequency guidelines, with or without tobacco use but with no illicit drug use in the past 12 months. This paper focuses only on alcohol users who may have been smokers but did not use illicit drugs. Exclusion criteria were severe illness or distress, cognitive insufficiency, in state custody or restraints, being held involuntarily, and language barriers. Patients who were actively involved in alcohol treatment were eligible for the study, but few agreed to participate. Participants were enrolled regardless of whether they were admitted or discharged. The study components, including baseline and intervention, were completed while patients were in the ED. Participants were randomized to either the intervention or control condition by a random number generator from the Java programming language standard library embedded within the HERA. Immediately after discharge or transfer from the ED, the enrolling RA completed a brief interview with the participant, either in person or by telephone within 48 h (postvisit interview). A trained RA not affiliated with the data collection sites contacted all participants by telephone at 1 and 3 months following the ED visit to assess alcohol treatment initiation and to reassess alcohol use. This study was approved by the Institutional Review Boards for all data collection sites, in accordance with the ethical standards of the Helsinki Declaration of 1975. All participants gave their informed consent and signed a written consent form before inclusion in the study.

Table 1. Site characteristics. This table was previously published with the reporting of the tobacco results [23].

<table>
<thead>
<tr>
<th>Type</th>
<th>Annual volume</th>
<th>Location</th>
<th>Race or ethnicity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Academic, urban</td>
<td>90,733</td>
<td>Worcester, MA&lt;sup&gt;a&lt;/sup&gt;</td>
<td>W&lt;sup&gt;b&lt;/sup&gt; 82%, H&lt;sup&gt;c&lt;/sup&gt; 11%, B&lt;sup&gt;d&lt;/sup&gt; 4%</td>
</tr>
<tr>
<td>Community, urban</td>
<td>47,364</td>
<td>Worcester, MA</td>
<td>W 74%, H 14%, B 9%</td>
</tr>
<tr>
<td>Community, suburban</td>
<td>23,217</td>
<td>Marlboro, MA</td>
<td>W 80%, H 15%, B 3%, U&lt;sup&gt;e&lt;/sup&gt; 2%</td>
</tr>
<tr>
<td>Academic, urban</td>
<td>59,482</td>
<td>Camden, NJ&lt;sup&gt;f&lt;/sup&gt;</td>
<td>W 35%, H 20%, B 45%</td>
</tr>
</tbody>
</table>

<sup>a</sup>MA: Massachusetts.
<br>
<sup>b</sup>W: white, non-Hispanic.
<br>
<sup>c</sup>H: Hispanic.
<br>
<sup>d</sup>B: black.
<br>
<sup>e</sup>U: unknown.
<br>
<sup>f</sup>NJ: New Jersey.
Study Conditions

Intervention and control conditions were treated the same in all aspects of the study procedures; however, the groups differed on the type of referral and availability of reports. Participants in the intervention condition (HERA) (1) were offered a dynamic referral, (2) received the patient feedback report with a tailored referral list, and (3) their treating physician received the health care provider report. Participants assigned to the minimal intervention control condition (control) were given a standardized, printed list of local treatment providers instead of dynamic referrals, and health care provider reports were not made available.

Blinding

The RA who performed the outcome assessments was partially blinded. Because the HERA is heavily focused on the referral process, and not all patients received the same type of referrals, to avoid confusion, the follow-up questions were tailored to the referral type received at baseline (printed list vs dynamic referral). Despite blinding efforts, the presence of particular questions for the intervention group revealed some information about group assignment. For example, only patients who chose a dynamic referral were asked whether they had been contacted by an alcohol treatment provider.

Measures

Health Evaluation and Referral Assistant (HERA)

The HERA assessment was previously described under Methods or Assessment.

Postvisit Interview

Immediately after patients were discharged or transferred from the ED, the enrolling RA completed a brief interview to establish whether the treating clinicians provided alcohol treatment counseling, education materials, or referrals for alcohol use treatment. Chart review was not used because of unreliability associated with documentation.

Follow-Up Assessment

All participants were phoned by an RA and asked if they had initiated contact with an alcohol treatment provider or program (treatment contact); completed an initial assessment (treatment initiation); attended any additional treatment sessions beyond the initial assessment (treatment engagement); and completed treatment (treatment completion). Participation in self-help groups, like Alcoholics Anonymous, was also assessed. Additionally, the RA assessed self-reported current alcohol use using the first three items from the USAUDIT (frequency of drinking, amount on a typical day, frequency consuming four or more drinks on a single occasion). This was used to quantify use and to determine abstinence, which was defined as 0 drinks since the ED visit. Efforts to decrease use were assessed with the following questions: “In the past ‘x’ months, have you tried to reduce your alcohol use? Yes; No. In the past ‘x’ months, have you intentionally gone for more than 24 h without having a drink? Yes; No. In the past ‘x’ months, how many days have you gone without having a drink?”

Data Analyses

Baseline characteristics (eg, demographics, alcohol use) were compared across intervention conditions using chi-square test of independence and independent samples t test to confirm randomization success, and the potential for differential retention rates across conditions was examined using chi-square test of independence. Our primary outcomes (ie, alcohol treatment provider contact, treatment initiation, alcohol use) were then compared across conditions at 1 and 3 months using generalized estimating equation (GEE) models. Post hoc chi-square test of independence was performed following a statistically significant GEE model in order to better isolate the observed differences at each follow-up point. Chi-square analyses were also used to make comparisons across conditions for outcomes collected only at a single follow-up point (eg, ED counseling).

We then performed a series of analyses comparing participants in 3 distinct groups: (1) the control condition, (2) the intervention condition that declined a dynamic referral to providers (tailored list only), and (3) the intervention condition that accepted a dynamic referral (dynamic referral group). Because this categorization allows for preexisting differences across groups (particularly between the tailored list and dynamic referral groups), these models included theoretically relevant covariates that might impact the outcomes of interest (baseline AUDIT scores and readiness to quit). Missing data or attrition at follow-up was addressed using standard intention-to-treat principles whereby the least favorable outcome (eg, no provider contact, no treatment completion) was assigned to missing data points. Specifically, if data were missing at both follow-up points for a case, the least favorable outcome was imputed. If data from the first follow-up indicated a favorable outcome (eg, quit attempt, initiated treatment) and data was missing at the second follow-up, a favorable outcome would be imputed as we were interested in the event occurring by a given time point. If data were missing at the first follow-up and present at the second follow-up, regardless of the outcome at the second follow-up, the least favorable outcome would be imputed at the first follow-up. Given the use of these principles, the frequencies presented in each table represent observed data, whereas the percentages represent intention-to-treat estimates. All analyses were performed using Statistical Package for the Social Science 22 (IBM, 2012), with an a priori alpha level of .05.

Results

Preliminary Analysis

Of 319 alcohol users who met eligibility criteria and did not report any drug use, 212 individuals were enrolled (see Multimedia Appendix 3). A greater proportion of eligible females (75.7%, 78/103) enrolled in the study than males (62.0%, 134/216), $\chi^2=5.9, P=.02$, and enrolled individuals were younger, on average (mean 38.1 years; SD 13.4) than nonenrolled individuals (mean 42.3 years; SD 13.9), $t_{117}=2.63, P=.009$. There were no differences in percentage of enrolled eligible patients across sites, concomitant tobacco use, and insurance status. Of the 212 participants enrolled, 115 were assigned to the control condition and 97 to the intervention condition. At baseline, there were no differences between the
Comparisons on Outcomes of Interest

Specialized Alcohol Use Treatment

There were no differences in initial contact between participants and alcohol use treatment provider across conditions (odds ratio, OR 1.04; 95% CI 0.45-2.40; see Table 2). No differences were observed on treatment initiation (P=.53), treatment engagement (P=.21), and treatment completion rates either (P=.31). Among the participants in the HERA, 14/97 (14%) accepted a dynamic referral.

Alcohol Use

Sustained abstinence at both follow-up periods was not statistically different across intervention and control conditions (see Table 2). Quit attempts and efforts to reduce alcohol use were more common among control participants than experimental (OR 0.44, 95% CI 0.26-0.77, P=.004; OR 0.66, 95% CI 0.51-0.87, P=.01, respectively).

two conditions on demographics (see Multimedia Appendix 4), data collection site (P=.06), mental health diagnoses (P=.19 to .83), AUDIT scores (P=.24), or readiness to change (P=.10).

Of the analyzed participants, 196 out of 212 (92.5%) completed the postvisit interview, 157 out of 212 (74.1%) completed the 1-month follow-up, and 157 out of 212 (74.1%) completed the 3-month follow-up (see Multimedia Appendix 3). There were no differences between retained individuals and those lost to follow-up on age (P=.99; .17, respectively), baseline AUDIT scores (P=.62; .34), mental health diagnoses (P=.27 to .81; .09 to .74), or readiness to change (P=.58; .21). However, at the 3-month follow-up, there were more control individuals retained (95/115; 83.0%) than experimental (62/97; 64%), χ²₁=9.6, P=.002. There were also more female retained at the 3-month follow-up (64/78; 82%) than male (93/134; 69.4%), χ²₁=4.1, P=.04.
### Table 2. Comparisons between alcohol intervention and control conditions.\(^a\)

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Intervention (n=97), n (%)</th>
<th>Control (n=115), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ED(^b) clinician (MD(^c) or RN(^d)) counseling(^e)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MD or RN asked about alcohol use</td>
<td>62 (64)</td>
<td>80 (69.6)</td>
</tr>
<tr>
<td>MD or RN counseled participant to quit</td>
<td>11 (11)</td>
<td>12 (10.4)</td>
</tr>
<tr>
<td>Received educational materials</td>
<td>2 (2)</td>
<td>4 (3.5)</td>
</tr>
<tr>
<td>Received an alcohol abuse referral</td>
<td>1 (1)</td>
<td>4 (3.7)</td>
</tr>
<tr>
<td><strong>Outpatient alcohol abuse treatment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contact with alcohol abuse treatment provider</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GEE odds ratio 1.04 (95% CI 0.45-2.40), (P=.94)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contact at 1 month</td>
<td>7 (7)</td>
<td>10 (8.7)</td>
</tr>
<tr>
<td>Contact at 3 months</td>
<td>13 (13)</td>
<td>13 (11.3)</td>
</tr>
<tr>
<td>Initiated treatment (evaluated by alcohol abuse treatment provider)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GEE odds ratio 0.70 (95% CI 0.23-2.15), (P=.53)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment initiation at 1 month</td>
<td>3 (3)</td>
<td>7 (6.1)</td>
</tr>
<tr>
<td>Treatment initiation at 3 months</td>
<td>6 (6)</td>
<td>8 (7.0)</td>
</tr>
<tr>
<td>Treatment engagement at either time</td>
<td>3 (3)</td>
<td>8 (7.0)</td>
</tr>
<tr>
<td>Treatment completion</td>
<td>3 (3)</td>
<td>7 (6.1)</td>
</tr>
<tr>
<td><strong>Alcohol use behavior</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Used alcohol (since ED visit)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GEE odds ratio 0.80 (95% CI 0.30-2.14), (P=.66)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abstinent for 1st month (since visit)</td>
<td>8 (8)</td>
<td>12 (10.4)</td>
</tr>
<tr>
<td>Abstinent for 3 months (since visit)</td>
<td>3 (3)</td>
<td>4 (3.5)</td>
</tr>
<tr>
<td>At least one quit attempt at 1 month</td>
<td>17 (18)</td>
<td>37 (32.2)</td>
</tr>
<tr>
<td>At least one quit attempt at 3 months</td>
<td>30 (30)</td>
<td>58 (50.4)</td>
</tr>
<tr>
<td>Attempted to reduce use at 1 month</td>
<td>25 (26)</td>
<td>45 (39.1)</td>
</tr>
<tr>
<td>Attempted to reduce use at 3 months</td>
<td>33 (34)</td>
<td>57 (49.6)</td>
</tr>
</tbody>
</table>

\(^a\)All percentages and analyses use the intention-to-treat principle of worst outcome for missing values.

\(^b\)ED: emergency department.

\(^c\)MD: doctor of medicine.

\(^d\)RN: registered nurse.

\(^e\)ED clinician behavior assessment included behaviors over and above the materials provided as part of the research study. All patients in both groups had alcohol assessed as part of the study and received a referral list. The control group received a preprinted list, whereas the intervention group received a personally tailored list, as well as a dynamic referral if desired.

\(^f\)GEE: generalized estimating equation.

### Physician Behavior

Clinician counseling, provision of educational materials, and provision of referrals, beyond those provided as part of the study protocol, were not statistically different across intervention and control conditions (see Table 2).

### Exploring the Effect of Dynamic Referrals

Supplemental GEE analyses demonstrated large differences across groups on treatment contact. Using dummy codes (control condition as the reference), results indicated that experimental participants who accepted a dynamic referral contacted a provider at a much greater rate than control individuals (OR 7.14, 95% CI 2.33-20.41, \(P<.001\); see Table 3). Effects on treatment initiation were also significant, with higher rates of initiation among experimental participants who accepted a dynamic referral and control participants (OR 3.92, 95% CI 1.01-15.15, \(P=.05\)). There were no differences in treatment initiation between experimental individuals who did not accept a dynamic referral and control individuals (OR 0.26, 95% CI 0.05-1.36, \(P=.11\)). The difference in contact with providers between experimental participants who accepted a dynamic referral and control participants remained significant (\(P=.001\)) when accounting for baseline readiness to change and baseline...
AUDIT scores in a post hoc GEE model. The effect of a dynamic referral on treatment initiation was no longer significant in a similar model.

There was a marginally significant effect of group membership on engagement in alcohol treatment, $\chi^2=5.8, P=0.06$ (see Table 3). Although engagement was quite infrequent across all groups, the rate of engagement for those accepting a dynamic referral was more than double the rate observed in the control condition (2/14, 14% vs 8/115, 7.0%; see Table 3). This effect was no longer significant when baseline readiness to change and AUDIT scores were included as covariates (OR control vs tailored list only=0.23, 95% CI 0.02-2.13, $P=0.20$; OR control vs dynamic referral=2.14, 95% CI 0.26-17.54, $P=0.48$). There were no effects of group membership on alcohol reduction (see Table 3).

Table 3. Comparisons across alcohol intervention, tailored list only; alcohol intervention, dynamic referral; and control conditions.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Intervention-provider list (n=83), n (%)</th>
<th>Intervention-dynamic referral (n=14), n (%)</th>
<th>Control (n=115), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Outpatient alcohol abuse treatment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contact with alcohol abuse treatment provider</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contact at 1 month</td>
<td>3 (4)</td>
<td>4 (29)</td>
<td>10 (8.7)</td>
</tr>
<tr>
<td>Contact at 3 months</td>
<td>5 (6)</td>
<td>8 (57)</td>
<td>13 (11.3)</td>
</tr>
<tr>
<td>Initiated treatment (evaluated by alcohol abuse treatment provider)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment initiation at 1 month</td>
<td>1 (1)</td>
<td>2 (14)</td>
<td>7 (6.1)</td>
</tr>
<tr>
<td>Treatment initiation at 3 months</td>
<td>2 (2)</td>
<td>4 (29)</td>
<td>8 (7.0)</td>
</tr>
<tr>
<td>Treatment engagement, either time</td>
<td>1 (1)</td>
<td>2 (14)</td>
<td>8 (7.0)</td>
</tr>
<tr>
<td>Treatment completion</td>
<td>1 (1)</td>
<td>2 (14)</td>
<td>7 (6.1)</td>
</tr>
<tr>
<td><strong>Alcohol use behavior</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Used alcohol (since ED&lt;sup&gt;a&lt;/sup&gt; visit)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abstinent for first month (since visit)</td>
<td>8 (10)</td>
<td>0 (0)</td>
<td>12 (10.4)</td>
</tr>
<tr>
<td>Abstinent for 3 months (since visit)</td>
<td>3 (4)</td>
<td>0 (0)</td>
<td>4 (3.5)</td>
</tr>
<tr>
<td>At least one quit attempt at 1 month</td>
<td>15 (18)</td>
<td>2 (14)</td>
<td>37 (32.2)</td>
</tr>
<tr>
<td>At least one quit attempt at 3 months</td>
<td>27 (33)</td>
<td>3 (21)</td>
<td>58 (50.4)</td>
</tr>
<tr>
<td>Attempted to reduce use at 1 month</td>
<td>21 (25)</td>
<td>4 (29)</td>
<td>45 (39.1)</td>
</tr>
<tr>
<td>Attempted to reduce use at 3 months</td>
<td>29 (35)</td>
<td>4 (29)</td>
<td>57 (49.6)</td>
</tr>
</tbody>
</table>

<sup>a</sup>ED: emergency department.

Discussion

Principal Findings

ED-originated alcohol interventions have potential for substantial public health impact by offering widespread SBIRT for risky alcohol use within a population that is both high risk and difficult to reach [4,10,13]. However, many challenges continue to impede the adoption of interventions into routine clinical care, including competing time demands and priorities, a focus on acute care, and insufficient specialized training of providers in risky alcohol use interventions. Technology facilitated intervention models that maximize efficiency and relieve clinician burden may offer a solution.

The results of this clinical trial exploring the benefits of using a single administration, stand-alone computerized intervention were mixed. All participants scored positive for risky alcohol use, and therefore received a patient feedback report with personalized information and referrals. Those who reported not currently being in treatment and who reported some desire to change their drinking were offered a dynamic referral. Although overall no significant differences were observed between conditions for contact with a treatment provider, treatment initiation, treatment engagement, and treatment completion, a closer look at the data suggests that the dynamic referral may still hold promise for promoting treatment engagement. Subanalyses revealed that among the experimental participants, those who accepted a dynamic referral were more likely to make contact with a treatment provider and have higher rates of treatment initiation than control participants. However, these effects did not lead to continued engagement in treatment or changes in alcohol use over the 3-month period following the ED visit. Moreover, some of the trends for attempting to change, such as reporting any attempt to reduce use, favored the control condition, rather than the intervention condition, though these differences were not statistically different. Additional research is needed to probe this pattern to establish if there may be an iatrogenic impact of providing personalized information and referrals in dampening self-change.

There are several factors that may have hampered the HERA’s impact on treatment and alcohol use behavior. One factor may be a lack of adoption and implementation by ED clinical staff. Although the clinical staff members who received the health care provider reports were trained to interpret the findings, they
were not specifically trained or mandated to provide counseling or additional intervention materials to patients as a result of reviewing the report. Analyses indicated that clinical staff did not provide additional counseling or intervention materials to participants in the intervention group, which could be interpreted as weak clinician adoption or support of the intervention. Although the HERA is designed to offer brief intervention and referral to treatment as a stand-alone service, a cooperative approach which includes protocols for clinician involvement in response to a positive screen on the health care provider report may prove a stronger intervention than a stand-alone automated referral. Furthermore, the sample was heterogeneous, with only a minority scoring in the severe range on the AUDIT (low to moderate risk, n=173/212 [82%], moderate to high risk, n=13/212 [6.1%], and high to very high risk, n=26/212 [12.3%]). This undoubtedly damps the level of interest in specialized treatment.

An additional factor limiting clinical impact could be the low-intensity nature of the HERA intervention. The HERA was designed as a one-time, brief interaction due to the fast-paced ED environment filled with competing demands for time and resources. Minimizing the intervention for this purpose could have adversely affected the HERA’s potential for clinical impact. The brief encounter with the HERA, while efficient and time-saving for clinicians, may not be powerful enough to support long-term changes in alcohol use behavior. Future technology-facilitated interventions may need to integrate motivational tools for behavior change, such as Web-based multimedia content or longitudinal interaction beyond the ED visit.

A final factor that may have impeded continued treatment and change in risky alcohol use behavior are barriers related to patient follow-through, including a lack of transportation or childcare, fees for services, and schedule conflicts. Although the dynamic referral was designed to connect patients with a “best match” treatment facility based on personal characteristics, the scope is limited to general characteristics such as location, insurance provider, and desire for telephone or in-person treatment. Motivated patients, who initiated contact with a nearby treatment provider compatible with their insurance carrier, may still have been unable to attend treatment due to the aforementioned circumstances [41]. Additionally, individuals were offered free alternatives to fee-for-service treatment models to help address cost barriers, but free treatment providers may not have been conveniently located or available during hours conducive to every patient’s schedule.

**Limitations**

Several limitations exist that impact interpreting the results. First, because a minimal treatment control group was used, rather than true treatment as usual, the assessment and resource list provided to the minimal treatment control group may have had an intervention effect and artificially inflated treatment contact and behavior change in the control group. Second, the use of a modified AUDIT allowed for time-sensitive brief assessment of alcohol use, but assessed use over a shorter period than other methods, such as the Timeline Follow Back [42], and may not have allowed for a large enough assessment window to detect risky alcohol use in some individuals. Third, results may have been skewed by the nature of self-report due to the ambiguity inherent in measuring alcohol consumption by number of drinks. Although standard measurements have been outlined by the AUDIT [35], and clear examples of “one alcoholic drink” were provided during the assessment, participant understanding of the size and volume of “one alcoholic drink” varies considerably. Finally, by focusing solely on alcohol users, who used alcohol above the AUDIT quantity or frequency guidelines and who had not used illicit drug in the past 12 months, the generalizability of the results is limited. Future research should examine the efficacy of automated referral systems for alcohol treatment among all alcohol users.

The fact that very few participants accepted the dynamic referral highlights a potential limitation of the HERA model itself. Although participants who accepted a dynamic referral were more likely to contact a treatment provider and demonstrated higher rates of treatment initiation than control participants, impact will be minimal unless more patients begin accepting the referral. Future studies of similar models should aim to identify and overcome barriers to referral acceptance. A final limitation is that participants who failed to follow-through with treatment after receiving the referral were not questioned as to what factors contributed to their failure to follow-through. Costs associated with fee-for-service treatment options may have been a barrier to treatment initiation and engagement, although potentially alleviated by the inclusion of free treatment options in addition to the fee-for-service selections. Barriers to patient follow-through in systems like the HERA should be explored in future studies.

**Conclusions**

The HERA aims to satisfy clinical practice mandates for SBIRT for risky alcohol users in the ED setting. For those who accepted the dynamic referral, the HERA was effective at promoting contact with an alcohol treatment provider and initiating risky alcohol use treatment. Unfortunately, when employed as a stand-alone intervention, the HERA did not lead to sustained treatment engagement or changes in alcohol use during the 3 months following the initial ED visit. These results raise two questions: (1) Do stand-alone, brief, automated interventions lack the power to sufficiently motivate sustained alcohol use treatment engagement and behavior change? and (2) Is SBIRT for risky alcohol use satisfactory for all populations, particularly those unable or unwilling to pay fees associated with treatment services or underserved populations with limited access to health care, as represented in this study? This study highlights the need for developing and studying interventions that work alongside alcohol treatment linkage strategies. The prototype of the HERA was called the Dynamic Assessment and Referral System for Substance Abuse (DARSSA). The name was changed to reflect our long-term plans to expand the system to provide SBIRT for other nonsubstance problems, like depression and interpersonal violence.
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Abstract

Background: Safety planning is a brief intervention that has become an accepted practice in many clinical settings to help prevent suicide. Even though it is quick compared to other approaches, it frequently requires 20 min or more to complete, which can impede adoption. A self-administered, Web-based safety planning application could potentially reduce clinician time, help promote standardization and quality, and provide enhanced ability to share the created plan.

Objective: The aim of this study was to design, build, and test the usability of a Web-based, self-administered safety planning application.

Methods: We employed a user-centered software design strategy led by a multidisciplinary team. The application was tested for usability with a target sample of suicidal patients. Detailed observations, structured usability ratings, and Think Aloud procedures were used. Suicidal ideation intensity and perceived ability to cope were assessed pre-post engagement with the Web application.

Results: A total of 30 participants were enrolled. Usability ratings were generally strong, and all patients successfully built a safety plan. However, the completeness of the safety plan varied. The mean number of steps completed was 5.5 (SD 0.9) out of 6, with 90% (27/30) of participants completing at least 5 steps and 67% (20/30) completing all 6 steps. Some safety planning steps were viewed as inapplicable to some individuals. Some confusion in instructions led to modifications to improve understandability of each step. Ratings of suicide intensity after completion of the application were significantly lower than preratings, pre: mean 5.11 (SD 2.9) versus post: mean 4.46 (SD 3.0), \( t_{27}=2.49, P=0.02 \). Ratings of ability to cope with suicidal thoughts after completion of the application were higher than preratings, with the difference approaching statistical significance, pre: mean 5.93 (SD 2.9), post: mean 6.64 (SD 2.4), \( t_{27}=-2.03, P=0.05 \).

Conclusions: We have taken the first step toward identifying the components needed to maximize usability of a self-administered, Web-based safety planning application. Results support initial consideration of the application as an adjunct to clinical contact. This allows for the clinician or other personnel to provide clarification, when needed, to help the patient build the plan, and to help review and revise the draft.

(J Med Internet Res 2017;19(5):e149) doi:10.2196/jmir.6816
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Introduction

Background

Suicide and suicide attempts have increased over the past 10 years in the United States despite efforts by national organizations to reduce them [1-4]. Safety planning is a common suicide prevention tool designed to help an individual develop a plan for managing his or her suicidal thoughts. Although no universally accepted safety planning method exists, the Safety Planning Intervention [5,6] has gained widespread acceptance in the suicide prevention community and has been incorporated into numerous treatment guidelines and interventions [5-8]. The Safety Planning Intervention [5] is collaboratively built by a clinician with a patient and encourages individuals to engage in six sequential steps when feeling suicidal: (1) identify early warning signs, (2) employ internal coping strategies, (3) distract with social engagement or change of environment, (4) access suicide-protective social support, (5) seek help through crisis resources, and (6) restrict access to lethal means. The Safety Planning Intervention has a strong empirical foundation supporting each of its six steps [5], as well as evidence that it improves the average number of outpatient mental health visits for suicidal patients during the 6 months following the index emergency department (ED) visit, when compared with treatment as usual [9].

Although the Safety Planning Intervention is quick when compared with other suicide prevention interventions such as cognitive behavioral therapy, it commonly takes 20 min or more to administer [5,10-13]. Given that many health care settings, such as EDs and primary care settings, are characterized by multiple competing demands and suffer from serious time constraints on how much time can be spent with individual patients, the time it takes to build a collaborative safety plan remains an important barrier limiting adoption and implementation in clinical practice [10]. Moreover, it takes clinician training and practice to build a high quality, personalized safety plan [5]. Consequently, not having ready access to well-trained clinicians who know how to build a good safety plan is a barrier that further impedes widespread implementation in most health care settings, especially those not specifically devoted to providing behavioral health care. Novel approaches to safety planning that decrease staff burden by making the process less time-intensive, which support the systematic building of high-quality plans, and remain effective in preventing suicidal behavior are needed.

Safety Planning

With the ubiquity of computers and Internet access in modern society, a Web-based, self-administered safety planning application could offer tremendous potential for accomplishing these objectives and improving scalability of safety planning. Supporting this premise, several mobile phone apps designed for self-administered safety planning are currently available [14-16]. However, these safety planning apps are not designed to be used as clinical tools in health care settings; as a result, they have significant limitations, including being dependent on a patient having a mobile phone, downloading the app successfully, and completing the safety planning steps, most of which require extensive text entry, during a clinical encounter. Should these barriers be resolved, review by the clinician on the patient’s phone is not practical. Moreover, there is no published data on the usability of these mobile phone safety planning apps. Thus, we designed, built, and tested the usability of a Web-based, self-administered safety planning application that could be completed on a desktop, laptop, or tablet computer. Our goal was to have the application include standardized instructions, “as needed” access to video instructions, and ready downstream access to the safety plan for Web-based editing, reprinting, and sharing with other clinicians and caregivers. We do not intend for the Web-based application to replace the clinician; rather, we expect it will make building safety plans more efficient for the clinician by reducing the total time required to build a safety plan by offloading the bulk of the orientation to the safety plan and the creation of the plan itself to the computer. The clinician will still maintain a role in reviewing the safety plan and editing it, as needed.

Before such a system can be widely promoted, the usability of the application must first be established, and the alpha version of the application adapted based on user feedback. The final system’s impact on clinical workflow, such as whether clinician efficiency improved when compared with traditional safety planning, and impact on suicide-related outcomes, such as whether suicidal behavior decreases, needs to be conducted. This paper describes the development process and initial results of the usability testing (ie, the first step). This is important, because usability can be seriously impacted by a variety of factors, even with a seemingly simple task, such as completing an online form. For example, usability can be adversely impacted by context or setting (eg, busy, distracting medical settings) and patient population (eg, mixed demographics, mixed computer literacy, medically ill, psychologically distressed). Moreover, this is the first systematic test of the transition of modalities from clinician administered to self-administered, and the team needed to validate that users could create at least the initial draft of the safety plans themselves.

Methods

Overview of Application Development

We employed a user-centered, iterative software design strategy. Our development was funded through the Emergency Department-Safety Assessment and Follow-Up Evaluation (ED-SAFE) [17] and overseen by one of the ED-SAFE’s Principal Investigators (EDB). The team comprised psychologists, psychiatrists, emergency physicians, nurses, informaticians, software engineers, and additional subject matter experts, including the developers of the Safety Planning Intervention [5] (GKB, BS), and included both experienced researchers and active clinicians. The entire team was intimately involved with every step of the design and testing process to ensure that the application was firmly rooted in the latest advances in safety planning and was user-friendly. It was built to be compliant with applicable health care security and privacy standards, including the Health Insurance Portability and Accountability Act (HIPAA).
The computer application used the same six steps as the Safety Planning Intervention, but the order of the steps was changed to put means restriction first, rather than last, because members of the team noted that it is important for the individual to restrict means to suicide immediately upon discharge from the hospital. Presenting means restriction first aligned with the presumed order of action and priority upon discharge. The new order, along with associated instructions and response options used for the application, is presented in Figure 1. Multimedia Appendix 1 contains some representative screenshots.

The original Safety Planning Intervention, like other versions of safety planning, is designed to be completed by clinician interview, with the patient’s responses documented in text on a template paper form. We considered simply computerizing this by presenting instructions for each of the six steps followed by an open text field to allow the patient to enter his or her free-text responses. However, this was viewed by the design team to be a potential barrier because of the need for computer keyboard literacy and with potential for lengthening the time of administration. Consequently, to facilitate rapid, user-friendly completion, multiple choice options were developed for the first three steps. The response options were created by soliciting suggestions from subject matter experts, iterative review by the development team and consultants, and revision based on patient input to select the final response options and to perfect the wording. A free-text field was included for each step to allow individuals to input their own responses, if and when they desire. This combination of multiple choice and free-text balanced the need for simplicity with the goal of personally tailored planning. Each of the six traditional Safety Planning Intervention steps is presented sequentially, with easy-to-follow instructions and a “MORE” button that provides additional detail, if needed. A brief instructional video was developed to provide additional instructions to the patient, accessible as needed.

Once all the six steps have been completed, the individual reviews and “confirms” the safety plan. The printed version is formatted similar to the traditional Safety Planning Intervention and is designed to fit on a single page for ease of printing, access, and manipulation. The safety plan is stored on a secure server, and the individual can access the plan from any computer or mobile phone with Internet connection. The safety plan can be edited, printed, saved as a portable document format (PDF) and shared with others by email through a secure email service.

Setting and Participants

The usability testing was set in an urban, tertiary care hospital in Central Massachusetts. Consecutively presenting adult patients being evaluated for an acute psychiatric emergency in either the ED or inpatient psychiatric unit were screened during research assistant (RA) shifts. Inclusion criteria included 18 years of age and endorsement of active suicidal ideation in the past two weeks. Exclusion criteria included persistent severe medical illness, severe emotional distress, cognitive insufficiency (eg, dementia, psychosis, altered consciousness), incarceration, and insurmountable language barriers.

Usability Testing Procedures

Eligible patients, who agreed to participate, signed written informed consent. We used a “Think Aloud” protocol testing approach [18,19]; although the participants interacted with the application and completed their safety plan, they were asked to vocalize their thoughts, feelings, and opinions about each screen. Think Aloud informs how a user approaches the interface and his or her mental processes when utilizing the interface. Additionally, Morae (TechSmith version 3.2.1, 2010) usability software was used [20-22]. It allows for video and audio recordings of the subject being tested, including recording clicks, keystrokes, and other events. For our purpose, one reviewer reviewed the audio recordings and summarized the issues identified by the participant. Structured usability ratings and open-ended questions asking about pros, cons, and recommendations for improvement were obtained by the RA. All problems or difficulties encountered throughout the protocol through Think Aloud, direct observation, and patient interview were documented in detail and reviewed with the study team weekly. Software, instructions, and item wording were modified in response to feedback.

Because there was some concern that having patients engage in self-administered safety planning could actually have the paradoxical effect of increasing momentary intensity of suicidal ideation, participants provided ratings of suicidal ideation before and after engaging in the safety planning. Conversely, engaging with the application could have the effect of improving an individual’s perceived ability to cope with suicidal thoughts, so ratings of ability to cope with suicidal thoughts were obtained. The medical records of each participant were reviewed for one month before and after the enrollment date to assess acute suicide-related health care utilization.

Measures

Demographics and Descriptives

Age, sex, race (white, black or African American, Asian or Pacific Islander, American Indian, Alaska Native, Aleut, Other), ethnicity (Hispanic, non-Hispanic), and insurance type (private, Medicare, Medicaid or State, other, none) were documented on all enrolled patients. In addition to demographics, we abstracted the following information from their medical record: presence of alcohol abuse (current intoxication or evidence of any problem use), intentional illegal or prescription drug misuse (current intoxication or evidence of any problem use), presence of depressed mood, disposition (discharged home, admitted to medical unit, admitted or transferred to psychiatric or substance abuse unit), and emergency physician discharge diagnosis.
Figure 1. Safety planning application steps.

Safety Planning Application
All patients were provided the laptop on the “home” page. They registered by creating a username and strong password and then read and responded to each of the six steps sequentially, as summarized in Figure 1.

Process Log
The RA completed a process log for each participant, documenting any problems noted, the solutions applied, and the outcome. Problems were categorized based on the following domains: technical failure (e.g., Internet disconnection, hardware dysfunction), computer literacy (e.g., mouse use, text entry), safety plan step completion (e.g., trouble understanding how to respond, applicability of the step), interruptions during safety plan completion (e.g., clinical care, meals, visitors), and use of proxy to help complete the plan (e.g., family member or visitor).

Usability Ratings
All participants provided structured usability ratings (1=strongly disagree, 2=disagree, 3=neutral, 4=agree, 5=strongly agree) across a variety of specific tasks, including ability to easily move between screens, ability to understand the language of the safety planning steps, confidence in being able to create a safety plan, helpfulness of the instructional video (if watched), desire to send the safety plan to someone else by email, likelihood of using the safety plan if suicidal thoughts arise in the future, and understanding of how the safety plan can help manage suicidal thoughts. These domains were identified by
the study team as tasks considered important for usability and most consistent with the ultimate goal of the application. Open-ended questions were used to assess the positive and negative impressions of the application, as well as recommendations for improvement. The ratings and interview were administered by the RA after the participant completed their safety plan.

**Suicide Ratings**

Two aspects of suicidal ideation were measured immediately before and after engagement with the application: suicidal ideation intensity (0=none, 10=constant) and perceived ability to cope with suicidal ideation (0=no ability to cope, 10=strong ability to cope). Although standardized, validated instruments measuring suicidality have advantages, there were two reasons we used simple 0-10 point items instead. First, we enrolled subjects in the ED setting. This setting is very time-sensitive, and patients were often uncomfortable or distressed, so we wanted the total participant burden to be as light as possible, precluding longer lengthier scales. Second, we were interested in detecting changes over a very short period of time—pre- and post-engagement with the software. Standardized scales are not designed to detect short-term state-changes in suicidal ideation.

**Emergency Department Utilization Review**

The medical records for the month before and after the index visit were reviewed. All ED visits were noted and classified based on whether or not they were related to suicidal ideation or behavior (0=no, 1=yes). Only medical records associated with the study’s health care system were accessible. Although it would have been advantageous to acquire medical records from other health systems, this proved infeasible because of patient confidentiality laws.

**Data Analysis**

The primary outcomes reflecting usability were summarized using descriptive statistics, including proportions, means, and standard deviations (SDs). The safety planning application technical completion rate was defined as the proportion of participants who initiated the application and were able to complete navigation from start to end without critical technical failures, usability issues, or other interruptions resulting in an aborted encounter. The safety plan step completion rate was defined as the proportion of participants who provided at least one response for each of the six steps. This completion rate was also calculated for each of the six steps individually. Process problems were summarized as present or absent based on the categories described in “Measures—Process Log” section. Descriptive statistics were calculated on usability ratings for each domain described in “Measures—Usability Ratings” section. Additional analyses included paired sample t test comparing suicidal ideation intensity and ability to cope with suicidal ideation pre-post safety plan administration, as well as a paired sample t test comparing suicide-related acute health care visits in the one month before and after the index visit. Statistical Package for the Social Sciences 22 (IBM, Armonk, NY) was used for all analyses.

**Results**

**Demographics and Descriptives**

A total of 69 patients with suicidal ideation or a suicide attempt were approached by the RA; of these, 37 met all of the eligibility criteria, and 81% of those eligible (30/37) consented to participate and were enrolled. The average age of the sample was 39 years old (SD 14 years), with 47% (14/30) being male, 83% (25/30) indicating white race, and 10% (3/30) indicating Hispanic ethnicity. The majority (n=25/30; 83%) were insured by Medicaid or another state program. The clinical characteristics of the sample were as follows: presence of alcohol abuse (current intoxication or evidence of any problem use), 30% (9/30); intentional illegal or prescription drug misuse (current intoxication or evidence of any problem use), 30% (9/30); presence of depressed mood, 53% (16/30); and disposition, 10% (3/30); discharged home; admitted to medical unit, 3% (1/30); and admitted or transferred to psychiatric or substance abuse unit, 87% (26/30). The most common primary emergency physician discharge diagnosis was mood-related (eg, depression, emotional distress, emotional crisis), which was assigned to 60% (18/30). The remaining had a variety of medical and substance abuse diagnoses.

**Usability**

Multimedia Appendix 2 summarizes the usability statistics. All participants successfully registered, viewed all six of the safety planning build screens, and created a final, one-page safety plan PDF that could be printed, saved, or shared by secure email. However, completeness of the safety plan varied. The mean number of steps completed was 5.5 (SD 0.9), with 90% (27/30) completing at least 5 steps and 67% (20/30) completing all six steps.

It was found that 3 of the first 5 subjects experienced some type of technical failure, including interrupted Internet connection and “frozen” screen resulting from a glitch in the Morae usability software. At the time of enrollment, these problems were rectified by the RA, and they did not prevent the participants from resuming the application and completing their safety plans. Root causes were identified and addressed, resulting in none of the final 25 enrollees experiencing technical failures.

In total, 40% (12/30) of the participants reported or demonstrated at least one problem related to computer literacy, including unfamiliarity with using the mousepad and with typing on a keyboard. This did not result in any aborted safety plans, but it did require some modest technical assistance from the RA on occasion. It was found that 23% (7/30) of the participants reported or demonstrated problems with the actual process of building the safety plan that was not related to general computer literacy. The initial registration process caused some confusion because it required creation of a strong password; instructions around this process were improved, resulting in the final 20 enrollees reporting no problems with the registration process. Some participants needed clarification on how to complete individual steps. Most commonly, early in the study, patients confused Steps 4 and 5, because both involve identifying people who can help the individual in some way. Although Step 4
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instructs the individual to identify people who can help distract from suicidal thoughts. Step 5 instructs the individual to identify people they can confide in and who can actually help them manage their suicidal thoughts and associated problems. Some of the confusion arose because the same set of people applied to both steps. This overlap is acceptable for building a safety plan, but the instructions initially were unclear, creating uncertainty within the participants. On the basis of the participant feedback, the instructions were modified to help clarify this distinction between the two steps. Instructions were improved, resulting in no difficulty identified with comprehension for the final 10 enrollees.

Completion of Step 5 (identifying individuals who can help the individual through a suicidal crisis) demonstrated the highest incompletion rate; this was not only because of the aforementioned confusion with Step 4, but also because some participants simply did not have anyone with whom they felt comfortable talking about their suicidal thoughts. Consequently, they left it blank. This perceived lack of personal relevance was a common cause for other steps being left blank as well. For example, Step 1 (lethal means restriction) was not answered by an individual who reported not having any lethal means accessible to him, and Step 6 (professional services to access when suicidal) was left blank by an individual who had no existing physician or clinician and did not know the address of the nearest ED, so could not populate any of the fields. The software was modified to allow patients to select “skip or does not apply.”

Interruptions during the process were relatively common (n=8/30; 27%) due to testing, meals, and visitors. These interruptions did not prevent the individuals from building a safety plan, but it often required them to pause the process and resume later. Although the instruction video was available to all, only 17% (5/30) chose to watch it, with the others stating that they did not think they needed to because the text instructions were clear.

In general, the usability ratings were strong, with the averages ranging from 3.8 (helpfulness of the video; n=5) to 4.4 (understanding safety plan step instructions). It was found that 80% (24/30) of the participants agreed or strongly agreed that they would use their safety plan in the future if they experienced suicidal ideation. Open-ended comments generally supported the favorable usability.

**Suicide Ratings**

Ratings of suicide intensity after completion of the application were significantly lower than preratings, pre: mean 5.11 (SD 2.9) versus post: mean 4.46 (SD 3.0), t27=2.49, P<.02. Ratings of ability to cope with suicidal thoughts after completion of the application were higher than preratings, with the difference approaching statistical significance, pre: mean 5.93 (SD 2.9), post: mean 6.64 (SD 2.4), t27=−2.03, P=.05.

**Suicide Related Acute Health Care**

The total number of ED visits related to suicide decreased from an average of 1.00 (SD 0.45) visit in the month before the index visit to an average of 0.07 (SD 0.25) after the index visit, t25=11.34, P<.001. In the month before the index visit, 93% (28/30) of patients had one or more suicide-related ED visits; in the month after the index visit, 7% (2/30) of participants had one or more suicide-related ED visits.

**Discussion**

**Principal Findings**

We designed and built a self-administered safety planning application for use with patients at risk for suicide and assessed its usability in 30 suicidal patients. All 30 participants were able to successfully navigate the software and produce a safety plan. Self-reported usability ratings were generally positive, even with early recruits using the initial version that had not yet benefited from adjustments resulting from user testing. However, our observations revealed important parameters surrounding the application’s usability and optimal deployment, including the need for technical problem solving during early deployment, ensuring the availability of clinical or other personnel to help with usability issues if and when they arise, and review and editing of the safety plan with a clinician, with particular attention given to understanding skipped steps.

We experienced technical problems in 3 of the first 5 participants. These were navigated in real-time by the RA, allowing the 3 participants to complete the safety plan, and root cause analyses reduced technical failures to 0 for the final 25 enrollees. This experience highlighted the importance of identifying and addressing rudimentary technical issues before and during initial clinical deployment. Despite generally positive self-reported usability ratings, 40% (12/30) of participants self-reported or demonstrated upon direct observation at least one minor computer literacy issue. None of these computer literacy problems prevented the individual from building a safety plan; instead, it simply caused the build to take longer than it would have otherwise taken if the issues had not been encountered and, at times, resulted in the RA having to provide instruction, such as showing the individual how to use the mousepad.

It was found that 33% (10/30) participants skipped at least one of the six steps, which was due to two primary reasons. First, some of the instructions were not clear about exactly what the step required of the individual. Most of the confusion centered around Steps 4 and 5, as described in the “Results” section. Both Steps 4 and 5 required the participant to identify people who can help the individual in some way, with Step 4 identifying and addressing rudimentary technical issues before and during initial clinical deployment. Despite generally positive self-reported usability ratings, 40% (12/30) of participants self-reported or demonstrated upon direct observation at least one minor computer literacy issue. None of these computer literacy problems prevented the individual from building a safety plan; instead, it simply caused the build to take longer than it would have otherwise taken if the issues had not been encountered and, at times, resulted in the RA having to provide instruction, such as showing the individual how to use the mousepad.

This occurred most frequently with Step 5, which many patients chose to skip because they had no one in their social network with whom they felt comfortable divulging their suicidal thoughts. Reluctance to discuss suicide is not uncommon; it may also be reflective of the tendency for...
suicidal individuals to be socially isolated [23,24]. As a result, the software was modified to allow an individual to indicate if he or she desired to skip the step. It is important for clinicians to review skipped steps with the patient to determine the reason and to help problem-solve alternatives. Safety planning is primarily a process of helping patients to learn to use coping strategies during a suicidal crisis. We believe clinicians, who are competently trained in this intervention, are an essential component. However, the degree of clinical involvement required when using the safety planning Web application could be minimized and streamlined. The two models—traditional safety planning administered by a clinician using a paper-based form versus safety planning facilitated by the self-administered, Web-based application with clinician review—warrants further study in a randomized clinical trial examining not only clinical efficacy on suicide-related outcomes but also workflow efficiency, cost effectiveness, and clinician and patient satisfaction.

The application allowed multiple choice and free-text options for the first three steps. All participants completed the first three steps, with the vast majority choosing at least one of the multiple choice response options for each step. Every multiple choice response option across the three steps was selected by at least one participant. Free-text responses were entered by many as well, ranging from 23% (7/30) for Step 3 to 53% (16/30) for Step 1. This pattern supports continued use of multiple choice options, their relevance supported by their selection by patients, as well as inclusion of the free-text capabilities to allow for added personalization.

Engagement in the application did not appear to increase suicidal ideation intensity; in fact, the pattern was the opposite. Statistical decreases in suicidal ideation intensity, and increases in perceived ability to cope with suicidal ideation, were observed when comparing pre- and post-ratings. ED visits related to suicidal ideation or behavior also decreased in the month after enrollment, when compared with the number of visits in the month before enrollment. These indices were exploratory and interpretation should be conservative, because there was no control condition against which to compare performance. Moreover, decreases in ED visits after the index visit could be the result of other interventions delivered to mitigate the participants’ suicide risk, such as inpatient psychiatric hospitalization, which occurred in 87% (26/30) participants.

Limitations

The safety planning application is subject to the limitations inherent in a Web-based platform; it requires a computer, Internet connectivity, some computer literacy, and general literacy. The use of multiple choice options may funnel patients into options that are not tailored to them, a scenario that the option of free-text fields may only partly counteract. The study was a usability study, not a trial, so it did not follow patients prospectively or have a control condition against which to compare the application’s impact on suicidal ideation or behavior. Furthermore, although a self-administered version has scalability, it may lack the personalization and expert guidance that a clinician-administered version has. For example, the clinician-administered version aids patients in determining which strategies and individuals will be most helpful and safest for them, allowing for a collaborative evaluation of their value, a task that patients, on their own, may not be able to accomplish. Another limitation was the sample size. It was small and may not represent all suicidal patients. This is acceptable for early usability tests; further testing in a large-scale trial should also seek to better identify subpopulations for whom the intervention is most appropriate and effective. Finally, the RA attempted to preserve naturalistic, real-world administration. However, she was present to observe and document problems and answer any questions. This is an inevitable tension in early usability studies that are also designed to obtain information to improve the software through using real-time feedback.

Conclusions

A computerized, self-administered safety planning system that produces high-quality safety plans anywhere, anytime is highly innovative. Although most medical settings are usually fraught with pressing time demands for clinicians, leading to deprioritizing interventions like safety planning, patients often have considerable downtime as they are waiting for tests, clinicians, consultations, or procedures. Many settings simply lack the available interventionists to provide safety planning during the encounter. Our application has strong potential to address this problem. However, before its full impact can be tested, establishing its usability in challenging real-world settings is an essential first step. We have built the application with downstream dissemination in mind and have taken the first step toward identifying the components needed to maximize usability and foster adoption in clinical settings. It is not intended to be a stand-alone intervention. Rather, it is intended to allow the patient to begin the safety plan and allows for the clinician or other personnel to provide clarification, when needed, to help the patient build the plan, and to help review and revise the draft. A deployment where the patient can ask questions and receive technical assistance, whereas having clinicians inquire about skipped steps to clarify the reasons for the omission, is optimal. The next step is to demonstrate clinical efficacy of this model.
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Multimedia Appendix 1

Safety planning intervention Web application steps 1-5 screenshots.
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Multimedia Appendix 2

Usability statistics (N=30).
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Abbreviations

ED: emergency department
ED-SAFE: Emergency Department-Safety Assessment and Follow-Up Evaluation
HIPAA: Health Insurance Portability and Accountability Act
PDF: portable document format
RA: research assistant
SD: standard deviation
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