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Abstract

Background: In addition to traditional physiotherapy, studies based on telerehabilitation programs have published the results of effectiveness, validity, noninferiority, and important advantages in some neurological, cognitive, and musculoskeletal disorders, providing an opportunity to define new social policies and interventions.

Objectives: The aim of this systematic review is to investigate the effects of telerehabilitation after surgical procedures on orthopedic conditions as well as to describe how interventions are designed and to determine whether telerehabilitation is comparable with conventional methods of delivery. This systematic review summarizes the levels of evidence and grades of recommendation regarding telerehabilitation intervention (synchronous or asynchronous provided via the telerehabilitation medium, either in conjunction with, or in isolation of, other treatment interventions) after surgical procedures on orthopedic conditions.

Methods: Study quality was assessed using the Physiotherapy Evidence Database (PEDro) scores and grade of recommendation following the recommendation of the Oxford Centre for Evidence-Based Medicine.

Results: We found 3 studies with PEDro scores between 6 and 8, which is considered as level 1 evidence (good; 20% [3/15]), 4 studies with a score of 5, which is considered as level 2 evidence (acceptable; 27% [4/15]), and the remaining 8 studies had scores of 4 or less, which is considered (poor; 53% [8/15]). A total of 1316 participants received telerehabilitation intervention in the selected studies, where knee and hip replacement were 75% of all the studies. Strong and moderate grades of evidence (grade of recommendation A–B) were found in knee and hip replacement interventions. Studies on the upper limb were 25% of the studies, but only 1 study presented a moderate grade of evidence (grade of recommendation B) and the rest were of poor methodological quality with weak evidence (grade of recommendation C).

Conclusions: Conclusive evidence on the efficacy of telerehabilitation for treatment after an orthopedic surgery, regardless of pathology, was not obtained. We found strong evidence in favor of telerehabilitation in patients following total knee and hip arthroplasty and limited evidence in the upper limb interventions (moderate and weak evidence). Future research needs to be more extensive and conclusive. To the best of the authors’ knowledge, this is the first attempt at evaluating the quality of telerehabilitation intervention research after surgical procedures on orthopedic conditions in a systematic review. Clinical messages and future research recommendations are included in the review.
Musculoskeletal injuries are frequent events in routine care and are the most common source of chronic pain and disability [29]. Orthopedic surgeries are experiencing some of the greatest growth rates in developed nations across the world. A study from 2014 found that the most common inpatient operating room procedure in the United States involved the musculoskeletal system [30]. Therapeutic exercises are commonly prescribed following a surgery in an attempt to maximize functional outcome [31]. Physical therapists have been utilizing therapeutic exercises since the inception of the profession, and they have been demonstrated to be fundamental in improving function, performance, and disability [32]. Telerehabilitation offers the possibility to develop therapeutic exercise at a distance, among others.

Recently, a systematic review concluded that telerehabilitation is promising and highlighted the fact that for those individuals who are unable to attend traditional face-to-face services, particularly following elective orthopedic surgical procedures [33], telerehabilitation should be considered as a viable option in the holistic management of their musculoskeletal condition [33].

Despite the existence of systematic reviews on telerehabilitation interventions, none of them has explored post-surgical rehabilitation in musculoskeletal injuries. Therefore, the aim of this paper is to investigate the effects of telerehabilitation after surgical procedures on orthopedic conditions, as well as to describe how interventions are designed and to determine whether telerehabilitation is comparable with conventional methods of delivery within this population. We have considered all forms of interventions that use telecommunications technology to telerehabilitation interventions.

Methods

Search Strategy and Eligibility Criteria

This review has been carried out following the PRISMA 2009 guidelines [34]. The review protocol was registered with an international registration database [PROSPERO, Registration Number: CRD42016047846].

As with most of the recent systematic reviews on the topic [2,26,27,33,35], the following literature searches were performed to identify all possible studies that could help answer the research question. MEDLINE, Physiotherapy Evidence Database (PEDro), Scopus, PsycINFO, Web of Knowledge, CINAHL, SPORTDiscus, Directory of Open Access Journals (DOAJ), Cochrane, Embase, Academic Search Complete, Fuente Académica, and Consejo Superior de Investigaciones Científicas (CSIC) were searched. In addition, the search was performed in a relevant bibliographic database from the University of Málaga.
The initial search was carried out in June 2016, and was completed with a new search to update the review in October 2016. The following combinations of keywords were used: telerehabilitation, telerehabilitation physiotherapy, post-surgery telerehabilitation, musculoskeletal disorders, systematic review, telemedicine (mobile health or health, mobile or mHealth or telehealth or eHealth), telemedicine physiotherapy program. The limits of searches were studies published between 2000 and 2016.

The main steps related to the search phase are reported in Figure 1 using the PRISMA flow diagram [36]. After the application of the selected keywords, the entire set of records was analyzed to identify eventual duplication of articles retrieved from different sources; the remaining articles were then assessed in full text for eligibility so as to identify all those matching the inclusion criteria (see Multimedia Appendix 1).

Two authors (JMPB and RMV) independently screened the titles and abstracts of all records retrieved using the database search strategy. The full text was obtained if further information was required to determine eligibility, or if uncertainty prevailed between authors. For trials published in a language other than English or Spanish, a translated version of the abstract was sourced to determine eligibility.

Disagreements between authors were initially resolved via discussion, and then by consultation with a third reviewer (FJBL).

Figure 1. Flowchart.

Eligibility Criteria: Inclusion and Exclusion Criteria
Eligibility criteria were based on the PICOS framework [37], as follows:

**Participants**
Adults (≥18 years) with telerehabilitation services after surgical procedures as a result of a primary orthopedic condition. Trials in which the participant's condition was secondary to a diagnosed health condition that was not primarily musculoskeletal in nature (eg, hand or shoulder dysfunction following stroke) were excluded.

**Intervention**
Any treatment intervention, synchronous or asynchronous, provided via a telerehabilitation medium, phone counseling, interactive virtual system, or gaming, either in conjunction with, or in isolation of, other treatment interventions was included.

**Comparison**
All trials were required to have a comparison group (of the same condition), where options included (but were not restricted to) face-to-face treatment or usual care. The comparison group could not be an alternative form of telerehabilitation. A pilot clinical trial without a comparison group was included if a telerehabilitation intervention had been carried out among participants.

**Outcomes**
Any clinical outcome, including measurements based on pain, quality of life, disability or function (physical, social, or psychological), was analyzed. Economic and cost-utility outcomes were not analyzed, nor were patient and clinician satisfaction or those outcomes measuring adherence to, or compliance with, rehabilitation programs.
Study Design
All types of study designs were considered: randomized clinical trials (RCT), clinical trials (CT), case reports, controlled clinical trial, and pilot study. Articles that were limited to describing the feasibility and fit-out of telerehabilitation interventions were excluded.

For all eligible trials, data extraction was independently completed by 2 authors (JMPB and MJEP), and was cross-checked for consistency by a third author (RMV). The primary authors of eligible trials were contacted when information was considered to be missing for either the quality assessment or data extraction process.

Evaluation of Methodological Quality, Level of Evidence, and Grade of Recommendation
An important step in conducting a systematic review is to assess the methodological quality of each included trial. In addition, reporting methodological quality provides clinicians with information about whether the results of clinical trials should influence their clinical practice. A valid way of assessing the methodological quality of clinical trials is therefore essential [38].

Two independent reviewers [JMPB and RMV] completed the checklist based on the PEDro scale. The methodological quality and risk of bias were evaluated using the PEDro scale [38,39] based on the Delphi list [40]. It is considered a useful tool for carrying out the assessment methodology in scientific research. The PEDro scale scores 10 items: random allocation, concealed allocation, similarity at baseline, subject blinding, therapist blinding, assessor blinding, >85% follow-up for at least one key outcome, intention-to-treat analysis, between-group statistical comparison for at least one key outcome, and point and variability measures for at least one key outcome. Items are scored as either present (1) or absent (0) and a score out of 10 is obtained by summation [38]. The scale includes an additional item (eligibility criteria) to evaluate the external validity, but the score is not counted.

According to Moseley et al, studies with a PEDro score ≥5 will be considered at low risk of bias and high methodological quality [41]. A study with a PEDro score of ≥6 is considered to have level 1 evidence (6-8=good, 9-10=excellent) and a study with a score of ≤5 is considered to have level 2 evidence (4-5=acceptable, <4=poor) [42]. Levels of evidence help us target the search at the type of evidence that is most likely to provide a reliable answer. They have been designed so that they can be used as a shortcut for busy clinicians, researchers, or patients to find the likely best evidence [43]. Grades of recommendation describe the strength and therefore value of the evidence relative to how rigorous the study was (see Tables 1 and 2) [44].

Table 1. Based on evidence-based medicine working group [44].

<table>
<thead>
<tr>
<th>Grades of recommendation</th>
<th>Strength of evidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Strong Evidence</td>
</tr>
<tr>
<td>B</td>
<td>Moderate Evidence</td>
</tr>
<tr>
<td>C</td>
<td>Weak Evidence</td>
</tr>
<tr>
<td>D</td>
<td>Conflicting Evidence</td>
</tr>
<tr>
<td>E</td>
<td>Theoretical/Foundational Evidence</td>
</tr>
<tr>
<td>F</td>
<td>Expert Opinion</td>
</tr>
</tbody>
</table>

A preponderance of level I and/or level II studies support the recommendation. This must include at least 1 level I study.
A single high-quality randomized controlled trial or a preponderance of level II studies support the recommendation.
A single level II study or a preponderance of level III and IV studies including statements of consensus by content experts support the recommendation.
Higher-quality studies conducted on this topic disagree with respect to their conclusions. The recommendation is based on these conflicting studies.
A preponderance of evidence from animal or cadaver studies, from conceptual models/principles, or from basic sciences/bench research support this conclusion.
Best practice based on the clinical Experience of the guidelines development team.

Table 2. Based on grades of recommendation and levels of evidence for therapy or prevention. Material adapted from the recommendations at the center for evidence-based medicine in oxford [43].

<table>
<thead>
<tr>
<th>Level of evidence</th>
<th>Strength of evidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a</td>
<td>Systematic review of (homogeneous) randomized controlled trials</td>
</tr>
<tr>
<td>1b</td>
<td>Individual randomized controlled trials (with narrow CIs)</td>
</tr>
<tr>
<td>2a</td>
<td>Systematic review of (homogeneous) cohort studies of “exposed” and “unexposed” subject</td>
</tr>
<tr>
<td>2b</td>
<td>Individual cohort study / Low-quality randomized controlled trials</td>
</tr>
<tr>
<td>3a</td>
<td>Systematic review of (homogeneous) case-control studies</td>
</tr>
<tr>
<td>3b</td>
<td>Individual case-control studies</td>
</tr>
<tr>
<td>4</td>
<td>Case Series, low-quality cohort or case-control studies</td>
</tr>
<tr>
<td>5</td>
<td>Expert opinion based on non systematic reviews of results or mechanistic studies</td>
</tr>
</tbody>
</table>
Results

The main findings of this review are presented in Table 3, an evaluation of the methodological quality of the 15 studies selected according to the PEDro scale. Characteristics of the included studies are listed in Multimedia Appendix 1 showing the grades of recommendation, regarding the effectiveness, results, and effect size in the different outcomes of telerehabilitation services. A subgroup analysis by population and intervention is presented in Tables 4 and 5.

Studies included in the review had PEDro scores of 2-8, as shown in Table 3. Studies were considered of high enough methodological quality if they had a score of at least 5. This was based on the fact that studies with a score closer to 4 did not use a triple-blind methodology (subject, evaluator, and treatment provider) [45].

We found 3 studies [20,46,47] with PEDro scores between 6 and 8, which is considered level 1 evidence (good; 20% [3/15]), 4 studies [48-50,51] with a score of 5, which is considered level 2 evidence (acceptable; 27% [4/15]), and the remaining 8 studies [52-56,21,57,58] had scores of 4 or less, which is considered (poor; 53% [8/15]).

A total of 1316 participants received telerehabilitation intervention. Strong and moderate grades of evidence (grade of recommendation A-B) were found in knee and hip replacement interventions (80% of all the studies). Studies in the upper limb were 20% of the studies included but only 1 study presented a moderate grade of evidence (grade or recommendation B) and the rest were of poor methodological quality with weak evidence (grade of recommendation C).

The subgroup analysis by population shows us 8 articles focused on a total knee replacement population (50% of articles), 4 on total hip replacement (25% of articles), 1 on shoulder joint replacement (6% of articles), 1 on proximal humerus fractures (6% of articles), 1 on carpal tunnel release surgery (6% of articles), and 1 on rotator cuff tear (6% of articles). Another 3 telerehabilitation publications in the upper limbs (hand transplantation [case study]) [59], and hand surgery (preclinical trials and descriptive study) [60,61], have been identified in addition, but as no intervention on the subject has been published, they do not match the inclusion criteria for this review (See Multimedia Appendix 2).

In the subgroup analysis by telerehabilitation intervention (Table 5), we found strong evidence regardless of the intervention (videoconferencing, asynchronous, phone counseling, interactive virtual system and gaming, telerehabilitation system). Therefore, we may interpret that evidence level and degree of recommendation are related to studies design, and are not related to intervention.

We found great heterogeneity among the included studies. Sample size ranged between 5 [56] and 237 [53]. Telerehabilitation interventions included videoconferencing sessions [20,21,46,50,55], phone counseling [49,53], video games [62,63], asynchronous exercise videos, and interactive virtual systems [19,47,52,54-57].

Compared interventions also range between clinical protocol face-to-face physiotherapy [19,46,50,52,55], home physiotherapy visits and usual care at home [20,53,54], and a physiotherapy session followed by gaming [63].

Intervention duration ranged from 2 weeks [19] to 26 weeks [53] with follow-up periods from 13 sessions [56] to 9 months [49].

We found some homogeneous aspects in clinical outcomes primarily in the areas of function, quality of life, and specific daily life activities [20,46,54,63], and less assessment of disability (passive and active ranges of motion, balance, and muscle strength) and pain.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Eligibility criteria</td>
<td>Yb</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Randomization</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Allocation concealed</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Baseline comparability</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Subject blinding</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Therapist blinding</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Evaluator blinding</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Appropriate continuation</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Intention to treat</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Comparison between groups</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Specific measurements and variability</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Total PEDro Score</td>
<td>8</td>
<td>8</td>
<td>7</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

aThe eligibility criteria do not contribute to the total score.
bY is Yes.
cN is No.
### Table 4. Subgroup analysis by population.

<table>
<thead>
<tr>
<th>Population</th>
<th>Authors and reference</th>
<th>Number of articles</th>
<th>Participants (n)</th>
<th>Articles with grade of recommendation A (%) of total articles</th>
<th>Articles with grade of recommendation B (%) of total articles</th>
<th>Articles with grade of recommendation C and D (%) of total articles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shoulder joint replacement</td>
<td>Eriksson et al 2009 [55]</td>
<td>1</td>
<td>22</td>
<td>0</td>
<td>1 (6.25)</td>
<td>0</td>
</tr>
<tr>
<td>Proximal humerus fractures</td>
<td>Toussignant et al 2015 [64]</td>
<td>1</td>
<td>17</td>
<td>0</td>
<td>0</td>
<td>1 (6.25)</td>
</tr>
<tr>
<td>Carpal tunnel release surgery</td>
<td>Heuser et al 2007 [56]</td>
<td>1</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>1 (6.25)</td>
</tr>
<tr>
<td>Rotator Cuff Tear</td>
<td>Macías-Hernández et al 2016 [57]</td>
<td>1</td>
<td>11</td>
<td>0</td>
<td>0</td>
<td>1 (6.25)</td>
</tr>
<tr>
<td>Total %</td>
<td></td>
<td>16 (Eisermann et al included knee and hip population)</td>
<td>1316</td>
<td>38.00</td>
<td>37.25</td>
<td>25</td>
</tr>
</tbody>
</table>

### Table 5. Subgroup analysis by intervention.

<table>
<thead>
<tr>
<th>Intervention</th>
<th>Authors and reference</th>
<th>Number of articles</th>
<th>Participants (n)</th>
<th>Articles with level of evidence 1 and grade of recommendation A (%) of total articles</th>
<th>Articles with level of evidence 2 or 3 and grade of recommendation B (%) of total articles</th>
<th>Articles with level of evidence &gt;3 and grade of recommendation C and D (%) of total articles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Education sessions by telephone</td>
<td>Hørdam et al 2009 [49], Li et al 2014 [53]</td>
<td>2</td>
<td>398</td>
<td>2 (14.3)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Total %</td>
<td></td>
<td>15</td>
<td>1316</td>
<td>60</td>
<td>13.33</td>
<td>26.67</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

This review confirms the strong evidence in favor of telerehabilitation among patients undergoing total knee and hip arthroplasty and the limited evidence in the upper limb (moderate and weak evidence).

To the best of our knowledge, this is the first review focused on telerehabilitation research after surgical procedures on orthopedic conditions. This systematic review applied a qualitative evaluation to provide a wider picture of currently available evidence.

First, we will discuss the contributions of the first systematic reviews on the topic. Second, we discuss the generalizations, previous results, and future recommendations. Third, we discuss if results are extrapolated to the upper limb (the results of this review show poor-quality methodology and moderate and weak evidence). Finally, we discuss about the inherent difficulties in conducting telerehabilitation research and future research recommendations.

Regarding the first aspect noted in the discussion, the first systematic reviews, contributions concluded that better-quality studies are needed as well as studies on the use of telerehabilitation in routine care. Telerehabilitation research is generally not very good and there are many reviews that criticize this [22,26,27,33,35]. In our review, 60% of the included studies are of poor methodological quality with weak evidence.

Regarding the second aspect noted in the discussion, the most recent systematic reviews provide statements on the effects of telerehabilitation interventions. Two recent studies provide statements such as, “there is a strong positive effect for patients following orthopedic surgery” [1] and “there is unequivocal evidence that the management of musculoskeletal conditions via real-time telerehabilitation is effective in improving physical function, disability, and pain” [33]. We agree with these statements, but only and exclusively for some pathologies. Our systematic review shows that there is still insufficient evidence on upper limb surgeries’ telerehabilitation interventions.

Regarding the third aspect noted in the discussion: does this statement transfer to upper limb such as shoulder arthroscopy, carpal tunnel release surgery, hand surgery, or shoulder arthroplasty? Could this be extrapolated to the rehabilitation process in fractures or surgery interventions in upper and lower limbs? These unresolved clinical questions reaffirm the need to identify the available evidence in post-surgical rehabilitation with telerehabilitation interventions.

For this systematic review, we seek to find evidence of post-surgical telerehabilitation programs, with special emphasis on programs that can be integrated into clinical practice.

In our review, telerehabilitation research in the upper limb (shoulder joint replacement, proximal humerus fractures, carpal tunnel release, and cuff rotator tears) presents moderate and weak levels of evidence. Notable is the judgment that none of the telerehabilitation studies in the upper limb included in this review present a high level of evidence and recommendation.

There is still a very small database for telerehabilitation studies after a musculoskeletal surgery that provides useful data on clinical outcomes, especially in conditions other than the replacement of joints in the lower limb. Therefore, conclusive evidence on the efficacy of telerehabilitation for treatment after an orthopedic surgery, regardless of pathology, was not obtained.

Research background has been used to discuss the strengths of telerehabilitation and the opportunities for future interventions and policies. Regarding the final aspect noted in the discussion, what are the inherent difficulties in conducting telerehabilitation research?

During the search, we observed a number of studies that provide descriptions of telerehabilitation interventions of low methodological quality. No validated clinical outcomes, too small a sample size, and a lack of comparison group are frequently found. Moreover, differences in telerehabilitation interventions, treatment period, and follow-up, create doubts in identifying whether the telerehabilitation gives comparable or better results.

A frequent problem in studies of telerehabilitation is the lack of blinding of therapists and patients. There is evidence that in clinical trials where allocation is not concealed and assessors, therapists, and participants are not blinded, a larger effect of intervention is reported than in higher quality trials with adequate blinding procedures [65].

It may be that there are good-quality studies the publication of which has been delayed; however, our findings are aligned and consistent with the most recent revisions regarding the need for future research needs to have stronger and more solid studies.

One of the biases identified is that telerehabilitation groups have more frequent contact with health professionals and with the intervention (especially in videoconferencing and phone contact), so they are likely to receive additional services. This creates biases whether the positive results are related to a more elaborate program than really with the interventions method.

How could this be addressed in future research? As blinding of patients and therapists is not possible in telerehabilitation interventions, several methodological aspects are fundamental for future research.

Telerehabilitation interventions should be conceptualized, coded, classified, and grouped in a similar way to physiotherapy technique codes, enabling identification in detail when the effect is due to the type of intervention. Comparison group must be the actual best evidence treatment for the same condition that allows identification of whether telerehabilitation offers better or comparable outcomes. Telerehabilitation frequency must be the same as the control group to avoid biases related to a more elaborate program. Greater homogeneous is needed especially in terms of type, duration, and intervention follow-up for each specific pathologies. Studies that show negative results should be published, avoiding publication biases. Large sample size and improvement in study quality (allocated and evaluator blinding) must be addressed. Orthopedic conditions and musculoskeletal injuries different to replacement joints in lower limbs need quality research.
**Clinical Messages**

High-methodological-quality studies should be conducted to confirm that telerehabilitation shows clinically relevant outcomes after surgery in orthopedic and musculoskeletal injuries, especially in upper limbs. Telerehabilitation appears to be an effective alternative to face-to-face service delivery after hospital discharge of patients following total knee arthroplasty and hip replacement. Clinical outcomes are comparable and not inferior. Despite some limitations, there seem to be clear benefits from physiotherapy at a distance regardless with the telerehabilitation technique it offers (videoconferencing, phone intervention, asynchronous video exercise programs, or gaming). Future challenges include identifying whether positive results are due to the type of intervention or the increased frequency and intensity that telerehabilitation allow.

Future research recommendations for telerehabilitation should include high-quality studies with clear conclusions and statements that could improve health interventions and health policies.

---

**Conflicts of Interest**

None declared.

---

**Multimedia Appendix 1**
Characteristics of the included studies.

[PDF File (Adobe PDF File), 45KB - jmir_v19i4e142_app1.pdf ]

**Multimedia Appendix 2**
Excluded articles.

[PDF File (Adobe PDF File), 45KB - jmir_v19i4e142_app2.pdf ]

**References**


Abbreviations

CT: clinical trials
RCT: randomized controlled trial
Connecting Families to Their Health Record and Care Team: The Use, Utility, and Impact of a Client/Family Health Portal at a Children’s Rehabilitation Hospital

Gillian King1,2, PhD; Joanne Maxwell2,3, MSc; Amir Karmali3; Simon Hagens4; Madhu Pinto1, MASP; Laura Williams3,5, MSW; Keith Adamson3,5, PhD

1Bloorview Research Institute, Holland Bloorview Kids Rehabilitation Hospital, Toronto, ON, Canada
2Department of Occupational Science and Occupational Therapy, University of Toronto, Toronto, ON, Canada
3Holland Bloorview Kids Rehabilitation Hospital, Toronto, ON, Canada
4Canada Health Infoway, Toronto, ON, Canada
5Faculty of Social Work, University of Toronto, Toronto, ON, Canada

Corresponding Author:
Gillian King, PhD
Bloorview Research Institute
Holland Bloorview Kids Rehabilitation Hospital
150 Kilgour Rd
Toronto, ON, M4G 1R8
Canada
Phone: 1 416 425 6220 ext 3323
Fax: 1 416 425 1634
Email: gking27@uwo.ca

Abstract

Background: Health care portals have the potential to provide consumers with timely, transparent access to health care information and engage them in the care process.

Objective: The objective was to examine the use, utility, and impact on engagement in care and caregiver-provider communication of a client/family portal providing access to electronic health records (EHRs) and secure, 2-way e-messaging with care providers.

Methods: We conducted a prospective, mixed-methods study involving collection of caregivers’ portal usage information over a 14-month period (from portal introduction in January 2015 to the end of the study period in March 2016), a Web-based survey for caregivers administered after a minimum of 2 months’ exposure to the portal and repeated 2 months later, and focus groups or individual interviews held with caregivers and service providers at the same points in time. The survey assessed caregivers’ perceptions of the utility of and satisfaction with the EHR and e-messaging, and the portal’s impact on client engagement and perceptions of caregiver-provider communication. A total of 18 caregivers (parents) completed surveys and 6 also took part in focus groups or interviews. In addition, 5 service providers from different disciplines took part in focus groups or interviews.

Results: Although usage patterns varied, the typical pattern was a steady level of use (2.5 times a month over an average of 9 months), which is higher than typically reported use. The portal pages most frequently accessed were the home page, health record main page, appointment main page, and reports main page. The Web-based survey captured caregivers’ perceptions of usefulness of and satisfaction with the EHR and portal messaging, as well as the portal’s impact on their engagement in care and perceptions of caregiver-provider communication. The surveys indicated a moderate degree of utility of and satisfaction with the EHR and portal messaging, and a low but emerging impact on engagement in care and caregiver-provider communication (survey scales measuring these outcomes displayed excellent internal consistency, with Cronbach alpha ranging from .89 to .95). Qualitative themes from focus groups and interviews supported and extended the survey findings. Caregivers and service providers saw appreciable information benefits and provided recommendations to increase portal use and utility. Caregivers focused on the scope of organizational adoption of the portal system and indicated their hopes for the future of the portal, whereas service providers were concerned about how to best manage their investment of time and effort in preparing client-friendly reports and messaging clients via the portal.
Conclusions: Overall, the findings show the promise of the portal and the need for ongoing evaluation to show the portal’s ultimate potential in enhancing engagement in care and communication with care providers.
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disability; engagement; health information; caregivers; children with disabilities; patient portals; electronic health records

Introduction

Health care portals have the potential to improve consumers’ access to information, engagement in care, and health outcomes [1]. Few children’s hospitals in North America offer online portals to families [2] and, to our knowledge, there are no published research studies of portal use, utility, or impact in pediatric rehabilitation hospitals. Through electronic access to health records and e-messaging (secure 2-way messaging), clients and families may feel a greater personal connection to care and partnership in the care process.

In pediatric rehabilitation, the chronic nature of children’s difficulties and the need for parental support have resulted in widespread adoption of family-centered care, which stresses the importance of engaging in partnerships with care providers and exchanging information [3]. Engagement in care refers to a sense of meaningful involvement, true collaboration, or authentic participation [4], and the active involvement and full investment of children and parents in therapy is presumed to be essential to achieving positive client outcomes [5,6]. Similarly, good client-provider communication is considered essential in the delivery of children’s rehabilitation services [7]. Effective communication is strongly associated with client satisfaction [8,9], and studies have indicated that communication plays an important role in the ongoing clinician-practitioner relationship, and especially in engaging clients [10].

The Promise of Health Care Portals

Consumers are asking for the ability to view their appointment schedules online, have electronic access to documentation and other resources, and have their questions answered over the Internet. E-scheduling, e-visits, and e-messaging are seen as important portal functions [11], as they allow information exchange and can potentially enhance consumers’ ability to manage their own health and health care [1]. By having access to a portal that does more than just provide information and data, consumers can become more active participants in their own health care [12]. Thus, portals have the potential to provide more personalized, collaborative, and effective care. There is, however, limited (but growing) research information on the use of electronic communication in health care, including electronic health records (EHRs) [1,13].

Research on EHRs has typically focused on adult medical care and management of chronic diseases such as rheumatoid arthritis [14] and diabetes [15] rather than children’s chronic conditions [16]. We searched for articles on portals in pediatric rehabilitation hospitals (using “pediatric” or “paediatric” with “online” and “portal,” with searches limited to 2015 and more recent). We found articles on portals for children with mental health conditions [17], with asthma [18], and those receiving acute care in a pediatric hospital [19]. We found no articles on portals in pediatric rehabilitation hospitals. A recent evaluation of a portal at a Canadian children’s acute care hospital indicated that, at 3 months after EHR implementation, service providers perceived a negative impact on their efficiency, productivity, and the quality of care they provided, whereas patients and families did not perceive a negative impact on care [20].

Even for adult chronic disease management, there is sparse evidence to support the ability of personal health records and EHRs to improve efficiencies, reduce costs, and improve outcomes [15,21]. Most existing research on health care portals has examined the frequency of use of their features, satisfaction with the portal, or efficiencies in health care utilization (eg, number of office and emergency department visits, phone calls) [22-24].

Systematic reviews on the effects of portals with EHR access [25-27] indicate that few studies have investigated outcomes concerning patient engagement or empowerment, with studies typically providing nonsignificant findings. Kruse et al [27] found only 27 studies of relevance to impact—those measuring meaningful outcomes such as patient participation in medical decisions, patient-provider communication, or satisfaction. For example, a study by van der Vaart and colleagues [14] found that approximately 44% of patients with rheumatoid arthritis reported feeling more involved in treatment as a result of access to their EHRs; however, significant pre-post differences in empowerment were not found. Thus, research is needed to substantiate “meaningful use” impacts [1,15].

Summary of Research Gaps

To our knowledge, there has been no research on client portals for pediatric rehabilitation service users. As well, the literature has focused on portal use, satisfaction, and service utilization outcomes, and there is a recognized need to examine meaningful outcomes such as client engagement in care and communication with providers. These 2 outcomes are of fundamental importance in pediatric rehabilitation, as well as in medical services for people with chronic conditions [27]. Furthermore, although some studies have tracked portal use over time (eg, [28]), studies have not examined portal impact prospectively. Examining portal use, utility, and impact over time provides an opportunity to see how users access portal features and may also indicate emergent short-term impacts [29], such as enhanced engagement in care. Since studies typically evaluate portal features in isolation [27], there is benefit in examining client perceptions of the introduction of a full portal over a period of time. Lastly, the literature indicates the value of mixed-methods studies, which are rare in portal research [27].
The Client Portal at Holland Bloorview Kids Rehabilitation Hospital

Holland Bloorview Kids Rehabilitation Hospital (Holland Bloorview) in Toronto, Ontario, is Canada’s largest children’s rehabilitation hospital. The hospital is a provincial resource for children with cerebral palsy, acquired brain injury, muscular dystrophy, amputation, epilepsy, spina bifida, arthritis, cleft lip and palate, autism, and other physical and developmental disabilities. Holland Bloorview’s vision is to create a world of possibilities for kids with disability by embracing client- and family-centered care, and participating in applied research and education.

In early 2015, Holland Bloorview launched a consumer portal with the ultimate goal of helping clients and their caregivers (family members, most typically parents) take an active role in managing their own or their children’s care. The consumer health portal (called connect2care) was developed in partnership with clients and families [2]. Connect2care provides clients and families with electronic access to their medical records, online appointment cancelling and booking features, transparent and timely access to clinical documentation, and e-messaging to connect with their care providers.

Beginning in January 2015, enrollment to the portal was initiated, first for clients on the inpatient units, and then also for ambulatory and community programs. In this first phase, the functions available included the ability to view the client’s schedule and visit history, view and print clinical notes, and update demographic details. In May 2015, improvements were made to the viewing of laboratory and microbiology test results, and new processes were established to increase the number of clinical notes that would flow to the portal (allowing providers from additional health disciplines to share clinical notes). Over the summer of 2015, training of more than 100 health care providers was completed to support this enhanced sharing of clinical notes. In the summer and fall of 2015, messaging functionality was rolled out, allowing secure e-messaging between portal users and their providers. By December 2015, the training of providers for e-messaging was completed.

Enrollment and usage targets for 2015 were established prior to launching the portal, with a target enrollment of 721 users (clients and caregivers), and a target use (unique logins) of 1440. The targets were met well ahead of schedule and, by the end of 2015, there were 869 enrolled users and more than 4800 uses. The adoption rate was approximately 12.41% (869 out of about 7000 unique clients). As well, over 200 staff were live with e-messaging at the end of 2015, including physicians, occupational therapists, physical therapists, speech-language pathologists, social workers, psychologists, therapeutic recreation staff, orthotics and prosthetics staff, ambulatory care nurses, child life workers, and nurse practitioners.

Study Purpose and Objectives

The purpose of our study was to examine the use, utility, and impact of the connect2care portal from the beginning of portal introduction until the end of data collection 14 months later. To meet this aim, we conducted a prospective, mixed-methods study collecting quantitative survey data and qualitative data from focus groups and interviews with caregivers and service providers at 2 points in time. We adopted a concurrent triangulation approach, in which quantitative and qualitative data were collected at the same time [30] and integrated at the level of interpretation [31]. Our research objectives were (1) to determine caregivers’ portal use over the study period, (2) to examine levels of perceived usefulness of and satisfaction with the portal’s EHR and e-messaging, as well as the portal’s impact on engagement in care and caregiver-provider communication, and (3) to ascertain caregivers’ and service providers’ perceptions of the portal, its utility, and how it could be enhanced.

Methods

Study Overview and Design

The study was conducted by a team with diverse organizational roles, including clinical directors, a project manager, researchers, and a family-centered care specialist who is a parent of a client. The team brought different perspectives and backgrounds (social work, occupational therapy, and psychology) to the design of the study and interpretation of the findings.

As Figure 1 shows, we used 3 methods of data collection: capture of portal login information, a survey (assessing utility and satisfaction, and impact on client engagement and perceptions of caregiver-provider communication), and focus groups or interviews held with caregivers and service providers. To ensure the opportunity for a base of experience prior to assessment, participants had a minimum of 2 months’ exposure to the EHR and 1.5 months to e-messaging before time 1 assessment. There was an interval of 6 to 8 weeks between time 1 and time 2 measurement points, allowing us to examine the effects of additional exposure to the portal. Caregivers could opt into 1 of 2 arms of the study: survey only; or survey plus focus group or interview. Service providers participated only in focus groups or interviews.
Participant Recruitment

Caregivers

We obtained ethics approval from Holland Bloorview’s Research Ethics Board. Members of Holland Bloorview’s Family Advisory Committee introduced caregivers to the study when they were registering for the portal. Interested caregivers provided their contact information to learn more about the study from a research assistant. Other recruitment methods were (1) study flyers, (2) emails sent to connect2care users, (3) an advertisement posted on the Participate in Research page on the hospital’s website, and (4) messages posted on the hospital’s Facebook page for parents.

We administered study forms for caregivers (invitation, background form, and surveys) online using Research Electronic Data Capture (REDCap), a secure, Web-based app designed to support data capture for research studies [32]; all forms and materials were in English, as this is the language used in connect2care. Other than the ability to read English, there were no inclusion or exclusion criteria. Caregivers (of clients of any age or diagnosis) accessed a link on the portal’s home page that provided access to REDCap. The REDCap link contained a downloadable PDF version of the information letter and a consent form. At this time, caregivers indicated their interest in 1 of 2 study options (survey only or survey plus focus group), and provided their contact information so that study information and consent forms could be sent to them by email. As part of providing consent, caregivers gave permission for their portal usage information to be included in the research.

Service Providers

We recruited service providers using an announcement on the hospital’s internal home page, as well as emails with the study information flyer attached. Interested service providers were emailed the background form, which they returned to the research assistant.

Background Forms

The background form for caregivers captured demographic information (sex, education), and information about their child or adolescent with a disability (primary diagnosis). It also captured Internet use and ratings of Internet skills [14], since lack of Internet experience is the primary barrier to portal use [27]. The background form for service providers captured discipline, education, and years in practice.
Portal Survey

Since existing surveys did not capture the outcomes of interest, we developed our own. Satisfaction and utility items were informed by surveys developed to evaluate patient access to EHRs (eg, [14,33,34]). Engagement with care items were informed by the Pediatric Rehabilitation Intervention Measure of Engagement for Parents (GK, unpublished measure, 2015), and caregiver-provider communication items were based on constructs from existing surveys [33,35].

We refined the survey items, piloted them with 6 caregivers to ensure the items were acceptable and easily understood, and then reviewed them for health literacy. Caregivers indicated that the surveys took less than 10 minutes to complete. Based on caregivers’ feedback, we clarified the wording (eg, “complete” meant not missing important information), added definitions of key terms to the instruction section (eg, clinical provider team, care, and involved or engaged), and instructed respondents to click on “not applicable” or “to a small extent or not at all” when they had not had relevant opportunities to do what items specified.

The final survey (Portal Survey on Satisfaction and Impact on Care [36]) contained 38 items in 5 sections: (1) utility/satisfaction: client health record, (2) utility/satisfaction: portal messaging, (3) involvement in the care process, (4) impact of portal messaging with service providers (eg, improvements to communication, ability to express concerns and get clarifications, trust or rapport with clinical provider team), and (5) portal overall (ie, satisfaction and utility overall, future intention to use, impact on care).

Focus Groups and Interviews

Focus groups and interviews were conducted by an interviewer with more than 10 years of interview experience. Individual interviews were conducted (either by phone or in person) when individuals could not attend scheduled focus groups. Focus groups and interviews were audio-recorded and transcribed by a trained transcriptionist, with identifying information removed. Focus groups lasted an average of 48 minutes (range 35-60 minutes), and individual interviews lasted an average of 19 minutes (range 7-34 minutes). Participants were asked to discuss (1) general thoughts about the portal (including satisfaction and the extent to which they accessed the portal, and for what purposes), (2) how the portal could be enhanced or improved, (3) the most helpful or useful parts of the portal, (4) difficulties or issues in using or accessing the portal, (5) needs and expectations regarding the portal, and (6) whether the portal made things more efficient.

Data Analysis

Portal Usage by Caregivers

Decision Support and Health Information Management at the hospital provided the study research assistant with an Excel 97-2003 (Microsoft Corporation) workbook of data covering the 14-month study period. We used this information to create a dataset containing the portal pages accessed by date for each person enrolled in the research. We then used this information to calculate total number of visits and days of use per person, usage across months per person, and the number of times each page was viewed over all participants.

Survey Analysis

We analyzed time 1 and time 2 survey data descriptively, given the small sample size. Aggregate scores were calculated for survey scales (the 5 survey sections), and Cronbach alpha was calculated to determine the scales’ internal consistency reliabilities.

Qualitative Analysis

We analyzed transcripts using a content analysis approach, which involves coding statements based on key concepts, combining these coded concepts into themes, and then refining the identified themes [37,38]. Team members read all caregiver transcripts. To ensure confidentiality, service provider transcripts were analyzed by 3 team members (not clinical or project directors). Through an iterative process, the lead author then summarized the transcript data into themes, using tables to group and compare related ideas. The credibility and accuracy of data analysis were ensured by using multiple procedures, including maintaining an audit trail [39]. Trustworthiness was enhanced through peer examination and discussion of findings in team meetings, investigator triangulation (various disciplines, perspectives, and roles), and mutual confirmation of the data [40,41].

Results

Description of Participants

Caregivers

A total of 18 caregivers took part, some in the survey-only option and some in the survey plus focus group or interview. As Figure 2 shows, some individuals participated at both time points. There were 15 completed surveys at time 1 and 11 at time 2.

Table 1 presents the participants’ characteristics for the entire sample. As well, almost all participants (n=17, 94%) had used the Internet for more than 5 years, and all reported using it daily or several days a week. They rated their Internet skills as either good to very good (n=12, 67%) or average to reasonable (n=6, 33%).

http://www.jmir.org/2017/4/e97/
Figure 2. Caregiver participants by study options and 2 points in time.

Table 1. Caregiver participant characteristics (n=18).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>15</td>
<td>83</td>
</tr>
<tr>
<td>Male</td>
<td>3</td>
<td>17</td>
</tr>
<tr>
<td>Age range (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20-34</td>
<td>4</td>
<td>22</td>
</tr>
<tr>
<td>35-49</td>
<td>8</td>
<td>44</td>
</tr>
<tr>
<td>50-64</td>
<td>6</td>
<td>33</td>
</tr>
<tr>
<td>Highest education level</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school certificate or diploma</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>College or other nonuniversity certificate or diploma</td>
<td>3</td>
<td>17</td>
</tr>
<tr>
<td>University certificate or diploma (eg, bachelor’s)</td>
<td>9</td>
<td>50</td>
</tr>
<tr>
<td>Postgraduate certificate or diploma (eg, master’s, PhD)</td>
<td>5</td>
<td>28</td>
</tr>
<tr>
<td>Child’s current primary health or development problem</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acquired brain injury</td>
<td>4</td>
<td>22</td>
</tr>
<tr>
<td>Cerebral palsy</td>
<td>4</td>
<td>22</td>
</tr>
<tr>
<td>Autism</td>
<td>3</td>
<td>17</td>
</tr>
<tr>
<td>Spina bifida or hydrocephalus</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>Other (eg, global developmental delay, muscular dystrophy, central nervous system vasculitis or stroke)</td>
<td>5</td>
<td>28</td>
</tr>
</tbody>
</table>
Service Provider Participants
Our target was to recruit 8 to 10 service providers for the focus
groups, as is typical in focus group research [42]. A total of 5
service providers took part in focus group or interviews: 2
physical therapists, 1 occupational therapist, 1 speech-language
pathologist, and 1 nurse; 4 of the 5 participating service
providers took part at both time points. They had been in practice
13.5 years on average; 2 had a bachelor’s and 3 had a master’s
degree.

Portal Usage by Caregivers
Table 2 presents portal usage information over the study period,
from the introduction of the portal (January 2015) to the end of
data collection (March 2016). As Figure 1 shows, we collected
login information from first use of the portal, whereas we held
surveys and focus groups or interviews only after participants
had a minimum of 2 months’ exposure to the portal (to ensure
a base of experience). Users joined connect2care at various
points over this time period, with an average exposure of 253
days (approximately 9 months). Overall, users logged on to the
portal an average of 22.2 times on 19.2 days (2.5 times a month).
The most common user access pattern was a combination of
home page, health record main page, appointment main page,
and reports main page. Thus, users were most interested in their
child’s health record, appointments, and reports, as has been
reported by others [20].

Login graphs for participants indicated differences in patterns of
usage, with some users having high initial use that tapered
off, whereas others had no use past their initial portal logon.
The typical pattern, though, was a steady level of use (2 or 3
times a month). We chose the graphs in Figure 3 to show typical
login patterns over the study period.

Table 2. Connect2care portal usage by caregivers over the 14-month study period.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of days with exposure to connect2care (last session date minus first session date)</td>
<td>253</td>
<td>1-433</td>
</tr>
<tr>
<td>Number of times logged in to connect2care</td>
<td>22.2</td>
<td>1-87</td>
</tr>
<tr>
<td>Number of days logged in to connect2care</td>
<td>19.2</td>
<td>1-69</td>
</tr>
</tbody>
</table>
Survey Results at Time 1 and Time 2

Survey Responses

Table 3 shows mean scores for the survey scales, along with the scales’ internal consistencies. Cronbach alpha values ranged from .89 to .95, indicating excellent internal consistency reliability [43,44]. There was a moderate extent of agreement with respect to utility of and satisfaction with the client health record and portal messaging. Scores for involvement in the care process and for the portal overall indicated agreement between “neutral” (score of 0) and “agree” (score of 1). Mean scores for portal messaging with service providers were neutral (–0.06) at time 1 and slightly higher (0.25) at time 2.

Mean Survey Item Responses

Table 4 shows a fair degree of overlap in items with the highest and lowest means at time 1 and time 2. The items with the highest means (greatest endorsement) concerned the accuracy and convenience of the client health record (section A), the usefulness, timeliness, and adequacy of portal messaging (B), a willingness to invest effort in the intervention process (C), and convenience in accessing care or services (D). There was also evidence of a strong intention to use the portal in the future (E). Items with the lowest means (least endorsement) concerned actual use of the client health record (although this was moderate; section A) and portal messaging (to a fairly small extent; B). There was little evidence that the portal led to feelings of greater involvement in the care process (C), improved ability to express concerns to providers or enhanced relationships with providers (D), or reduced number of in-person visits (E).
**Table 3.** Survey scale scores at time 1 and time 2.

<table>
<thead>
<tr>
<th>Survey section</th>
<th>No. of items</th>
<th>Cronbach alpha (times 1 and 2 combined)</th>
<th>Time 1 (n=15)</th>
<th>Time 2 (n=11)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean a (SD)</td>
<td>Mean a (SD)</td>
</tr>
<tr>
<td><strong>Utility/satisfaction: client health record</strong> b</td>
<td>6</td>
<td>.89</td>
<td>3.68 (.76)</td>
<td>3.14 (1.01)</td>
</tr>
<tr>
<td><strong>Utility/satisfaction: portal messaging</strong> b</td>
<td>6</td>
<td>.90</td>
<td>2.62 (1.08)</td>
<td>3.22 (1.11)</td>
</tr>
<tr>
<td><strong>Involvement in the care process</strong> c</td>
<td>10</td>
<td>.91</td>
<td>0.69 (.77)</td>
<td>0.77 (0.52)</td>
</tr>
<tr>
<td><strong>Impact of portal messaging with service providers</strong> c</td>
<td>7</td>
<td>.95</td>
<td>–0.06 (.67)</td>
<td>0.25 (0.99)</td>
</tr>
<tr>
<td><strong>Portal overall</strong> c</td>
<td>9</td>
<td>.90</td>
<td>0.61 (.41)</td>
<td>0.40 (0.97)</td>
</tr>
</tbody>
</table>

aSome data are missing (a score was calculated only if a respondent had data for 50% of the items in the scale).
bScale choices were to a great extent=5, to a fairly great extent=4, to a moderate extent=3, to a fairly small extent=2, to a small extent or not at all=1.
cScale choices were strongly agree=2, agree=1, neutral=0, disagree= −1, strongly disagree= −2.

**Table 4.** Survey items with the highest and lowest means at time 1 and time 2.

<table>
<thead>
<tr>
<th>Survey section</th>
<th>Time 1 (n=15) a</th>
<th>Time 2 (n=11) a</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Item(s) with the highest mean</td>
<td>Item(s) with the lowest mean</td>
</tr>
<tr>
<td><strong>A. Utility/satisfaction:</strong> client health record b</td>
<td>Feel the client health record was accurate (there were no mistakes)? (mean 4.07)</td>
<td>Access your/your child’s health record? (mean 2.93)</td>
</tr>
<tr>
<td><strong>To what extent did you...</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>B. Utility/satisfaction:</strong> portal messaging b</td>
<td>Feel this feature was useful to you? (mean 3.60)</td>
<td>Communicate with a member of the provider team using portal messaging? (mean 1.70)</td>
</tr>
<tr>
<td><strong>To what extent did you...</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>C. Involvement in the care process</strong> c</td>
<td>I am willing to invest effort in the intervention process (mean 1.20)</td>
<td>I believe the intervention process (ie, treatment plan) will be effective (due to greater involvement in the care process) (mean 0.40)</td>
</tr>
<tr>
<td><strong>Based on my portal experience...</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>D. Impact of portal messaging with service providers</strong> c</td>
<td>I feel that accessing care or services is more convenient for me (mean 0.67)</td>
<td>My ability to express concerns and/or provide comments to providers has improved (mean –0.36)</td>
</tr>
<tr>
<td><strong>Because of the portal...</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>E. Portal overall</strong> c</td>
<td>I intend to use the portal in the future (mean 1.47)</td>
<td>The portal reduced the number of in-person visits I made (mean –0.27)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aSome data are missing (a score was calculated only if a respondent had data for 50% of the items in the scale).
bScale choices were to a great extent=5, to a fairly great extent=4, to a moderate extent=3, to a fairly small extent=2, to a small extent or not at all=1.
cScale choices were strongly agree=2, agree=1, neutral=0, disagree= −1, strongly disagree= −2.

**Transcript Themes**

**Caregiver Themes**

Three themes arose from our analysis of the caregiver transcripts, with the nature of these changing slightly at time 2 as caregivers acquired more experience with the portal. These themes were information benefits, recommendations to increase use and utility, and scope of adoption and future vision.

With respect to information benefits, at time 1, caregivers indicated the usefulness of the portal in providing easy access...
to their child’s medical history, reports, and appointments, and how this saved them time. At time 2, the benefits of access to the information itself received somewhat greater emphasis—participants expressed an appreciation for having more detailed information and knowing the technical language, as they felt they could then communicate on a more level playing field with providers (eg, “[if] we can use accurate language, language that they understand, we get a lot better dynamic where they’re going to listen to us”).

There were many recommendations to increase use and utility, including being able to message all clinicians, receiving speedier notification of messages waiting for them in the portal (caregivers had to go into connect2care to get their emails, and notifications about awaiting emails took time to arrive) and better information about how to do things on the portal (eg, send a message), and having clarification of the scope of confidentiality and portal access after discharge. The recommendations also included uniform implementation of portal features (some caregivers did not have access to features that others did) and greater comprehensiveness in what was available (eg, medication information, care plans, and particularly reports from all clinicians). These comments may reflect differences in whether a caregiver’s service providers were set up on e-messaging.

The theme of scope of adoption and future vision concerned caregivers’ ultimate hopes for the portal. They were aware that the portal was a “work in progress” and “in its infancy,” and shared their visions of the portal in the future. They commented on the utility of cross-organization EHRs, connection to the adult health care system, provision of information about available programs, and personalization on a broad scale (eg, ability to upload one’s own information to the portal and receive targeted information). They also commented on the need for organizationwide adoption, where portal use was embedded in routine practice (eg, “it’s early days...but if just everybody could get on board...the opportunities for saving everybody’s time and aggravation in messaging are huge”).

Service Provider Themes

Four themes emerged from our analysis of the service provider transcripts. There were no differences in these themes at time 1 and time 2. First, the theme utility for families indicated that service providers saw the utility of the portal in setting up appointments and providing secure messaging. They were less sure about the impact of the portal on client engagement but felt that the portal provided a positive, inviting message to families, and shared their visions of the portal in the future. They commented on the utility of cross-organization EHRs, connection to the adult health care system, provision of information about available programs, and personalization on a broad scale (eg, ability to upload one’s own information to the portal and receive targeted information). They also commented on the need for organizationwide adoption, where portal use was embedded in routine practice (eg, “it’s early days...but if just everybody could get on board...the opportunities for saving everybody’s time and aggravation in messaging are huge”).

Second, service providers identified technical shortcomings in several areas, including lack of notification of emails (requiring repeated logons to check whether emails from caregivers had been received), and lack of ability to post vacation messages and upload attachments. Problems in formatting occurred when reports from the clinical system were uploaded to connect2care, and reports had to be changed in several places to ensure consistency in what clients saw.

The third theme dealt with uncertainties in portal use, related to lack of knowledge, comfort, or confidence in using the portal, in addition to some of the portal’s technical shortcomings. Service providers expressed uncertainty in knowing which families accessed the portal, whether reports were being used, whether a message was waiting or had been received, and what documents or materials families could access. They were also uncertain about their role in informing families about the portal and how to access it (eg, “it doesn’t seem like a big deal, but when I’m seeing 5, sometimes 6 people in a day, I don’t have that extra time to do that”).

The fourth service provider theme concerned use, effort, and investment in the portal. Due to low levels of perceived use by families, and the time, effort, and care required to see if messages were waiting and to produce user-friendly reports meeting professional standards, service providers expressed concerns about whether it was currently worth investing a great amount of time in the portal (eg, “it’s another thing to log in to,” “doesn’t make sense for me to go in every day, or multiple times a day, and check if in 6 months I’ve only ever got 2 messages”).

Discussion

This study contributes to the growing literature on portals, as there has been no previous research, to our knowledge, on the use, utility, or impact of client portals in pediatric rehabilitation. Furthermore, studies of health care portals have largely focused on use and utility, rather than impact-related outcomes such as engagement in care or client-provider communication [27]. Compared with new portal annual adoption rates of 5% to 10% and access rates of 0.4 to 0.6 uses per month per user [45], the connect2care portal had an adoption rate of 12.4% and 2.5 logins a month per user over 9 months of exposure. There may be many reasons for the higher adoption and access rates, including the involvement of families in the development of the portal [2], effort put into informing families about the portal, and differences between acute care and pediatric rehabilitation contexts.

There was a moderate degree of perceived usefulness of and satisfaction with the EHR and e-messaging features, and evidence that the portal was perceived to provide useful access to the clinical record. Utility and satisfaction scores did not change much over time; however, there was only a 6- to 8-week time period between the 2 survey administrations, thus reducing the amount of new portal experience that was possible.

With respect to impact, there was some evidence that portal access facilitated caregivers’ perceptions of engagement in care, but this evidence was not strong (between neutral and agree, on average). As a point of comparison, van der Vaart et al [14] found that 44% of patients with rheumatoid arthritis felt more involved in their treatment as a result of portal access. Service providers in our study also indicated seeing little evidence of increased engagement. However, several caregivers indicated that reading available reports increased their understanding of the related technical language, and felt this enhanced their ability to engage in conversations about care with service providers.
We speculate that it takes time for portal use to have an effect on engagement in care (in this study, we collected time 1 engagement data after an average of approximately 9 months of portal exposure). At this early stage of portal use, caregivers appeared predominantly interested in the information they could access via the portal, although at the second measurement point 2 months later, there was some indication of greater appreciation of the actual content of the reports, which may reflect the fact that more and more clinical documentation was being added through the study period. With respect to impact on caregiver-provider communication, there was some evidence at time 2 of improved communication due to the introduction of e-messaging. We speculate that e-messaging had not been introduced long enough or widely enough to affect client engagement. Alternatively, caregivers may be already quite engaged in their child’s care, so that the portal may not make such a big difference in engagement compared with nonpediatric portals.

The qualitative themes were informative, as they allowed comparison of caregivers’ and service providers’ perspectives. There was a common emphasis on the utility of the information provided via the portal. As well, both groups questioned the extent of the impact on engagement in care at this early stage of portal rollout (corroborating survey data), and both groups recommended increasing portal use and utility by addressing technical shortcomings. These recommendations were related to the portal not meeting expectations for technology and not being as user friendly as desired.

The major difference between caregivers and providers was that caregivers focused on the scope of adoption of the portal system in the organization and expressed their hopes for the future of the portal with respect to their family’s life journey (the scope of adoption and future vision theme), whereas service providers were concerned about how to best manage their investment of time and effort (the use, effort, and investment in the portal theme). Both groups expressed a desire for the other group to use the portal to a greater extent: caregivers wanted to see organizationwide adoption, whereas some providers in our small sample questioned whether their investment in the portal was justified given low levels of perceived use. As well as full organizationwide adoption of the portal system, caregivers’ hopes for the future included greater personalization and comprehensiveness of the provided information. As recognized by caregivers, portals are in their infancy and the maturity of portals does not appear to be where it needs to be to improve quality of care and involve the patient in care decisions [27].

Planned future enhancements to the connect2care portal will address some of the hopes of caregivers, including the ability to import reports from other service providers, link to records from other hospitals, and receive materials and resources specifically targeted to their care needs [2].

**Study Strengths and Limitations**

Strengths of this investigation include prospective data collection of login information starting at the portal’s introduction, the breadth of information collected using multiple methods, inclusion of both caregiver and provider perspectives, and focused examination of caregiver engagement and caregiver-provider communication using scales with excellent internal consistency. Study limitations include its descriptive nature, the relatively short time period between measurement points (6-8 weeks), and the relatively small number of respondents (18 caregivers and 5 providers). We likely did not have data saturation and therefore the robustness of the qualitative themes is uncertain [38,46], although triangulation with the survey data should be noted.

The study participants are likely representative of those who register for portal access but not of the Holland Bloorview client population overall, since people who register for portals are likely to be early adopters who embrace technology more readily. Research suggests that those who use patient portals are generally more highly educated, younger, more affluent, and have fewer medical problems than nonenrollees [28,47,48]. As with any innovation, expectations and technical difficulties play a role in adoption. Difficulties in getting portal technology to run as desired can affect portal use and may bias reports of utility, satisfaction, and impact [33,49], as may be the case in our study.

**Research and Organizational Implications**

Future research directions include continued use of the survey to see whether there is evidence of increasing impact of the portal on client outcomes. Other directions include examination of expectations that are held about portal use and utility, and examination of the perceptions of young adult clients. For other researchers, this study has indicated the utility of analyzing login statistics and using a portal survey with demonstrated internal consistency. The study has also indicated the utility of an integrated knowledge translation approach, where clinicians, family members, and researchers come together to address an important applied question [50].

Organizationally, the findings indicate specific areas for improvements to the portal and its processes, many of which are being or have been addressed as the portal continues to be developed, including the establishment of processes to improve efficiency related to portal activities (such as reminder emails when a new message is received) and mechanisms to support the enrollment of all interested clients and caregivers. The findings also suggest the need for ongoing education about portal intents and for transparency in communication about implementation issues. The literature indicates that education is needed to manage expectations and enhance the extent of portal adoption [27].

Education and resources are needed to support providers in feeling confident that their clinical documentation is family-friendly and in using e-messaging effectively. Similarly, education is needed to enable caregivers to make the best possible use of the portal features. Although caregivers in our sample saw the portal’s value, this was not yet the case for the service providers. This suggests that organizations may need to focus some of their efforts on ensuring that service providers see this value, as they are the ones who will share clinical notes and communicate via e-messaging—they too are partners in care. In directing attention to engaging clients or families, the engagement of service providers can be given less attention. As technology becomes more prominent in health care settings, it will be up to
organizations to support uptake and demonstrate potential benefits for both parties. An important future direction at Holland Bloorview is therefore to share family stories with providers so that they can better understand the portal’s positive impact and feel that their time related to sharing information and communicating via the portal is worth the effort.

Lastly, the findings endorse the often-made statement that changing organizational culture takes time. Portal adoption is a process—not a one-time event—and requires a feedback loop (as provided by this study), allowing an organization to improve portal adoption through attention to the needs of the people who use it.
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Abstract

Background: General health promoting campaigns are often not targeted at the people who need them the most. Web- and app-based tools are a new way to reach, motivate, and help people with poor health status.

Objective: The aim of our study was to test a Web- and mobile app-based tool (“SoSu-life”) on employees in the social welfare and health care sector in Denmark.

Methods: A randomized controlled trial was carried out as a workplace intervention. The tool was designed to help users make healthy lifestyle changes such as losing weight, exercise more, and quit smoking. A team competition between the participating workplaces took place during the first 16 weeks of the intervention. Twenty nursing homes for elderly people in 6 municipalities in Denmark participated in the study. The employees at the nursing homes were randomized either 1:1 or 2:1 on a municipality level to use the SoSu-life tool or to serve as a control group with no intervention. All participants underwent baseline measurements including body weight, waist circumference, body fat percentage, blood pressure, and blood cholesterol level and they filled in a questionnaire covering various aspects of health. The participants were measured again after 16 and 38 weeks.

Results: A total of 566 (SoSu-life: n=355, control: n=211) participants were included in the study. At 16 weeks there were 369 participants still in the study (SoSu-life: n=227, control: n=142) and 269 participants completed the 38 week intervention (SoSu-life: n=152, control: n=117). At 38 weeks, the SoSu-life group had a larger decrease in body weight (−1.01 kg, P=.03), body fat percentage (−0.8%, P=.03), and waist circumference (−1.8 cm, P=.007) compared with the control group.

Conclusions: The SoSu-life Web- and app-based tool had a modest yet beneficial effect on body weight and body fat percentage in the health care sector staff.

Trial Registration: Clinicaltrials.gov NCT02438059; http://clinicaltrials.gov/ct2/show/NCT02438059 (Archived by WebCite at http://www.webcitation.org/6i6y4p2AS)
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Introduction

Background

Public health promoting campaigns have trouble reaching the socioeconomically disadvantaged groups [1] who really need them, and most face-to-face or telephone based interventions are generally considered too costly. Disadvantaged groups often need more targeted effort in order to be able to succeed in lifestyle changes. Therefore, Web- and app-based tools have been suggested as a new and potentially cost-effective way to reach out to, motivate, and help people to improve their health [2].

Web- and app-based tools for health promotion have been shown to have potential for weight loss programs and improving other health related factors. The number of these digital tools for health promotion being developed is increasing. The aim is generally to help users improve lifestyle and develop healthier habits, and thereby improve their health status. The need for effective tools for promoting health is evident from the recent report from the World Health Organization (WHO), which shows that overall health status in Europe is improving, but that the variation in health status is increasing both within and between countries [3].

In the Danish population, overall health, and in particular the distribution of overweight and obesity, is unequally distributed, with higher levels of overweight and obesity occurring among individuals with lower educational level [4]. Employees in the social and health sector generally belong to this group. A large number of these employees are organized in the trade union of public employees (FOA), where about 90% of the members are women. A recent health examination among 1737 female members of FOA, 59% of whom were women employed in the Danish social welfare and health care sector [5], found an increased prevalence of heavy smokers, overweight and obesity, and long-term sick leave compared with other employees at the same income level. However, the majority of the employees considered it very important that they maintain or improve their health [5].

Weight management is important for alleviating related health problems such as cardiovascular disease and type 2 diabetes in overweight individuals [3]. Overweight and obesity are not only associated with somatic diseases, but they are also related to several psychosocial complications, such as depression and anxiety [6,7], and to increased sick leave [8]. Furthermore, overweight, heavy smoking, and increased prevalence of long-term sick leave are significant precursors of chronic illnesses and early retirement [5,8,9]. The increasing prevalence of overweight and obesity, the associated health risks, and the increasing expenses related to these conditions make new and better targeted, well documented, and cost-effective health promotion programs for lifestyle change even more necessary.

The workplace is increasingly used as an arena for health promotion because it is the place where many people spend a great part of their time, and WHO has recommended that the workplace be prioritized as such an arena [10].

Web-based health promoting programs have occasionally been shown to assist weight loss in overweight and obese individuals. However, results are generally inconsistent and depend greatly on the type of Web-based tool used, as well as on the study design [11]. It is therefore intrinsically difficult to compare the results of different intervention studies using Web-based weight loss tools. However, a recent meta-analysis including 23 studies comprising 8697 participants found that Web-based tools for weight loss had a modest but significant effect on weight loss: −0.68 kg compared with a nontreated control group [12]. A Cochrane analysis found an effect of −1.5 kg after 6 months [13].

The effect of workplace health promotion interventions has generally been found to be rather small and greatly dependent on the quality of the study [14]. Only a few Web- and app-based intervention studies have been conducted in workplace settings [15-17], and only two of these were randomized controlled trials [16,17]. A study by Van Vier et al [16] found that a Web-based intervention could result in a weight loss of −1.1 kg and a reduction in waist circumference of −1.2 cm, and a study by Cook et al [17] found that a Web-based intervention was more effective than printed material in inducing improvements in diet and nutrition, though this study did not examine changes in body weight.

Mobile phone apps may be useful as health promoting tools. A systematic review with meta-analysis including 17 studies with the use of mobile devices for weight loss found that the use of mobile devices induced weight loss [18]. A recent study investigating the potential of a Web-based app for promoting a healthy lifestyle found promising results [19]. However, the field has not been sufficiently explored and the potential of mobile phone apps for health promotion is not fully understood [20]. There is evidence that adding a social feature to the intervention, such as a team-based element where users can compare and compete with each other, can have a positive effect on users’ willingness to use a mobile app for health promotion [21]. We have found no previous studies that have combined the use of a workplace Web-based health promoting program with a social feature.

Aim of This Study

The primary aim of this study was therefore to investigate the effect of the SoSu-life Web- and mobile phone-based app, in combination with a social feature, on changes in body weight. Secondary outcomes were changes in body fat percentage, waist circumference, blood pressure and total cholesterol (all reported in this paper), behavior change, and self-perceived well-being (both reported in a paper under preparation). User-data and qualitative data from the study are reported in another paper (Balk-Møller, under review in JMIR 2017). The control group underwent the same examinations as the intervention group, which provided information about the stand-alone effect of such health examinations.
Methods

Sampling and Study Design

The study was conducted in 6 municipalities in Denmark from August 2012 to July 2013. In each municipality, 2-4 nursing homes were randomized to either the SoSu-life tool (called SoSu-life group) or to a control group. The randomization of the participating nursing homes was conducted continually over time within each municipality. Those municipalities with an even number of nursing homes were randomized in a 1:1 ratio and municipalities with an odd number of nursing homes in a 2:1 ratio. Of the total 20 nursing homes, 12 were randomized to SoSu-life and 8 were randomized to control. The randomization was performed in a simple blinded way (simple paper draw) by 2 of the study investigators in a collaboration between investigators and staff at an initial meeting with local staff in each municipality. Each draw was observed by independent witnesses to observe that it was performed in a fair and unbiased way. The study was divided into two distinct periods for the SoSu-life group: an initial 16-week period including a team competition, and a subsequent 22-week period without a competition. Participants chose a pledge (described later) for each period (Figure 1).

Participants were recruited from August 2012 to September 2012 when an information meeting was held at each nursing home during work hours, after which each of the interested employees completed the informed consent form. Eligibility criteria for participation were that the employees had to work under conditions in accordance with a FOA-negotiated agreement. Computer or mobile app literacy was not an inclusion criterion. A few weeks later, the participants underwent a baseline clinical examination conducted by trained staff from the research group. The clinical assessments were all performed locally at each participating nursing home, which made it impossible for the research staff to be blinded to the participants’ group allocation. The anthropometrical assessments were measured using a wall-mounted stadiometer for height and a digital electronic scale (Tanita WB 100MA/WB-110MA III) for body weight. Measuring tape was used for measuring hip and waist circumference taken at the widest part of the hip and at the umbilicus, respectively. Body fat percentage was recorded with a handheld body composition monitor (Omron BF306) and blood pressure was measured using a digital blood pressure manometer (Kivex, Automatic Blood Pressure Monitor, Model UA-787 Plus). Finger-prick blood samples were drawn to measure total cholesterol (Accutrend Plus; more information in Multimedia Appendix 1). Participants in the intervention group signed up for their first pledge (Pledge 1) immediately after the clinical examination, and were then introduced to the SoSu-life website and app by a member from the project team, and given a pamphlet about the content and functionalities of the tool. This session took approximately 30-45 min. The clinical examination, taking about 15 min in total, was repeated at 16 weeks (December 2012 to January 2013). The participants in the intervention group then made a new pledge (Pledge 2). The examination was repeated at 38 weeks (May 2013 to June 2013), when participants also answered a set of questions addressing their overall evaluation of the study. The participants in both groups spent approximately 10-15 min answering a Web-based questionnaire based on a questionnaire developed by the Danish National Research Centre for the Working Environment, regarding demographic data, health behavior, and general well-being the day before each of the 3 clinical examinations. The study was approved by the ethical committee of the Capital Region of Denmark (reference number: H-2-2012-079; a more detailed description of the study design is given in the Multimedia Appendix 1). The study is registered at Clinicaltrials.gov with ID number NCT02438059.

Developing the Tool

The SoSu-life tool is a Web- and app-based tool developed specifically for this particular group of employees. It was created in a collaboration between the company Mobile Fitness, employees from the sponsoring company PenSam, who work with health promotion for the social and health care workers on a daily basis, and scientists from the University of Copenhagen. The tool was developed through an iterative process where the users (ie, the social and health care workers) and the developers (Mobile Fitness, PenSam, and Copenhagen University) were involved. Initially, focus groups from the target group were held, where ideas and mock-ups were presented. The first edition of the SoSu-life tool was tested in a pilot study at two nonparticipating nursing homes. The ideas for mechanisms that could lead to behavior change were drawn from experience in earlier health promotion projects (nondigital) among social and health care workers, and from Mobile Fitness’ expertise with a digital weight loss tool used in a similar population, both with individual users and applied in workplace settings (unpublished data).
### Description of the SoSu-Life Tool

The tool’s basic features were self-reporting of diet and exercise, personalized feedback, suggestions for activities and programs, and practical tips and tricks. A series of social features, including weekly assignments and colleague challenges designed to create social support and build social interactions at the workplace, played a vital role in promoting behavior change. The SoSu-life tool aimed to mobilize whole groups of colleagues to not only encourage each other in achieving personal goals, but also work on identical small weekly assignments. Points were assigned to all individual and group activities and were collected for both individuals and groups. Individual activities gave points not only to the individual but also to the group as part of the group competition. In this way, each individual’s use of the digital tool benefited the whole group.

On entering the study, each participant chose one pledge out of seven to focus upon: lose weight, eat healthier, improve physical fitness, improve physical strength, quit smoking, decrease the number of cigarettes smoked, or maintain a healthy lifestyle. The program itself recommended a pledge based on information obtained from the health examination. The choice of pledge was designed to give the participants a key focus area. Subsequent communication—feedback, frequency, and content of emails and text messages provided by the program, and topics for user-to-user communication—was targeted according to the participants’ individual pledge. Messages contained information about specific health issues related to the pledge, general tips, and tricks on health and well-being.

The program had various tools to help the user succeed with the pledges. The self-reporting of diet and exercise was a weight loss tool based on a unit system designed to assist either weight loss or maintenance of a weight loss [22]. All foods were assigned a number of units based on portion size, calories, and macronutrient composition [22]. Daily energy level was calculated based on the users’ height and weight, and on this basis the number of units per day advisable for weight loss was suggested. The user registered his or her food intake and daily exercise, and the program gave feedback on the energy balance of the day, a green code indicating a proper energy balance, and a red code for excessive energy intake. Exercise was registered as bonus-units according to standardized energy expenditure equivalents related to specific types of exercise [23] (more information is given in the Multimedia Appendix 1). The same system was used for those participants wishing to focus on exercise alone, and feedback was given in the form of number of earned bonus-units. The website provided access to a number of video-supported exercise programs designed to increase fitness level or improve strength. Smokers wishing to either change their smoking habits or quit smoking were advised to begin by registering their habitual use of cigarettes, the time the cigarettes were smoked, and the mood they were in when they were smoking the cigarettes.

The social features included weekly assignments for all group members. Such weekly assignments could be “drink at least one liter of water every day all week” or “remember to say Good Morning to your colleagues every morning all week.” The tool also included “colleague challenges” that were to be sent from colleague to colleague and were determined by the participants’ individual pledge. Challenges might be: “Do not eat sugar for three days” or “Bring some fruit for us two to eat together tomorrow during the afternoon break.” All features could be accessed from both the app and website (Figures 2 and 3).
The SoSu-life program entails a team competition and used a point system where all activities performed using the tool gave points to the individual user. The point system provided the highest reward for taking part in social activities. Performing the weekly challenges, and sending and carrying out “colleague challenges,” were rewarded with more points than registering diet or exercise, or taking tests or quizzes. During the first 16 weeks, each of the participating nursing homes or home care units constituted a team, and each of the individual participants’ points were added to the teams’ total points. A lottery ticket was generated for each point earned by the team. Each month the teams had a chance to win a prize from a simple lottery drawn by the research staff. The more points the team had, the bigger the chances of winning. The prizes included things such as a shopping bag for each team member, a Zumba class for the team, or a visit from a bartender who served fruit smoothies during lunch hours. The team that collected the most points after 16 weeks also won a prize. Points were still collected in the second (22-week) intervention period, but no prizes were provided. The cost of the prizes was covered by the main sponsor of the project, who also presented the prizes at local celebration events at the nursing homes. The social features and the team competition were designed to create a supporting and encouraging work environment to help generate behavior change in the individual participant. A more complete description of the tool based on the TIDieR-checklist is given in the Multimedia Appendix 1. The content in the intervention remained the same during the 38 weeks, and there were no significant bug fixes or downtimes during the project.
Statistical Analyses

All statistical analyses were performed in Stata release 11 (StataCorp LP). Differences in anthropometric measures from baseline to week 16, and from baseline to week 38, were analyzed using a multilevel mixed effect linear regression (mixed model) with municipality as a random effect. Significance was set at $P$ value ≤.05 for all analyses.

Descriptive statistics of the sample were presented as mean and standard deviation (SD). Categorical data were presented as percentage of the sample (n). Differences between groups were tested with unpaired $t$ test, and chi-squared for categorical data.

Use of the SoSu-life tool differed according to the pledge taken. Participants pledging change of smoking habits were therefore left out of the anthropometric outcomes. A separate analysis of a subgroup of participants with weight loss pledge, both during the first 16 weeks and the last 22 weeks (subgroup with weight loss pledge 1 and 2), was carried out.

The study was designed and powered as a “completers only” study, considering the completer analysis as the primary outcome, and that an intention-to-treat (ITT) analysis should serve as a sensitivity analysis. This was decided on the basis of two major considerations. First, the study was designed as a real-life intervention applied in a workplace setting, and participation was completely voluntary. The information provided to the study participants in the recruitment phase was relatively brief, approximating what we consider realistic if the intervention was to be disseminated on a much larger scale. Second, the pragmatic study design with only 4 visits at each workplace (information meeting, baseline meeting, week 16, and week 38) essentially gave no room for any rescheduling of clinical measures and completion of Web-based questionnaires at the workplaces. This meant that absence from work on the clinical visit days, whether due to time off or illness, automatically led to missing data.

We believe this would have resulted in quite a significant amount of missing data. However, when performing an ITT baseline carried forward analysis, the results showed no major changes (see Multimedia Appendix 1).

Power Calculations

Change in body weight among study completers was used for the power calculations. Recruiting a total of 450 participants divided equally between the 2 study groups, and assuming (1) dropout rate of 25% and 20% over the 16 weeks and 22 weeks intervention periods, respectively, (2) a between-group difference of 2.0 kg, (3) SD of 4.0 kg in both groups, and (4) a significance level of .05, this would result in a power of 0.98.

Fewer people volunteered to participate in and fewer completed the study than anticipated (152 in the intervention group vs 117 in the control group). A post hoc power analysis based on the actual results found a power of 0.27.

Results

Description of the Study Sample

Initially, 1203 employees from 20 different nursing homes in 6 municipalities were invited to participate in the study. After the information meeting, a total of 566 participants signed the consent form and underwent baseline examination (n=355 in the intervention group, n=211 in the control group). The second examination took place after 16 weeks, when 65.2% (369/566) participants were measured (n=227 in the intervention group, n=147 in the control group). The same procedure was applied after the total of 38 weeks, when 47.5% (269/566) still remained in the study (n=152 in the intervention group, n=117 in the control group; Figure 4).
There were no significant differences at baseline between the groups regarding social and anthropometric characteristics (Table 1).

### Table 1. Social and anthropometric characteristic at baseline for completers in SoSu-life group and control group.

<table>
<thead>
<tr>
<th>Variable</th>
<th>SoSu-lifea</th>
<th>Controlb</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (in years), mean (SD)</td>
<td>47.0 (10.0)</td>
<td>47.0 (9.9)</td>
<td>.99d</td>
</tr>
<tr>
<td>Females, n (%)</td>
<td>140 (92.1)</td>
<td>108 (92.3)</td>
<td>.95e</td>
</tr>
<tr>
<td><strong>Work schedulec, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Day duty</td>
<td>118 (77.6)</td>
<td>90 (79)</td>
<td>.88e</td>
</tr>
<tr>
<td>Evening duty</td>
<td>18 (11)</td>
<td>15 (13.2)</td>
<td></td>
</tr>
<tr>
<td>Night duty</td>
<td>8 (5)</td>
<td>4 (4)</td>
<td></td>
</tr>
<tr>
<td>Varying shifts</td>
<td>8 (5)</td>
<td>5 (4)</td>
<td></td>
</tr>
<tr>
<td><strong>Marital statusd, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>47 (31)</td>
<td>31 (27)</td>
<td>.44e</td>
</tr>
<tr>
<td>Cohabitate</td>
<td>103 (68.7)</td>
<td>84 (73)</td>
<td></td>
</tr>
<tr>
<td><strong>Children in the householdb, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes, 1 child</td>
<td>36 (24)</td>
<td>39 (34)</td>
<td>.08e</td>
</tr>
<tr>
<td>Yes, 2 children</td>
<td>31 (20)</td>
<td>14 (12)</td>
<td></td>
</tr>
<tr>
<td>Yes, 3 or more</td>
<td>15 (10)</td>
<td>16 (14)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>70 (46)</td>
<td>45 (40)</td>
<td></td>
</tr>
<tr>
<td>Height (cm), mean (SD)</td>
<td>166.2 (7)</td>
<td>165.5 (7.2)</td>
<td>.41d</td>
</tr>
<tr>
<td>Body weight (kg), mean (SD)</td>
<td>74.5 (15.9)</td>
<td>73.1 (14.8)</td>
<td>.44d</td>
</tr>
<tr>
<td>Waist circumference (cm), mean (SD)</td>
<td>92.8 (13.9)</td>
<td>91.2 (11.9)</td>
<td>.27d</td>
</tr>
<tr>
<td>Hip circumference (cm), mean (SD)</td>
<td>103.6 (10.8)</td>
<td>101.6 (10.8)</td>
<td>.12d</td>
</tr>
<tr>
<td>Total cholesterol (mmol/L), mean (SD)</td>
<td>5.3 (0.9)</td>
<td>5.3 (0.9)</td>
<td>.78d</td>
</tr>
<tr>
<td>Body fat percentage (%)e, mean (SD)</td>
<td>35.3 (7.4)</td>
<td>35.1 (7.4)</td>
<td>.88d</td>
</tr>
<tr>
<td>Systolic blood pressure (mmHg), mean (SD)</td>
<td>129.0 (16.5)</td>
<td>130.8 (16.4)</td>
<td>.37d</td>
</tr>
<tr>
<td>Diastolic blood pressure (mmHg), mean (SD)</td>
<td>80.9 (9.6)</td>
<td>82.1 (10.0)</td>
<td>.32d</td>
</tr>
</tbody>
</table>

aSoSu-life: n=152, unless other is specified.
bControl: n=117, unless other is specified.
cSD: standard deviation.
dData are compared between groups using students t test.
eData are compared between groups using chi-square test.
fControl: n=114.
gSoSu-life: n=150, control: n=115.
hControl: n=114.
iControl: n=116.
jSoSu-life: n=151, control: n=112.
kBody fat percentage device had a maximum of 49.9 %, SoSu-life: n=148, control: n=115.

Our study population is representative of the general characteristics of social and health care workers in Denmark [24]. The study included slightly more participants working day shifts (77%) than is normal in this sector (60%). The study population also included fewer shift workers (around 5% compared with 15% in general) [24]. Dropout rate was higher for shift workers and for evening workers. Dropouts were otherwise generally comparable with those that completed the study, except that they had a higher waist circumference (data shown in Multimedia Appendix 1).
Changes in Body Weight and Anthropometric Markers

During the intervention period the SoSu-life group (excluding participants with pledges regarding smoking) had a larger decrease in body weight of −1.01 kg ($P=.03$), body fat percentage −0.78% ($P=.03$), and waist circumference of −1.79 cm ($P=.007$) after a total of 38 weeks compared with the control group. The weight loss subgroup had an even larger decrease in body weight of −1.64 kg ($P=.02$) and waist circumference of
−2.47 cm ($P = .008$) after 38 weeks compared with the control group.

The SoSu-life group (excluding participants with pledges regarding smoking) had a larger decrease in body weight of −1.54 kg ($P < .001$) and a decrease in body fat percentage of −0.81% ($P = .003$) compared with the control group during the first 16 weeks. Here the weight loss subgroup had a decrease in body weight of −2.36 kg ($P < .001$), a decrease in body fat percentage of −0.99% ($P = .003$), and a decrease in waist circumference on −2.45 cm ($P = .003$) compared with the control group (Table 2).

No significant difference was observed between any of the SoSu-life groups or the control group in any of the other outcomes, such as blood pressure or total cholesterol.

When performing an ITT-analysis (results presented in Multimedia Appendix 1), as expected, the overall effect size between Sosu-Life and control group decreased, but remained statistically significantly different for the primary outcomes, such as body weight change. Hence, the ITT-analysis only differed from the “completers only” results in terms of the changes in body fat percentage from week 0 to week 38 between SoSu-life group and control that went from a significant ($P = .03$) to nonsignificant ($P = .20$), changes in waist circumference from week 0 to week 16 between SoSu-life group and control that went from nonsignificant ($P = .09$) to significant ($P = .03$), and from week 0 to week 38 between subgroup and control that went from significant ($P = .008$) to nonsignificant ($P = .05$).

### Table 2. Changes in body weight, body fat percentage, waist circumference, systolic blood pressure, diastolic blood pressure, and total cholesterol from week 0 to week 16 and from week 0 to week 38 for completers in Web- and app-based intervention for health promotion.

<table>
<thead>
<tr>
<th>Changes from week 0 to week 16 and from week 0 to week 38</th>
<th>n</th>
<th>Subgroup with weight loss pledgeb</th>
<th>n</th>
<th>Control</th>
<th>Adjusted differencec between subgroup and control (95% CI)</th>
<th>P valuec between SoSu-life group and control (95% CI)</th>
<th>Adjusted differencec between subgroup and control (95% CI)</th>
<th>P valuec between subgroup and control (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Body weightd (kg)</td>
<td>week 0 to 16</td>
<td>130</td>
<td>−1.44 (0.26)</td>
<td>41</td>
<td>−2.39 (0.52)</td>
<td>−1.54 (−2.18 to −0.90)</td>
<td>&lt;.001</td>
<td>−2.36 (−3.23 to −1.49)</td>
</tr>
<tr>
<td></td>
<td>week 0-38</td>
<td>130</td>
<td>−1.04 (0.34)</td>
<td>41</td>
<td>−1.68 (0.77)</td>
<td>−0.03 (−0.33)</td>
<td>.3</td>
<td>−1.64 (−3.04 to −0.24)</td>
</tr>
<tr>
<td>Body fat Percentaged</td>
<td>week 0-16</td>
<td>127</td>
<td>−0.70 (0.21)</td>
<td>38</td>
<td>−0.97 (0.29)</td>
<td>−0.81 (−1.35 to −0.27)</td>
<td>.003</td>
<td>−0.99 (−1.63 to −0.34)</td>
</tr>
<tr>
<td></td>
<td>week 0-38</td>
<td>126</td>
<td>−1.50 (0.23)</td>
<td>37</td>
<td>−1.13 (0.40)</td>
<td>−0.78 (−1.48 to −0.09)</td>
<td>.03</td>
<td>−0.39 (−1.43 to 0.64)</td>
</tr>
<tr>
<td>Waist Circumferenced (cm)</td>
<td>week 0-16</td>
<td>130</td>
<td>−1.40 (0.47)</td>
<td>41</td>
<td>−3.12 (0.93)</td>
<td>−1.05 (−2.26 to 0.16)</td>
<td>.09</td>
<td>−2.45 (−4.09 to −0.81)</td>
</tr>
<tr>
<td></td>
<td>week 0-38</td>
<td>129</td>
<td>−0.67 (0.50)</td>
<td>40</td>
<td>−1.90 (0.96)</td>
<td>−0.04 (−0.44)</td>
<td>.007</td>
<td>−2.47 (−3.40 to −1.53)</td>
</tr>
<tr>
<td>Systolic blood pressure (mmHg)</td>
<td>week 0-16</td>
<td>152</td>
<td>−2.27 (0.93)</td>
<td>41</td>
<td>−1.90 (1.43)</td>
<td>0.30 (−2.41 to 3.02)</td>
<td>.83</td>
<td>−0.52 (−3.42 to 2.37)</td>
</tr>
<tr>
<td></td>
<td>week 0-38</td>
<td>152</td>
<td>−2.82 (1.06)</td>
<td>41</td>
<td>−2.93 (1.56)</td>
<td>2.27 (−0.96 to 5.50)</td>
<td>.17</td>
<td>−0.63 (−3.42 to 2.16)</td>
</tr>
<tr>
<td>Diastolic blood pressure (mmHg)</td>
<td>week 0-16</td>
<td>152</td>
<td>−1.85 (0.64)</td>
<td>41</td>
<td>−1.71 (2.02)</td>
<td>−0.57 (−2.48 to 1.35)</td>
<td>.56</td>
<td>0.87 (−2.32 to 4.96)</td>
</tr>
<tr>
<td></td>
<td>week 0-38</td>
<td>152</td>
<td>−2.02 (0.62)</td>
<td>41</td>
<td>−4.02 (2.24)</td>
<td>−2.30 (−6.65 to 0.10)</td>
<td>.91</td>
<td>1.37 (−3.43 to 6.16)</td>
</tr>
<tr>
<td>Total cholesterol (mmol/L)</td>
<td>week 0-16</td>
<td>149</td>
<td>0.10 (0.07)</td>
<td>40</td>
<td>0.20 (0.12)</td>
<td>−0.09 (−0.30 to 0.13)</td>
<td>.43</td>
<td>−0.01 (−0.33 to 0.31)</td>
</tr>
<tr>
<td></td>
<td>week 0-38</td>
<td>148</td>
<td>−0.12 (0.07)</td>
<td>40</td>
<td>−0.13 (0.17)</td>
<td>−0.10 (−0.31 to 0.12)</td>
<td>.39</td>
<td>−0.09 (−0.42 to 0.24)</td>
</tr>
</tbody>
</table>

aSE: standard error.  
bSubgroup defined by having weight loss pledge 1 and 2.  
cMultilevel mixed effect linear regression with municipality as a random effect.  
dParticipants with pledge regarding smoking habits was left out.
Discussion

Principal Findings

The primary aim of the study was to evaluate whether using a Web- and app-based tool for 38 weeks could stimulate beneficial changes on body weight and other anthropometric markers. We found that the SoSu-life group had lost −1.01 kg more body weight and −0.8% more body fat percentage than the control group at 38 weeks. The weight loss subgroup had an even larger decrease in body weight of −1.64 kg. These results correspond well with results from other studies [2,11,13,25]. These results suggest that a Web- and app-based weight loss tools can provide modest but statistically significant effects (−0.68 kg) compared with other weight loss methods (face-to-face-contact not included) [12]. The lower than expected completion rate may, however, have led to a lower statistical power than originally estimated.

Interpretation

Overall, these results seem to correspond well with results from other workplace interventions studies [14]. The results indicate that the first 16 weeks of using the tool were the most effective. This is very much in line with other studies that have shown more favorable results in shorter periods with a Web-based weight loss tool [26,27]. In this study, some of the effects may be due to the competitions, with prizes, and the emphasis on developing healthy habits together with colleagues in the first intervention period. The lack of social support associated with Web-based tools has previously been reported as a problem [28]. The SoSu-life tool distinguishes itself from most other Web-based tools by having incorporating social support from known colleagues, both at the workplace and in a Web-based forum, and our findings indicate the importance of social features when addressing this target group.

We found that some of the weight loss and decrease in body fat percentage was maintained throughout the 38 weeks. However, it is debatable whether a period of 38 weeks is long enough to determine the long-term effects of a Web- and app-based weight control tool. A meta-analysis by Kodama et al [12] suggests that the study period must exceed 12 months if it is to determine long-term effects. Only a few studies in this meta-analysis exceeded 12 months and these studies did not find any positive effects in using the Web-based tools [12]. The SoSu-life study shows that it is possible to maintain a weight loss for a relatively long period with the use of a Web- and app-based tool, but it cannot predict longer term effects.

The degree of motivation of participants is likely to influence results. Most previous comparable studies have recruited voluntary participants who are overweight or obese, and who have the specific intention to lose weight [25,26,29]. In this regard, our study differed significantly from previous studies. We included as many participants as possible at each workplace, regardless of their initial health status and motivation. We have therefore recruited participants with varying degrees of need for behavioral change, and different levels of motivation to change behavior. We therefore speculate that some participants took part in the study simply because their colleagues signed up and out of curiosity alone, and not necessarily with a wish to change lifestyle, and this may explain the small effects we observed.

There were fewer shift workers in the study population compared with the total population, and more shift and evening workers dropped out of the study than those working steady daytime or weekend schedules. This could be explained by the design of the intervention study, where the health examinations primarily took place during the day time, but the social elements in the tool and the group support from colleagues probably also worked better for those with a natural interaction with several colleagues during working hours.

We did not find any effects on blood pressure and cholesterol. We ascribe this to the rather high variation in these measures, as well as the modest effects that were shown in the anthropometric markers. The intervention needs to be further improved or applied for longer time periods if it is to induce more significant clinical benefits. Furthermore, other clinical outcomes, such as insulin sensitivity, should be investigated, and subgroup assessments might identify risk profiles that would benefit more than the average user.

The extent to which the study participants were capable of using the Web- and app-based digital tools was not considered in the study, so essentially all employees were considered eligible. The participants were only given a brief introduction as to how to use the tool. This particular group of people, with lower socioeconomic status and working day-to-day work with elderly residents, may well be less capable of using digital tools than the average population. Several participants had never used a mobile phone before and were not very comfortable with using a computer. This invariably created a nonuser group of participants in the intervention group. The results may thus not be fully ascribable to the actual use of the SoSu-life tool but also in part to increased focus on health in general. Furthermore, randomization was not blinded, and as both intervention and control group underwent three health examinations, participants in the control group may have received an incentive to make lifestyle changes by virtue of the information from their health examination.

The intervention was designed to be applicable to the social and health care workers’ general workplace. However, if implemented in a practical context, the health examinations might very possibly be curtailed, or dropped, due to the extra cost, and the introduction to the tool would probably take place on the Web, so the effects of the tool would probably be smaller. The SoSu-life tool was designed to run for 38 weeks. For the intervention to be sustainable in the long term, it would probably require additional resources from the developers, sponsors, and the workplaces. New content would be needed to be added to the tool, repeated team competitions with accompanying prizes (from the sponsor) would probably have to take place, and management would have to make an effort to motivate employees to keep participating and using the tool. Regular health checks for the employees could possibly be conducted by managers or other staffs, as most of them are trained health professionals.
Conclusions
In conclusion, the SoSu-life Web- and app-based intervention in employees in the social welfare and health care sector resulted in a lowering in body weight, body fat percentage, and waist circumference, particularly among those that were specifically motivated for weight loss, and during the first 16 weeks of intervention, when encouraged with group-based prizes in a competition. The longer term effects at week 38 were modest and associated with a relatively high dropout. To maintain the effects beyond an initial period will probably require further reinforcement of the intervention.
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Abstract

Background: Ample evidence demonstrates that university students are at high risk for sedentary behaviors and inadequate fruit and vegetable intake (FVI). Internet-based interventions for multiple health behavior appear to be promising in changing such unhealthy habits. Limited randomized controlled trials have tested this assumption among Chinese university students.

Objective: Our objective was to test the efficacy of an 8-week Web-based intervention compared with a control group condition to improve physical activity (PA) and FVI in Chinese university students. The intervention content was based on the health action process approach, and developed on the basis of previous evidence from the Western hemisphere. We evaluated self-reported data including PA and FVI, stages of change for PA and FVI, and motivational (risk perception, outcome expectancies, self-efficacy), volitional (action planning, coping planning, social support), and distal (intention, habit) indicators for PA and FVI, as well as perceived mental health outcomes (quality of life, depression).

Methods: In a randomized controlled trial, we recruited 566 university students from one university in the central region of China during their general physical education class. After random allocation and exclusion of unsuitable participants, we assigned 493 students to 1 of 2 groups: (1) intervention group: first 4 weeks on PA and subsequent 4 weeks on FVI, (2) control group. We conducted 3 Web-based assessments: at the beginning of the intervention (T1, n=493), at the end of the 8-week intervention (T2, n=337), and at a 1-month follow-up after the intervention (T3, n=142). The entire study was conducted throughout the fall semester of 2015.

Results: Significant time × group interactions revealed superior intervention effects on FVI; motivational, volitional, and distal indicators of FVI; and PA behavior changes, with an effect size ($\eta^2$) ranging from .08 to .20. In addition, the overall intervention effects were significant for stage progression to the action group from T1 to T2 in PA ($\chi^2=11.75, P=.001$) and FVI ($\chi^2=15.64, P=.03$). Furthermore, the intervention effect was seen in the improvement of quality of life ($F_{3,492}=1.23, \eta^2=.03, P=.02$).

Conclusions: This study provides evidence for the efficacy of a Web-based multiple health behavior intervention among Chinese university students tested with different outcome variables. Future research should address the high dropout rate and optimize the most effective components of this intervention.
The theoretical backdrop of this study is the health action process approach (HAPA; [13]), which divides the health behavior change process into 2 phases. First is the motivational phase, in which people who do not intend to change their behavior (nonintenders) are motivated to develop their intentions. Afterward, they enter the second, or volitional, phase, in which people initiate and perform the behavior. Within the volitional phase, a distinction can be made between people who have the intention to perform a specific behavior but do not act (intenders) and people who already perform the behavior (actors). These distinctions allow for the interventions to address those variables that are relevant to specific processes in the sequential order. For example, before people can change unhealthy habits, they must become motivated to do so. Thus, such individuals may benefit most from interventions that increase risk perception, self-efficacy, and the promotion of positive outcome expectancies [13,14]. The idea is to lead the individual toward an explicit intention, by increasing their awareness of potential risks, highlighting the positive effects of a healthy lifestyle and addressing incorrect beliefs about negative effects. Upon forming the intention, people enter the volitional process. Individuals here benefit most from action and coping planning interventions [15], as such interventions help them translate their plans into behavior. Once people start to perform a healthy behavior, self-regulatory skills are most relevant for their maintenance progress. The behavior is mainly directed by self-efficacy, which regulates how effort is invested and how persistence is managed if barriers and setbacks occur. In addition, promoting perceived social support from the individuals’ social environment is equally important in preventing relapse [13].

Study Objective

On the basis of this theory, previous interventions have been developed and conducted with people interested in reducing their cardiovascular risk in the Western hemisphere, where the intervention effects have been well supported [16,17]. This study aimed at testing the effectiveness of such an intervention for Chinese students. Our objective was to test the efficacy of an 8-week Web-based intervention (first 4 weeks on PA, and subsequent 4 weeks on fruit and vegetable intake [FVI]) compared with a control group condition to improve PA and FVI in Chinese university students. We examined the effects on behaviors, stages of change movement for PA and FVI, social-cognitive indicators for PA and FVI (motivational, volitional, and distal), and perceived mental health outcomes (quality of life and depression level).

We hypothesized that the main intervention effects would be (1) more behavioral change in PA and FVI (hypothesis 1a) and more stage progression to the action stage for PA and FVI (hypothesis 1b), (2) more improvements in motivational (risk perception, outcome expectancies, self-efficacy), volitional, and distal), and perceived mental health outcomes (quality of life and depression level).

The Health Action Process Approach

The theoretical backdrop of this study is the health action process approach (HAPA; [13]), which divides the health
(action planning, coping planning, social support), and distal (intention, habit) indicators of behavior change (hypothesis 2), and (3) an increase in positive mental health outcomes, including higher quality of life and lower depression levels (hypothesis 3).

Methods

Participants and Procedure

Study participants were undergraduate students from one university in the central region of China. We contacted a total of 566 students in their first general physical education classes with the assistance of physical education lecturers during the fall semester of 2015. Of these, we excluded 73 (12.9%) after random allocation, including those who were collegiate athletes, had restrictions in terms of PA or FVI, or because they declined to participate. Subsequently, 493 (87.1%) students completed the online registration and provided personal information within 1 week, including 270 students in the intervention group (54.8%) and 223 students in the control group (45.2%). During the week after registration, we invited students in both groups to answer the first onscreen questionnaires (T1). Students in the intervention group were encouraged to participate in a Web-based program once a week during the following 8 weeks, while students in the control group did not receive any support.

Upon completion of the 8-week intervention, students in both groups were invited to fill in the second onscreen questionnaire (T2), followed by the third onscreen questionnaire administration 1 month (T3) after the intervention. By the end of the 8-week intervention, 337 (68.4%) students were still participating, with 199 (59.1%) in the intervention group and 138 (41.0%) in the control group. The final longitudinal sample consisted of 142 students (28.8%), including 88 (62.0%) in the intervention group and 54 (38.0%) in the control condition (Figure 1). All website links for the questionnaire surveys at T1, T2, and T3, as well as for the weekly intervention program, were delivered via email. To boost the engagement of students, we sent text message reminders and physical education lecturers verbally reminded participants during class during the weekly intervention process and 3 measurement points. Moreover, students were offered an additional 5 marks to their final physical education examination score as an incentive in exchange for their participation at all 3 data collection waves.

All students were informed about the purpose of the study with an informed consent form. The study procedure was approved by the Committee for the Use of Human & Animal Subjects in Teaching & Research of Hong Kong Baptist University, as well as the Deutsche Gesellschaft für Psychologie in Germany (EK-A-SL022013), and was registered with ClinicalTrials.gov (NCT01909349; Multimedia Appendix 1 [18]).
**Intervention**

The intervention comprised an 8-week Web-based intervention targeting social-cognitive indicators for health behavior change for PA and FVI, based on the HAPA model [13]. The intervention applied behavior change techniques such as providing information about behavioral risks and the benefits of behavior change, motivating the formation of intentions, prompting identification of barriers, prompting setting of specific goals, reviewing behavioral goals, providing feedback on performance, prompting practice and presenting follow-up prompts, motivating the planning of social support, and prompting relapse prevention [19]. Weeks 1-4 aimed at PA and weeks 5-8 aimed at FVI, as PA might act as a gateway behavior [20,21] and PA modules are the most favored ones in tailored eHealth lifestyle promotion [22]. Participants received 1 session per week, which lasted about 20 minutes.

The first session for each behavior targeted risk perception, outcome expectancies, and goal setting, and the second session targeted the development of action plans. The third session targeted the revision and adjustment of previously developed action plans, as well as the development of coping plans, while the fourth session targeted the revision and adjustment of previously developed coping plans and social support (Table 1).
### Table 1. Intervention content and techniques for each week.

<table>
<thead>
<tr>
<th>Session content</th>
<th>Physical activity</th>
<th>Fruit and vegetable intake</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Week 1</td>
<td>Week 2</td>
</tr>
<tr>
<td><strong>Session 1</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Risk perception</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Outcome expectancies</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Goal setting</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Session 2</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Development of action plans</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td><strong>Session 3</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Revision of action plans</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Development of coping plans</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Session 4</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Revision of coping plans</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Social support</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Behavior change techniques</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

The intervention was not tailored based on the motivational and volitional stage of the HAPA. Instead, participants received tailored individualized feedback on their behavior improvement or decline at the beginning of each session, based on their prior self-report questionnaire. Moreover, during each session, participants received tailored normative feedback in the form of bar charts to compare their current behavioral performance and progress with population recommendations. Figure 2 illustrates a screenshot example (translated from Chinese) of the feedback information the participants received for PA over an accumulated amount of time (in the previous 4, 3, and 2 weeks, and the first week), as well as the PA recommendation criteria. A tailored comment was also presented, such as:

*You have spent an accumulated 440 minutes in PA last week. Great! This performance is better than two weeks ago and you have achieved the recommended amount of PA for good health. Congratulations! Keep going!*

In addition, we provided optional examples featuring role models throughout the intervention to support participants (eg, for setting goals or developing plans). We adopted a positive tone throughout the intervention.

The intervention in this study was based on previous research conducted in Germany and the Netherlands [23]. Prior to conducting the main study among Chinese university students, we completed preparation work on the intervention program in a pre-study, including the development and validation of adapted Chinese intervention materials, setting up intervention website modules, and optimizing website functioning by implementing Web-based tests with a small sample size.
Figure 2. Example of individual and normative feedback relating to time spent engaging in physical activity.

Measures

**Demographic Information**

Items addressed demographic characteristics, such as sex, age, and relationship status (single or in a relationship). We also collected self-reported body height (in centimeters) and body weight (in kilograms).

**Health Behaviors**

We assessed PA using the Chinese short version of the International Physical Activity Questionnaire (IPAQ-C) [24,25]. The IPAQ-C asked participants to estimate the number of days and amount of time spent on vigorous, moderate, and walking activities during the past 7 days. An individual total PA score (in minutes/week) was obtained when all questions were summed [25].

FVI during the past 7 days was assessed with 4 items: raw vegetables, fruits, fruit or vegetable juice, and cooked or steamed vegetables [26]. For each item, participants were asked to count the number of portions or glasses of liquid fruit and vegetables they consumed on average during a typical day. Each item had 11 options about the number of portions, such as 0, 0.5, 1, 1.5, 2, 2.5...5 or above. The total consumed portion was the sum of each item.

Stages of behavioral change were assessed for PA and FVI, each with 1 item on a 5-point scale asking “Did you engage in physical activity at least 5 days a week for 30 minutes or more (or 2.5 hours during the week)?” and “Please think about what you have typically consumed during the last weeks: did you eat 5 portions of fruit and vegetables per day?” (1=no, and I do not intend to start; 2=no, but I am considering it; 3=yes, but I seriously intend to start; 4=yes, but only for a brief period of time; 5=yes, and for a long period of time) [27]. People who selected point 1 were nonintenders in stage 1, those who selected point 2 or point 3 were intenders in stage 2, while those who selected point 4 or point 5 were actors in stage 3.

**Motivational Indicators of Behavior Change**

We adapted the risk perception scale from Perloff and Fetzer [28]. Items started with the stem “How likely is it that you will have at some time in your life...,” followed by 5 items: “a high cholesterol level?,” “a heart attack?,” “high blood pressure?,” “a stroke?,” and “a cardiovascular disease?” Response used a 7-point scale ranging from 1=very unlikely to 7=very likely (Cronbach alpha=.84).

We assessed positive and negative outcome expectancies for PA with 2 items, each on a 5-point scale (1=don’t agree at all; 5=totally agree), such as “If I am physically active 5 days a week for 30 minutes or more, then...” “I feel better afterward,” or “it will cost me a lot of time” (positive: ρ=.78; negative: ρ=.57) [29]. We assessed positive and negative outcome expectancies for FVI, each with 2 items, such as “If I eat at least 5 portions of fruit and vegetables, then...” “this is good for my health,” or “this will be a financial burden” (positive: ρ=.88; negative: ρ=.74) [29].

We assessed self-efficacy for PA with 5 items on a 5-point scale (1=don’t agree at all; 5=totally agree), such as “I am certain that
I can permanently be physically active for at least 5 days a week for 30 minutes each day” (Cronbach alpha=.88) [30]. We assessed self-efficacy for FVI by 5 items on the basis of the PA scale, such as “I am certain that I can eat 5 portions of fruit and vegetables a day even if it is sometimes difficult” (Cronbach alpha=.92) [30].

**Volitional Indicators of Behavior Change**

We distinguished planning as action planning and coping planning. We assessed action planning by the stem “For the next month I have carefully planned...” followed by 3 items for PA, such as “which PA I will pursue,” or followed by 3 items for FVI, such as “what I will eat” (Cronbach alpha for PA=.86; Cronbach alpha for FVI=.91). We assessed coping planning by the stem “For the next month I have carefully planned...” followed by 3 items for PA, such as “what I can do in difficult situations to stick to my intentions,” or followed by 3 items for FVI, such as “how I can eat healthy, even if something happened” (Cronbach alpha for PA=.87; Cronbach alpha for FVI=.93). Answers were given on a 5-point scale ranging from 1=totally disagree to 5=totally agree [15].

We assessed social support with 3 items for PA (Cronbach alpha=.72) [31] and with 3 items for FVI (Cronbach alpha=.69) [31], such as “My partner helps me/my family helps me/my classmates and friends help me to stay physically active,” or “My partner helps me/my family helps me/my classmates and friends help me to eat healthy.” Answers were measured with a 5-point scale (1=not at all true; 5=exactly true).

**Distal Indicators of Behavior Change**

Regarding intention, for PA, we assessed 3 independent items with a 4-point scale (1=not true; 4=exactly true), representing different intensity levels of PA. “On 5 days a week for 30 minutes (or a minimum of 2.5 hours per week), I have the intention to perform...” “strenuous physical activity,” “moderate physical activity,” or “mild physical activity” (Cronbach alpha=.34) [27]. We assessed intention regarding FVI using 3 items: “I seriously intend to...” “eat at least five portions of fruit and vegetables daily,” “eat fruit and vegetables at every meal,” and “drink at least one fruit or vegetable juice every day” (Cronbach alpha=.73) [27].

We assessed the habit scale with the stem “Being physically active for at least 30 minutes on 5 days a week is something that...” and “Eating 5 portions of fruit and vegetables per day is something that...” followed by 2 items, such as “has become a confirmed habit” and “I do without thinking about it” (Cronbach alpha for PA=.95; Cronbach alpha for FVI=.87). Answers were indicated on a 5-point scale ranging from 1=strongly disagree to 5=strongly agree [32].

**Mental Health Outcomes**

We assessed quality of life using the Hong Kong version of the Mental Health Outcomes questionnaire [33]. We measured general quality of life with the question “How would you rate your quality of life?” with a 5-point scale (1=very poor; 5=very good). We also used the physical health subdomain with 7 items (Cronbach alpha=.71), such as “How satisfied are you with your ability to perform your daily living activities?” (1=very dissatisfied; 5=very satisfied).

We assessed depression using the Chinese version of the Center for Epidemiologic Studies Depression (CES-D) scale, a self-report depression scale for research in the general population [34]. Participants were asked to indicate the frequency of symptoms on a 4-point scale (0=less than a day; 1=1 to 2 days; 2=3 to 4 days; 3=5 to 7 days) within the last week. Positively formulated items were reversed. The total score consisted of the sum of all 20 items and ranges from 0 to 60 (Cronbach alpha=.78). A CES-D score of 16 or greater indicated the likelihood of clinically significant depression.

Among all of the questionnaires above, IPAQ-C, quality of life, and depression had been well developed and validated in Chinese versions in previous studies [25,33,34]. The English questionnaires addressing motivational, volitional, and distal indicators of behavior change were translated into Chinese by a bilingual researcher. The translation was then validated using the standard back-translation technique [35]. Analysis of the data from the pilot test showed that the scales’ reliability was acceptable. In addition, we conducted pilot tests to ensure the usability and technical functionality of the electronic versions of the questionnaires prior to the main study.

**Data Analysis**

We conducted all data analyses using IBM SPSS version 23 (IBM Corporation). We used independent samples t tests and chi-square tests to analyze dropout and to compare baseline characteristics at T1. Statistical significance was set at the 5% level (2-tailed).

We tested intervention effects on PA and FVI behavior (hypothesis 1a) with a repeated-measures multivariate analysis of variance after screening the variables successfully. To evaluate hypothesis 1b, we first presented descriptive information (count and percentage) on stage distribution across T1, T2, and T3 between the intervention group and the control group for PA and for FVI. We then performed chi-square tests. To increase the cell sizes of stage groups for statistical significance, we collapsed the nonintender and intender groups into an inactive group and contrasted it to the active group. We evaluated stage movements in terms of cross-tabulating stage at T1 with T2 or T3 separately for the intervention versus the control group to compare the 2 groups with each other.

In addition, we tested the effects on combined motivational, volitional, and distal indicators of behavior change (hypothesis 2), as well as on mental health outcomes (hypothesis 3), by conducting a series of repeated-measures analyses of covariance with baseline behavior as the covariate. For both repeated-measures multivariate analysis of variance and repeated-measures analyses of covariance, we tested trends over time (T1, T2, and T3) as the within-participants factor, with treatment (intervention group vs control group) as the between-participants factor, adjusting for both baseline PA and FVI (as covariates).

We report results based on those individuals who participated in all 3 measurement points. Missing data were imputed within
each measurement point in time using the expectation-maximization method.

**Results**

**Dropout Analysis**

Results indicated that 493 people participated fully in data collection at T1, 337 at T1 and T2, and 142 at T1, T2, and T3. The dropout rates of participants were 31.6% (156/493) from T1 to T2 and 57.9% (195/337) from T2 to T3. The 142 final student sample included more women (n=101, 71.1%) than men, with a mean age of 19.3 years (range 17-24, SD 1.07). Most (128/142, 90.1%) of the participants were single. The average body mass index (BMI) of participants was 20.13 (SD 2.29) kg/m². Participants at T1 and T2 (n=337) did not significantly differ from dropouts at T2 (n=156) with regard to relationship status ($\chi^2=0.06$, $P=.81$), age ($t_{491}=-0.05$, $P=.96$), BMI ($t_{491}=0.22$, $P=.96$), amount of PA at baseline ($t_{491}=1.20$, $P=.23$), and FVI at baseline ($t_{491}=-0.87$, $P=.39$). More women than men participated fully in data collection at T2 ($\chi^2=10.67$, $P<.001$). In addition, those at T1, T2, and T3 (n=142) did not differ from dropouts at T2 and T3 (n=351) with regard to relationship status ($\chi^2=0.46$, $P=.49$), age ($t_{491}=-1.46$, $P=.15$), BMI ($t_{491}=1.12$, $P=.26$), and FVI at baseline ($t_{491}=-0.74$, $P=.46$). Those who participated in data collection at all 3 measurement points included more women than men ($\chi^2=22.60$, $P<.001$) and engaged in less PA at baseline ($t_{491}=2.26$, $P=.02$).

**Randomization Check**

There were no differences across the 2 groups at T1 regarding PA level, FVI, social-cognitive indicators (risk perception, outcome expectancies, self-efficacy, action plans, coping plans, social support, intention, and habit), relationship status, and BMI (all $P$ values .23-.94). Sex and age did, however, differ between the 2 groups, with more women ($t_{140}=-3.96$, $P<.001$) and younger participants ($t_{140}=-7.650$, $P=.01$) in the intervention group than in the control group.

**Evaluation of Time and Treatment on PA, FVI, and Motivational, Volitional, and Distal indicators of Behavior Change**

Table 2 presents the results, most of which were significant. Because the question of whether the intervention group and the control group developed differently over time is crucial, the interaction was of the highest interest. Out of 8 effects, 7 were statistically significant, with an effect size of $\eta^2$ ranging from .08 to .20. Only PA behavior was not statistically significant (see Table 2). However, the mean values of PA at different intensities (see Figure 3) indicated that there were descriptive differences between the 2 groups, which were clearly in favor of the intervention group. This was matched by the effects on FVI (see Figure 4), however, with significant effects ($\eta^2=.13$, $P<.001$).

<table>
<thead>
<tr>
<th>Effects</th>
<th>Behavior</th>
<th>Motivational</th>
<th>Volitional</th>
<th>Distal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\eta^2$</td>
<td>$P$ value</td>
<td>$\eta^2$</td>
<td>$P$ value</td>
</tr>
<tr>
<td>Physical activity (minutes/week)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>.03</td>
<td>.03</td>
<td>.49</td>
<td>.07</td>
</tr>
<tr>
<td>Treatment</td>
<td>.01</td>
<td>.63</td>
<td>.05</td>
<td>.06</td>
</tr>
<tr>
<td>Baseline behavior</td>
<td>N/A</td>
<td>N/A</td>
<td>.14</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Interaction time × treatment</td>
<td>.01</td>
<td>.95</td>
<td>.11</td>
<td>.01</td>
</tr>
<tr>
<td>Fruit and vegetable intake (portions/day)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>.03</td>
<td>.15</td>
<td>.04</td>
<td>.04</td>
</tr>
<tr>
<td>Treatment</td>
<td>.06</td>
<td>.01</td>
<td>.06</td>
<td>.05</td>
</tr>
<tr>
<td>Baseline behavior</td>
<td>N/A</td>
<td>N/A</td>
<td>.18</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Interaction time × treatment</td>
<td>.13</td>
<td>&lt;.001</td>
<td>.14</td>
<td>.01</td>
</tr>
</tbody>
</table>

*aBehavior indicators: vigorous, moderate, and walking activity, or fruit and vegetable intake.

*bMotivational indicators: risk perception, outcome expectancies, self-efficacy.

*cVolitional indicators: action plans, coping plans, social support.

*dDistal indicators: intention, habit.

eN/A: not applicable.
Evaluation of Intervention Effects on Stage Progression to the Action Stage

Table 3 and Table 4 present the stage distributions at T1, T2, and T3 for PA and FVI. Descriptively, the stage developments underline that the intervention group was more likely than the control group to move to the action stage. After we collapsed the nonintender and intender groups as a single inactive group, there were at least 5 individuals in each cell for statistical significance testing. The findings validated previous results: for PA, individuals who were inactive at T1 in the intervention group were more likely to move to the action stage at T2 ($\chi^2_{1}=18.57$, $P<.001$). Although descriptively this was also the case at T3, this intervention effect was not significant ($\chi^2_{1}=0.91$, $P=.34$). While the overall intervention effect for individuals being inactive and active at T1 was also significant from T1 to T2 ($\chi^2_{1}=11.75$, $P=.001$), no changes from T1 to T3 were statistically significant (all $\chi^2$ were <2 and $P$ values ranged from .12 to .27).
Table 3. Physical activity stage distributions at T1, T2, and T3 (n=142).

<table>
<thead>
<tr>
<th>Stage</th>
<th>Intervention group</th>
<th>Control group</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>% within group</td>
<td>n</td>
</tr>
<tr>
<td>At T1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonintender</td>
<td>5</td>
<td>5.7</td>
<td>6</td>
</tr>
<tr>
<td>Intender</td>
<td>49</td>
<td>55.7</td>
<td>25</td>
</tr>
<tr>
<td>Actor</td>
<td>34</td>
<td>38.6</td>
<td>23</td>
</tr>
<tr>
<td>At T2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonintender</td>
<td>2</td>
<td>2.3</td>
<td>8</td>
</tr>
<tr>
<td>Intender</td>
<td>30</td>
<td>34.1</td>
<td>23</td>
</tr>
<tr>
<td>Actor</td>
<td>56</td>
<td>63.6</td>
<td>23</td>
</tr>
<tr>
<td>At T3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonintender</td>
<td>1</td>
<td>1.1</td>
<td>10</td>
</tr>
<tr>
<td>Intender</td>
<td>42</td>
<td>47.7</td>
<td>20</td>
</tr>
<tr>
<td>Actor</td>
<td>45</td>
<td>51.1</td>
<td>24</td>
</tr>
</tbody>
</table>

Table 4. Fruit and vegetable intake stage distributions at T1, T2, and T3 (n=142).

<table>
<thead>
<tr>
<th>Stage</th>
<th>Intervention group</th>
<th>Control group</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>% within group</td>
<td>n</td>
</tr>
<tr>
<td>At T1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonintender</td>
<td>7</td>
<td>8.0</td>
<td>6</td>
</tr>
<tr>
<td>Intender</td>
<td>57</td>
<td>64.8</td>
<td>29</td>
</tr>
<tr>
<td>Actor</td>
<td>24</td>
<td>27.3</td>
<td>19</td>
</tr>
<tr>
<td>At T2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonintender</td>
<td>1</td>
<td>1.1</td>
<td>8</td>
</tr>
<tr>
<td>Intender</td>
<td>34</td>
<td>38.6</td>
<td>23</td>
</tr>
<tr>
<td>Actor</td>
<td>53</td>
<td>60.2</td>
<td>23</td>
</tr>
<tr>
<td>At T3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonintender</td>
<td>1</td>
<td>1.1</td>
<td>6</td>
</tr>
<tr>
<td>Intender</td>
<td>33</td>
<td>37.5</td>
<td>30</td>
</tr>
<tr>
<td>Actor</td>
<td>54</td>
<td>61.4</td>
<td>18</td>
</tr>
</tbody>
</table>

Conducting the same tests for FVI, the findings revealed more positive results, with significant changes between the intervention and the control group, both at T2 for previously inactive (χ² = 15.07, P < .001) and active individuals (χ² = 4.28, P = .04), and for the overall effect (χ² = 15.64, P = .03). At T3, the effect was only significant in previously inactive individuals (χ² = 13.15, P < .001), but not active ones (χ² = 1.35, P = .21). The overall effect, however, was also significant (χ² = 10.52, P < .001), suggesting the intervention’s effectiveness.

Evaluation of Time and Treatment Effects on Mental Health Outcomes

Finally, we analyzed the intervention’s effect on quality of life and depression. As no significant differences between the stages emerged (tested for both behaviors), we left out the factor stage during the subsequent analysis. We found no significant differences for the group factor (F(3,139) = 1.16, η² = .02, P = .31). The interaction of time and group was significant (F(3,139) = 3.03, η² = .08, P = .02). The effects were, however, only due to quality of life (F(3,492) = 1.23, η² = .03, P = .02). As for depression, the interaction was not significant (F(3,492) = 0.17, η² < .01, P = .48). Figure 5 presents the mean values for quality of life and Figure 6 presents those for depression levels at the 3 measurement points for both groups.
Discussion

This study aimed to test the efficacy of an 8-week Web-based intervention compared with a control group condition to improve PA and FVI in Chinese university students. The majority of the study assumptions were supported.

Intervention Effects on Primary Outcomes

When testing the effects of time × treatment on the 2 behavior test variables, 1 was found to be significant. In comparison with the control group, students in the intervention group reported more consumption of fruit and vegetables over time. In addition, descriptively, the amounts of average FVI for the intervention group were all greater than the recommended amounts (5 portions per day) at the end of the 8-week intervention (6.3 portions) and at the 1-month follow-up (5.8 portions). This positive result among Chinese university students is consistent with a previous study, which was conducted with German and Dutch adults who wanted to reduce their cardiovascular risk [16,17]. Since we used intervention materials and a study design similar to the previous one, the generalization of intervention
effects on dietary behavior in this study can be warranted across Eastern and Western countries.

In terms of PA behavior, however, there was no significant interaction effect, which is not in line with other studies [16,17,36,37]. Reasons for this discrepancy may include, first, that PA levels of university students were overall relatively high at the start of the intervention (T1). According to the IPAQ-C scoring protocol, more than half of the students in this study (268/493, 54.3%) were classified as “sufficiently active” at T1, which means that individuals already participated in 3 or more days of vigorous activity for at least 20 minutes per day [24]. Therefore, ceiling effects might have influenced the intervention’s efficacy on PA change. Second, as young adults need long-term processes to establish PA behaviors as habits, the 4-week Web-based intervention dose might not have been sufficient to change their PA habits. The same issue can also be found in another Web-based PA intervention among university students [38]. Third, measuring PA after 8 weeks might have been a too-distal measurement point, as PA was addressed only throughout the first 4 weeks. Hence, PA levels could have dropped back by the time of the assessment. Taking these findings together, half of hypothesis 1a was supported.

With respect to the intervention effects on stage progression for the two behaviors, the results were positive. In comparison with students in the control group, students who were inactive in the intervention group reported more stage movements to the action stage for PA from T1 to T2. In addition, the intervention effects on stage progression for FVI were found both from T1 to T2 and from T1 to T3. It seems that the stage progression of multiple health behaviors was positively interrelated with each other in this study (T1-T2). A previous study revealed that PA and FVI appeared to facilitate rather than hinder each other [39]. There were cross-behavior associations between these two behaviors. This opinion was also supported by a study that found consistently significant correlations across stages between nutrition and PA (r range: .16–.26, P<0.01) [40]. Future studies should address the evaluation of mechanisms that transfer intervention effects on stage movement from PA to FVI, or vice versa. Referring back to hypothesis 1b, the data supported most of the assumption of stage progression.

**Intervention Effects on Secondary Outcomes**

When evaluating the outcomes of social-cognitive indicators of behavior change, all 6 tests revealed significant treatment effects on motivational, volitional, and distal indicators of PA and FVI over time, with the effect size ranging from .08 to .20. The findings are in line with previous studies, in which motivational and volitional interventions were both used to change multiple health behaviors [8,16,17]. In sum, our results support hypothesis 2.

The increase in positive mental health outcomes of quality of life and depression levels was evident in this study when combining the 2 measures together. This main effect, however, was due to the changes in quality of life only and not significantly to changes in depression. One possible reason for the lack of effect on depression might be that PA did not improve in this study, which cannot bring about mental health consequences. Another possible cause might be floor effects, as university students reported low depression levels at the start of the study (mean 2.08, SD 0.61), which reflects the healthy mental status of participants in this study. To prevent depression in the long term, however, more components explicitly addressing mental health would need to be developed and tested in future interventions. Overall, half of hypothesis 3 was supported.

**Limitations**

Some limitations of this study need to be addressed. First, the dropout rate was high. Compared with male students, female students who performed less PA at baseline were more likely to comply with the instructions of the program and spent time completing data collection across the 3 time points. Thus, personal characteristics could be one explanation for the high dropout rate. Another reason might be related to the physical education lecturers’ verbal reminders in physical education class. In this study, data collection at T3 was scheduled during the week in which the last physical education class was offered. Students who attended the final physical education examination 1 week before the last class were allowed to be absent for the last physical education class, which means the lecturers could not verbally encourage those absent students to complete the final data collection. This might explain why the dropout rate from T2 to T3 (57.8%) was higher than that from T1 to T2 (31.6%). In addition, dropout and low engagement with questions could be caused by intervention features, such as the Web-based format and layout, length of the questionnaire, or browser difficulties on the intervention website [41-43]. Future studies should further address the characteristics of dropout and nonresponse to Web-based interventions, and find a solution to enlarge the sample size. This would also help provide more comprehensive subgroup analyses on the effectiveness of specific tailored components, as all participants would receive a unique intervention, but are treated equally when analyzing the data [44].

Second, the use of self-report questionnaires for behavioral outcome measures could have led to recall bias, overreporting or underreporting, and measurement errors. Thus, the inclusion of objective measures such as biomarkers, accelerometers, or pedometers is desirable in future studies. Third, the follow-up period was relatively short in this study. The longer-term impact of the intervention should be assessed in the future. Fourth, this study did not explore the mechanism of how the treatment facilitated multiple health behavior change (ie, the synthesis of PA and FVI). In other words, it is unclear which social-cognitive factors mediated the effect of the intervention on the improvements in health behavior. We advocate conducting an in-depth test in future studies.

**Conclusions**

This study provides evidence for the efficacy of a Web-based multiple health behavior intervention among Chinese university students. The majority of study hypotheses were supported. The initial findings suggest that the intervention was effective at increasing FVI and in enhancing perceived quality of life. In addition, all social-cognitive indicators of PA and FVI were improved in this study. The intervention did not, however, show the hypothesized effect on PA change. Future research is...
warranted to address some of the limitations noted above, especially reducing high dropout rates and exploring the most effective components of the intervention, which is imperative to facilitate health promotion among university students, not only in the Western but also in the Eastern hemisphere.
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Abstract

Background: This study is one of the first randomized controlled trials investigating cognitive behavioral therapy for insomnia (CBT-I) delivered by a fully automated mobile phone app. Such an app can potentially increase the accessibility of insomnia treatment for the 10% of people who have insomnia.

Objective: The objective of our study was to investigate the efficacy of CBT-I delivered via the Sleepcare mobile phone app, compared with a waitlist control group, in a randomized controlled trial.

Methods: We recruited participants in the Netherlands with relatively mild insomnia disorder. After answering an online pretest questionnaire, they were randomly assigned to the app (n=74) or the waitlist condition (n=77). The app packaged a sleep diary, a relaxation exercise, sleep restriction exercise, and sleep hygiene and education. The app was fully automated and adjusted itself to a participant’s progress. Program duration was 6 to 7 weeks, after which participants received posttest measurements and a 3-month follow-up. The participants in the waitlist condition received the app after they completed the posttest questionnaire. The measurements consisted of questionnaires and 7-day online diaries. The questionnaires measured insomnia severity, dysfunctional beliefs about sleep, and anxiety and depression symptoms. The diary measured sleep variables such as sleep efficiency. We performed multilevel analyses to study the interaction effects between time and condition.

Results: The results showed significant interaction effects ($P<.01$) favoring the app condition on the primary outcome measures of insomnia severity ($d=-0.66$) and sleep efficiency ($d=0.71$). Overall, these improvements were also retained in a 3-month follow-up.

Conclusions: This study demonstrated the efficacy of a fully automated mobile phone app in the treatment of relatively mild insomnia. The effects were in the range of what is found for Web-based treatment in general. This supports the applicability of such technical tools in the treatment of insomnia. Future work should examine the generalizability to a more diverse population. Furthermore, the separate components of such an app should be investigated. It remains to be seen how this app can best be integrated into the current health regimens.

Trial Registration: Netherlands Trial Register: NTR5560; http://www.trialregister.nl/trialreg/admin/rctview.asp?TC=5560 (Archived by WebCite at http://www.webcitation.org/6noLaUdJ4)

(J Med Internet Res 2017;19(4):e70) doi:10.2196/jmir.6524
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Introduction

Approximately 10% of the western adult population have chronic insomnia [1]. People with insomnia experience difficulties falling asleep, staying asleep, or both, and as a consequence they are sleep deprived during the day [2]. For example, insomnia is associated with low levels of concentration, greater fatigue, and impaired cognitive functioning [3-5]. Another consequence of insomnia is an increased risk of developing mental disorders such as depression and anxiety [6,7], or physical disorders such as diabetes and high blood pressure [8,9]. Insomnia also leads to societal costs such as reduced productivity, higher levels of sick leave, and more accidents [10].

One of the most common nonpharmacological treatments for insomnia is cognitive behavioral therapy (CBT-I). CBT-I is an effective treatment in either a face-to-face [11-13] or a self-help format [14,15]. Recently it has become more common to offer these self-help formats via the Internet. A recent meta-analysis [16] demonstrated that Internet-delivered CBT-I showed large treatment effects (Cohen $d=1.0$) on the Insomnia Severity Index (ISI). In addition to the efficacy of computerized CBT-I (CCBT-I), this format has multiple other advantages over face-to-face treatments. Potentially it can save costs, because less therapist time is needed, and the treatment can be offered to a larger number of people who can go through the treatment in their own time.

Until now, studies on computerized treatments have been mostly limited to Web-based treatments. A possible next step is delivering CCBT-I via a mobile phone app. CCBT-I delivered via a mobile phone has similar advantages to existing CCBT-I, such as wide and easy accessibility, reduced stigma, and greater cost-efficiency [17], but it could potentially exceed those advantages because mobile phones are portable. People carry their phones with them all the time and they are ubiquitous, unobtrusive, and intimate. Therefore, an effective app-based treatment for insomnia would increase the possible coverage for CBT-I. Furthermore, mobile phones are rich in sensors, computationally powerful, and remotely accessible, which provides opportunities for personalization, ecological momentary access, and real-time tracking [18,19].

In the domain of sleep, several kinds of sleep apps have been studied. For example, there is an app that unobtrusively increases awareness of sleep hygiene recommendations [20], an app that applies active sleep sampling for measuring sleep [21], a social app that shares time in bed based on alarm usage [22], and an app that supports and was used alongside of face-to-face CBT-I. To the best of our knowledge, however, no studies have studied an app that shares time in bed based on alarm usage [22], and an app that applies active sleep sampling for measuring sleep [21], a social app that shares time in bed based on alarm usage [22], and an app that supports and was used alongside of face-to-face CBT-I. To the best of our knowledge, however, no studies have studied an app that supports and was used alongside of face-to-face CBT-I. To bridge this gap, we conducted a randomized controlled trial to compare a group using a CCBT-I-based app with a waitlist control group. We expected that this app would have an ameliorating effect on insomnia severity and sleep impairment compared with the waitlist control group, assessed by a sleep diary.

The app offered a sleep diary, a relaxation exercise, sleep restriction exercise, and sleep hygiene and education. Since sleep restriction is seen as the most effective exercise [23,24], it was the main focus of the app. The goal was to demonstrate the app’s efficacy in a sample of patients with relatively mild insomnia in order to test the proof of principle before investigating it in a more severely affected population.

Methods

This study had a between-participants design with 2 arms: a waitlist condition and an intervention condition, with preintervention, postintervention, and 3-month follow-up measures.

Participants

We recruited participants from August 15 to October 21, 2015, via websites, social media, online advertisements, flyers, and a press release in the Netherlands. An initial group of 639 interested individuals completed an informed consent form and started the online questionnaire. Of this group, we excluded 269 people based on the inclusion and exclusion criteria (see Figure 1; Multimedia Appendix 1 [25]). Inclusion criteria were (1) difficulty with initiating or maintaining sleep for at least 30 minutes a night, for at least 3 nights a week, for at least 3 months, causing clinically significant distress or impairment in daily functioning, in accordance with the criteria for a Diagnostic and Statistical Manual of Mental Disorders (DSM-5) diagnosis of insomnia [2], (2) stable medication use, (3) aged ≥18 years, and (4) a valid email address, connected to the Internet, and in possession of an Android mobile phone (operating system version 4.1 or higher). Exclusion criteria were (1) ISI score [26] <7, (2) previous treatment with CBT-I (3) having started other psychotherapy in the last 6 months, (4) self-reported diagnosis of schizophrenia or psychosis, (5) alcohol or marijuana abuse (>3 glasses of alcohol a day for at least 21 days a month, or use of marijuana more than once a week), (6) possible sleep apnea (determined with a subscale of the SLEEP-50 questionnaire; cut off ≥15 [27]), (7) shift work, (8) pregnant or breast-feeding, (9) symptoms of depression (determined with a subscale of the Centre for Epidemiological Studies Depression [CES-D] scale [28,29]; cutoff≥27), or (10) total sleep time ≤5 hours on average as reported in a consecutive 7-day sleep diary prior to the experiment. We measured all inclusion and exclusion criteria, except the last one, using an online questionnaire asking the participants directly about the criteria (see Multimedia Appendix 2).
**Intervention**

The Sleepcare app [30,31] was based on previously published protocols (eg, [32,33]) and followed a talk-and-tool design principle, which is based on the idea that people interact symbolically and physically with their environment (see [34] for more details on the rationale and design decisions). The app packaged a sleep diary, a relaxation exercise, sleep restriction...
exercise, and sleep hygiene and education (Figure 2). The app offered these exercises in Dutch, adjusted them to the participant, and reminded participants to perform the exercises. The basic program duration was 6 to 7 weeks, depending on a participant’s adherence. For example, if a participant had filled out <6 sleep diaries since starting the app, the app explained to the participant that the sleep restriction exercise could start only after they had completed 6 diaries. If they had completed <6 diaries, the introduction of the sleep restriction exercise was postponed until participants met this prerequisite. The app was fully automated and did not require any input from therapists or a human administrator. Automatic warnings were built in when participants slept for <5 hours on average. The first warning appeared after 5 days and warned against activities such as driving a car while feeling sleepy. Follow-up warnings also included a referral to the general practitioner, and the app automatically stopped the sleep restriction exercise.

The app consisted of a home screen that displayed the scheduled exercises for that day. Furthermore, there was a menu, a calendar, and a conversation screen (Figure 3). The menu provided access to all components of the app and the CBT-I exercises. The calendar displayed all the scheduled activities for the whole 7 weeks, which the participants could browse through at any time. The app interacted with the participants via dialogues on the conversation screen.

Figure 2. Sleepcare app treatment protocol.
Conversations

The conversation screen (Figure 3) displayed the dialogues between the app and the participants, which were inspired by face-to-face consultations. New exercises were introduced, and the progress of the participants was evaluated. Typically, the app gave information and asked multiple-choice questions. Participants could open new conversations only after the previous conversation was finished. Conversations were initiated by the app based on a participant’s adherence and progress. For example, if a relaxation exercise was done <3 times within 4 days of its introduction, a conversation would start to address the participant’s adherence. Additionally, the app started conversations based on a participant’s progress; for example, after the participant had filled out the sleep diary for a week, the app calculated and showed weekly sleep efficiency averages in an evaluation conversation. A detailed description of the underlying design principles can be found in Beun et al [34].

CBT-I Exercises

Sleep Diary

The sleep diary was a visual translation of the core Consensus Sleep Diary [35] consisting of 4 screens asking participants to fill in their bedtimes and wake times, and their subjective sleep quality. The sleep diary could only be filled out for the previous night. Connected to the sleep diary was the sleep overview, which gave a visual summary of the participant’s sleep.
Relaxation Exercise

Relaxation exercises have a long history for treating insomnia. Based on the idea that hyperarousal is a main determinant of insomnia, relaxation exercises are the designated treatment [36]. The relaxation exercise was a progressive muscle relaxation exercise of varying durations, ranging from 1 to 16 minutes. The participants could choose the length of the exercise themselves before starting the exercise. By being offered short exercises, participants were able to gradually develop the habit of relaxing. The participants were guided by a voice track, which told them which muscles to contract and when to relax. The app advised participants to do the relaxation exercise once a day, although participants could do the exercises as often as they wanted [37].

Modified Sleep Restriction

Sleep restriction is seen as the most effective exercise [23,24], and therefore was the main focus of the app. After a week, the app introduced the modified sleep restriction exercise, on condition that participants had filled ≥6 sleep diaries and had an average sleep efficiency of <85%. We developed an algorithm to calculate the ideal and maximum time in bed for that specific participant based on the average sleep times of the previous week (FGB, unpublished data, 2016). The algorithm used rules such as (1) the ideal time in bed is equal to the average time in bed, (2) the maximum time in bed is always at least 1 hour less than the average time in bed, (3) the advised time in bed is never <5 hours [38], and (4) the advised time in bed lies between average total sleep time and average time in bed. Participants had the opportunity to negotiate their sleep time. The app first suggested that the participant abide by the ideal time in bed. The participant was then given the option to accept that time in bed, to negotiate longer time in bed up to the calculated maximum time in bed, or to refrain from sleep restriction completely. Participants were allowed to negotiate about and refrain from the sleep restriction exercise in order to enhance self-empowerment, set realistic goals, and thereby increase adherence. Every week the app evaluated the adherence and effect of the sleep restriction exercise. When participants’ sleep efficiency was >85%, they were allowed 15 minutes extra in bed. When a participant’s average sleep efficiency was <85%, the app suggested that the participant abide by the ideal time in bed. The participant was then given the option to accept that time in bed, to negotiate longer time in bed up to the calculated maximum time in bed, or to refrain from sleep restriction completely.

Sleep Hygiene and Education

Sleep hygiene and education consist of lifestyle recommendations and knowledge about sleep. As a single-component intervention, it lacks efficacy [13]. However, it lays the foundation for CBT-I, since it increases participants’ knowledge about sleep and the factors influencing sleep. By increasing understanding, sleep hygiene and education increase the efficacy of the other CBT-I exercises, and are therefore included in many multicomponent interventions [36]. Sleep hygiene and education information was presented on different screens as tips and facts in text format. The tips were divided into 3 categories: (1) food and drink, (2) bedroom, and (3) behavior. “Use your bedroom only for sleeping, not for working” was an example of a bedroom tip. The sleep facts were categorized into 8 groups: (1) sleep cycles, (2) amount of sleep, (3) age, (4) animals, (5) disorders, (6) causes, (7) sleep medicine, and (8) fun facts. An example of a fact about age is “The amount of sleep a person needs is age dependent.”

Persuasive Strategies

We implemented various kinds of persuasive strategies to support the participants’ adherence. First, the app sent notifications for both the exercises and the conversations. So, for a scheduled exercise such as filling in the sleep diary, the app sent the participants a notification. For unfinished conversations, additional reminders were sent every day at noon. Second, the app provided room for negotiation about the sleep restriction assignment as described earlier. Furthermore, the app was designed to be easy to use and attractive, to improve adherence [31,39].

Measurements

Questionnaire Measures

Primary Measure

We measured the severity of insomnia with a Dutch translation of the widely used ISI. This is a 7-item questionnaire with scores ranging from 0 (no insomnia) to 28 (severe insomnia). A cutoff score of 7 determined relatively mild insomnia [26]. We set the cutoff score at this level instead of the clinically more relevant cutoff score of 10 [40] because the goal of this study was to demonstrate the feasibility of the app in a sample of patients with at least subclinical levels of insomnia.

Secondary Measures

The Pittsburgh Sleep Quality Index (PSQI) is a self-rating scale that measures sleep disturbances over a 1-month period [41]. The PSQI consists of 19 items with scores from 0 to 3 evaluating 7 subdomains. The scores of these subdomains are summed to calculate a global score ranging from 0 to 21. A global score >5 indicates severe impairment in at least two domains, or moderate impairment in at least three domains.

We measured dysfunctional beliefs with the Dutch translation of the brief Dysfunctional Beliefs and Attitudes about Sleep (DBAS-16) scale [42]. The DBAS-16 consists of 16 statements with scores from 0 to 10 to indicate how much people agree with the statement. The average is calculated so that the total score ranges from 0 (no dysfunctional beliefs) to 10 (severe dysfunctional beliefs).

Anxiety symptoms were assessed with the 7 anxiety items of the Dutch version of the Hospital Anxiety and Depression Scale (HADS) [43,44]. The summed score ranges from 0 (no symptoms of anxiety) to 21 (severe symptoms of anxiety).

Depressive symptoms were measured using a Dutch translation of the CES-D scale. The CES-D consists of 20 items with scores ranging from 0 to 3, which are summed, with higher scores indicating more depressive symptoms [28,29].
Diary Measures

We used an online Dutch translated version of the consensus sleep diary [35]. Participants filled out the sleep diary for 7 days. In the diary they recorded the time they went to bed, the time they tried to go to sleep, their time of final awakening, their time out of bed, sleep onset latency, wake after sleep onset, terminal wakefulness, number of awakenings, sleep quality (1 = “very bad” to 10 = “very good”), and use of sleep medication. From these variables, we calculated the time in bed (in bed=final arising time–time of going to bed), sleep time (total sleep time=time in bed–sleep onset latency–wake after sleep onset–terminal wakefulness), and sleep efficiency (sleep efficiency=[total sleep time/time in bed]×100). Sleep efficiency was the second primary measure in this trial.

Process Measures

We measured motivation to use the app with the Situational Motivation Scale [45] and acceptance of the app with the unified theory of acceptance and use of technology [46]. The focus of this paper is on the outcome measures, so we do not include the results of the process measures.

Procedure

Participants gave online informed consent and filled out the questionnaire addressing the inclusion and exclusion criteria, demographic information, and the outcome measures. The participants who met the study criteria received a link to an online sleep diary by email for 7 successive days. Emails for the diary were sent at 6.00 AM, and a reminder email was sent at 10.00 AM. We excluded participants who reported an average total sleep time of <5 hours and then randomly assigned the others to either the app or the waitlist condition. Randomization was carried out by a third party who was not part of this study. They used an online tool [47] to generate blocks of 20 participants. The list of the randomization sequence was kept in a locked office cupboard by the third party. After participants were assigned to a condition, participants and the principal investigator (CH) were no longer blinded to the condition allocation.

Then, 3 weeks after starting with the app or the waitlist condition, all participants received an interim measurement consisting of the ISI and DBAS-16, supplemented with questions regarding motivation (Situational Motivation Scale) and app acceptance for the app group. These interim measures are not reported in this paper. Both groups received a postintervention questionnaire, 7 weeks after random assignment, consisting of all the outcome measures (ISI, PSQI, DBAS-16, CES-D, and HADS) and a 7-day diary. In addition, participants in the app group received questions regarding the effect and utility of the app, which are not reported in this paper. After completing the diary, participants in the waitlist condition received the app. Participants in the app condition additionally received a 3-month follow-up questionnaire and diary.

The study was approved by the internal Ethical Review Board of the University of Amsterdam, and was registered with the Netherlands Trial Register (NTR5560).

Statistical Analysis

Required Statistical Power

To our knowledge, this study is the first large-scale randomized controlled trial to study an app to treat chronic insomnia, so expected effects were unknown. Earlier research about Web-based CBT-I found a Cohen $d>.10$ [48,49]. We were uncertain whether these large effects could also be obtained by an app, so we anticipated an average effect. A power calculation for a mixed analysis of variance design (effect: $f^2=0.15$, power 80%, alpha=.05) indicated that a total of 90 participants were needed to detect a potential difference between the 2 conditions. As a meta-analysis showed that on average 50% of people adhere to technology-mediated insomnia treatment [50], the goal was set to include 180 participants.

Analyses

We tested the effects of the intervention using multilevel analyses, which allows for the inclusion of participants with 1 measurement and therefore is appropriate for intention-to-treat analyses [51]. Models were built in R version 3.1.3 (The R Foundation) to explore within-group (time), between-group (condition: app vs waitlist), and interaction (time × condition) effects. Model 0 is the basic model and includes only the participants as a random intercept. Model 1 adds the fixed factor time to model 0. Model 2 was built on model 1 and adds the condition as a fixed effect. Finally, model 3 adds the interaction effect between time and condition. Models 4 and 5 concern the premeasurement and follow-up data. Model 4 is the null model that includes only the participants as a random intercept. In model 5 time is added. Since there were no follow-up measurements for the waitlist, condition is not included. Dropout analyses for the postmeasurements showed that age, sleep quality, and terminal wakefulness were associated with nonresponse in the app condition. In the waitlist condition, number of awakenings was related to nonresponse. Dropout analyses for the follow-up measurements showed that terminal wakefulness was associated with nonresponse. Therefore, they were added as covariates in all models in the multilevel regression analyses [51]. We calculated chi-squares for the various models to compare the ability of the models to fit the data. Furthermore, we calculated $R^2$ values to indicate the level of variance explained by the level-1 variables [52]. $R^2$ values of .10 indicate a small effect, $R^2=.30$ indicates a medium effect, and $R^2=.50$ indicates a large effect [53].

To enhance comparability with other studies, we calculated between-group Cohen $d$ values. Table 1 shows the means and effect sizes based on an imputed dataset. First, we used multiple imputation in IBM SPSS version 22 (IBM Corporation) to insert missing cases [54]. Data from 41-44 participants (27.2%-29.1%) were missing for the outcome questionnaires. Diaries were missing from 76 of the 151 participants (50.3%). The follow-up measurements were not imputed due to a large amount of missing data. For imputation, we used the pre- and post-measures of the ISI, PSQI, DBAS-16, CES-D, HADS, sleep quality, sleep onset latency, wake after sleep onset, number of awakenings, time in bed, terminal wakefulness, total sleep time, and sleep efficiency, next to sex and age. With a predictive mean matching
procedure, 10 separate datasets were generated. The values in Table 1 are based on these imputed datasets. Second, we calculated Cohen $d$ values by dividing the difference in change scores by the pooled standard deviation of that change score ($d=\frac{\text{mean}_{\text{change score waitlist}}-\text{mean}_{\text{change score app}}}{\text{SD}_{\text{pooled}}}$), whereby $\text{mean}_{\text{change score}}=\text{mean}_{\text{pre}}-\text{mean}_{\text{post}}$. We calculated within-group Cohen $d$ values using the pre- and post scores per condition and the pooled standard deviation ($d=\frac{\text{mean}_{\text{pre}}-\text{mean}_{\text{post}}}{\text{SD}_{\text{pooled}}}$). Additionally, we calculated within-group Cohen $d$ values with the pre- and follow-up scores per condition and the pooled standard deviation ($d=\frac{\text{mean}_{\text{pre}}-\text{mean}_{\text{follow-up}}}{\text{SD}_{\text{pooled}}}$) (Table 2). A Cohen $d$ of 0.20 indicates a small effect, 0.50 a moderate effect, and 0.80 a large effect [53].
Table 1. Observed baseline and imputed posttest means and effect sizes.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Group</th>
<th>Score, mean (SD)</th>
<th>Cohen d</th>
<th>95% CI (change scores)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Baseline</td>
<td>Posttest</td>
<td>Within group</td>
</tr>
<tr>
<td>Questionnaire</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ISI(^a)</td>
<td>WL(^b)</td>
<td>16.4 (3.3)</td>
<td>13.2 (4.5)</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>App</td>
<td>16.4 (3.1)</td>
<td>9.9 (4.9)</td>
<td>1.33</td>
</tr>
<tr>
<td>DBAS-16(^d)</td>
<td>WL</td>
<td>5.2 (1.3)</td>
<td>4.8 (1.6)</td>
<td>0.24</td>
</tr>
<tr>
<td></td>
<td>App</td>
<td>5.3 (1.3)</td>
<td>4.7 (1.4)</td>
<td>0.41</td>
</tr>
<tr>
<td>CES-D(^e)</td>
<td>WL</td>
<td>15.0 (5.8)</td>
<td>15.5 (9.5)</td>
<td>−0.06</td>
</tr>
<tr>
<td></td>
<td>App</td>
<td>16.5 (6.0)</td>
<td>11.0 (5.6)</td>
<td>0.98</td>
</tr>
<tr>
<td>HADS(^f)</td>
<td>WL</td>
<td>5.6 (3.1)</td>
<td>6.2 (3.8)</td>
<td>−0.15</td>
</tr>
<tr>
<td></td>
<td>App</td>
<td>6.1 (3.0)</td>
<td>4.1 (2.5)</td>
<td>0.81</td>
</tr>
<tr>
<td>PSQI(^g)</td>
<td>WL</td>
<td>10.6 (2.8)</td>
<td>9.7 (2.9)</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>App</td>
<td>11.0 (2.8)</td>
<td>7.4 (3.3)</td>
<td>1.09</td>
</tr>
<tr>
<td>Diary</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sleep efficiency</td>
<td>WL</td>
<td>77.0 (8.2)</td>
<td>78.3 (7.6)</td>
<td>−0.16</td>
</tr>
<tr>
<td></td>
<td>App</td>
<td>77.6 (7.3)</td>
<td>84.8 (5.3)</td>
<td>−1.37</td>
</tr>
<tr>
<td>Time in bed</td>
<td>WL</td>
<td>500 (46)</td>
<td>513 (34)</td>
<td>−0.32</td>
</tr>
<tr>
<td></td>
<td>App</td>
<td>506 (44)</td>
<td>495 (31)</td>
<td>0.36</td>
</tr>
<tr>
<td>Total sleep time</td>
<td>WL</td>
<td>386 (49)</td>
<td>401 (47)</td>
<td>−0.32</td>
</tr>
<tr>
<td></td>
<td>App</td>
<td>393 (52)</td>
<td>421 (37)</td>
<td>−0.74</td>
</tr>
<tr>
<td>Sleep onset</td>
<td>WL</td>
<td>31 (21)</td>
<td>30 (19)</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>App</td>
<td>33 (20)</td>
<td>20 (12)</td>
<td>1.01</td>
</tr>
<tr>
<td>Wake after sleep onset</td>
<td>WL</td>
<td>44 (30)</td>
<td>44 (25)</td>
<td>−0.02</td>
</tr>
<tr>
<td></td>
<td>App</td>
<td>45 (32)</td>
<td>24 (11)</td>
<td>1.79</td>
</tr>
<tr>
<td>Terminal wakefulness</td>
<td>WL</td>
<td>37 (20)</td>
<td>37 (15)</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>App</td>
<td>35 (22)</td>
<td>29 (13)</td>
<td>0.52</td>
</tr>
<tr>
<td>Number of awakenings</td>
<td>WL</td>
<td>2.22 (1.14)</td>
<td>2.14 (1.08)</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>App</td>
<td>1.94 (0.99)</td>
<td>1.46 (1.14)</td>
<td>0.42</td>
</tr>
<tr>
<td>Sleep quality</td>
<td>WL</td>
<td>2.93 (0.52)</td>
<td>3.10 (0.55)</td>
<td>−0.33</td>
</tr>
<tr>
<td></td>
<td>App</td>
<td>2.97 (0.41)</td>
<td>3.33 (0.54)</td>
<td>−0.67</td>
</tr>
</tbody>
</table>

\(^a\)ISI: Insomnia Severity Index.
\(^b\)WL: waitlist condition.
\(^c\)The confidence interval does not contain zero, meaning the effect apparently exists.
\(^d\)DBAS-16: brief Dysfunctional Beliefs and Attitudes about Sleep.
\(^e\)CES-D: Centre for Epidemiological Studies Depression.
\(^f\)HADS: Hospital Anxiety and Depression Scale.
\(^g\)PSQI: Pittsburgh Sleep Quality Index.
Table 2. Completers sample: baseline, posttest, and follow-up mean scores for the app condition and within-group effect sizes for the baseline (pre) to follow-up measurements.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Baseline score mean (SD)</th>
<th>Posttest score mean (SD)</th>
<th>Follow-up score mean (SD)</th>
<th>Cohen d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Questionnaire</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ISI&lt;sup&gt;a&lt;/sup&gt;</td>
<td>16.4 (3.1)</td>
<td>9.8 (4.8)</td>
<td>10.0 (5.3)</td>
<td>1.20</td>
</tr>
<tr>
<td>DBAS-16&lt;sup&gt;b&lt;/sup&gt;</td>
<td>5.3 (1.3)</td>
<td>4.7 (1.4)</td>
<td>4.3 (1.8)</td>
<td>0.58</td>
</tr>
<tr>
<td>CES-D&lt;sup&gt;c&lt;/sup&gt;</td>
<td>16.5 (6.0)</td>
<td>10.3 (5.3)</td>
<td>11.0 (7.2)</td>
<td>0.75</td>
</tr>
<tr>
<td>HADS&lt;sup&gt;d&lt;/sup&gt;</td>
<td>6.1 (3.0)</td>
<td>4.0 (2.4)</td>
<td>4.3 (2.8)</td>
<td>0.67</td>
</tr>
<tr>
<td>PSQI&lt;sup&gt;e&lt;/sup&gt;</td>
<td>11.0 (2.8)</td>
<td>7.6 (3.1)</td>
<td>9.1 (3.6)</td>
<td>0.53</td>
</tr>
<tr>
<td>Diary</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sleep efficiency</td>
<td>77.6 (7.3)</td>
<td>83.8 (8.3)</td>
<td>83.8 (10.9)</td>
<td>−0.57</td>
</tr>
<tr>
<td>Time in bed</td>
<td>506 (44)</td>
<td>496 (50)</td>
<td>483 (39)</td>
<td>0.57</td>
</tr>
<tr>
<td>Total sleep time</td>
<td>393 (52)</td>
<td>417 (62)</td>
<td>403 (57)</td>
<td>−0.17</td>
</tr>
<tr>
<td>Sleep onset</td>
<td>33 (20)</td>
<td>22 (14)</td>
<td>21 (15)</td>
<td>0.80</td>
</tr>
<tr>
<td>Wake after sleep onset</td>
<td>45 (32)</td>
<td>27 (21)</td>
<td>25 (24)</td>
<td>0.84</td>
</tr>
<tr>
<td>Terminal wakefulness</td>
<td>35 (22)</td>
<td>31 (22)</td>
<td>35 (36)</td>
<td>0.13</td>
</tr>
<tr>
<td>Number of awakenings</td>
<td>1.94 (0.99)</td>
<td>1.58 (1.10)</td>
<td>1.75 (1.44)</td>
<td>0.01</td>
</tr>
<tr>
<td>Sleep quality</td>
<td>2.97 (0.41)</td>
<td>3.38 (0.51)</td>
<td>3.41 (0.60)</td>
<td>−0.74</td>
</tr>
</tbody>
</table>

<sup>a</sup>ISI: Insomnia Severity Index.
<sup>b</sup>DBAS-16: brief Dysfunctional Beliefs and Attitudes about Sleep.
<sup>c</sup>CES-D: Centre for Epidemiological Studies Depression.
<sup>d</sup>HADS: Hospital Anxiety and Depression Scale.
<sup>e</sup>PSQI: Pittsburgh Sleep Quality Index.

Results

Baseline Characteristics of the Sample

We randomly assigned 151 participants to the app (n=74) or a waitlist condition (n=79). Participants had a mean age of 39.66 years (SD 13.44; range 18-80). Of the total 151 participants, 94 were female (62.3%). Table 3 shows demographic information about the participants, as well as the randomization check. At baseline, the groups did not differ significantly on any demographic characteristics (all P values >.05).

Efficacy: Intention-to-Treat Analyses

Table 1 displays the mean scores for all the outcome measures and corresponding Cohen d values for the baseline and postmeasurements. Table 2 displays the mean scores for the follow-up measures. Figure 4 depicts the scores for the main outcome measures ISI and sleep efficiency. Table 4 and Table 5 present the results of the multilevel analyses. Table 4 shows the coefficients for model 3 and their standard errors, and whether the coefficients were significant. Table 5 shows whether there was a significant difference between the models ($\chi^2$) and the level of variance explained ($R^2$). The multilevel analyses showed significant interaction effects between time and condition on the primary outcome measures ISI ($d$=-0.66) and sleep efficiency ($d$=0.71) at posttest. These effects indicate that the app was more effective than the waitlist condition. Furthermore, wake after sleep onset, number of awakenings, PSQI, CES-D, and HADS improved and showed significant interaction effects (Table 4 and Table 5), but sleep onset latency, time in bed, terminal wakefulness, total sleep time, and DBAS-16 showed no significant effects at posttest. At follow-up, improvements on all outcome measures remained significant, except for number of awakenings.
### Table 3. Demographic characteristics of participants in the Sleepcare mobile phone app and waitlist control conditions (n=151).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Group</th>
<th>Statistic</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Waitlist (n=74)</td>
<td>App (n=79)</td>
<td></td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>41 (13.9)</td>
<td>39 (13.0)</td>
<td>(t_{149}=1.02)</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>49 (64)</td>
<td>45 (61)</td>
<td>(\chi^2=0.13)</td>
</tr>
<tr>
<td>Male</td>
<td>28 (36)</td>
<td>29 (39)</td>
<td></td>
</tr>
<tr>
<td>Living together, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>49 (64)</td>
<td>50 (68)</td>
<td>(\chi^2=0.26)</td>
</tr>
<tr>
<td>No</td>
<td>28 (36)</td>
<td>24 (32)</td>
<td></td>
</tr>
<tr>
<td>Employed, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>56 (73)</td>
<td>58 (78)</td>
<td>(\chi^2=0.65)</td>
</tr>
<tr>
<td>No</td>
<td>21 (27)</td>
<td>16 (22)</td>
<td></td>
</tr>
<tr>
<td>Educational level, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lower general secondary education</td>
<td>7 (9)</td>
<td>4 (5)</td>
<td>(\chi^2=1.10)</td>
</tr>
<tr>
<td>Higher general secondary education</td>
<td>10 (13)</td>
<td>9 (12)</td>
<td></td>
</tr>
<tr>
<td>Community college</td>
<td>11 (14)</td>
<td>9 (12)</td>
<td></td>
</tr>
<tr>
<td>University</td>
<td>49 (64)</td>
<td>52 (70)</td>
<td></td>
</tr>
<tr>
<td>Duration of insomnia in years, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1</td>
<td>8 (10)</td>
<td>9 (12)</td>
<td>(\chi^2=5.40)</td>
</tr>
<tr>
<td>1-5</td>
<td>38 (49)</td>
<td>27 (36)</td>
<td></td>
</tr>
<tr>
<td>&gt;5-10</td>
<td>10 (13)</td>
<td>13 (18)</td>
<td></td>
</tr>
<tr>
<td>&gt;10</td>
<td>12 (16)</td>
<td>20 (27)</td>
<td></td>
</tr>
<tr>
<td>Unclear answer</td>
<td>9 (12)</td>
<td>5 (7)</td>
<td></td>
</tr>
<tr>
<td>Insomnia due to a physical condition, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>9 (12)</td>
<td>7 (9)</td>
<td>(\chi^2=0.20)</td>
</tr>
<tr>
<td>No</td>
<td>68 (88)</td>
<td>67 (91)</td>
<td></td>
</tr>
<tr>
<td>Used sleep medication, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>3 (4)</td>
<td>8 (11)</td>
<td>(\chi^2=2.67)</td>
</tr>
<tr>
<td>No</td>
<td>74 (96)</td>
<td>66 (89)</td>
<td></td>
</tr>
<tr>
<td>Prescribed sleep medication, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>3 (100)</td>
<td>6 (75)</td>
<td>(\chi^2=0.92)</td>
</tr>
<tr>
<td>No</td>
<td>0 (0)</td>
<td>2 (25)</td>
<td></td>
</tr>
</tbody>
</table>
### Table 4. Multilevel analysis results of the diary and questionnaire variables for model 3: coefficients, standard errors, and $P$ values.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Intercept</th>
<th>Time</th>
<th>Condition</th>
<th>Interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Diary variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Sleep efficiency</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>77.38</td>
<td>1.97</td>
<td>-0.24</td>
<td>5.34</td>
</tr>
<tr>
<td>SE</td>
<td>0.78</td>
<td>0.99</td>
<td>1.11</td>
<td>1.55</td>
</tr>
<tr>
<td>$P$ value</td>
<td>&lt;.001</td>
<td>.05</td>
<td>.83</td>
<td>.001</td>
</tr>
<tr>
<td><strong>Sleep onset latency</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>32.75</td>
<td>-3.59</td>
<td>0.12</td>
<td>-7.86</td>
</tr>
<tr>
<td>SE</td>
<td>2.47</td>
<td>2.63</td>
<td>3.52</td>
<td>4.16</td>
</tr>
<tr>
<td>$P$ value</td>
<td>&lt;.001</td>
<td>.18</td>
<td>.97</td>
<td>.06</td>
</tr>
<tr>
<td><strong>Wake after sleep onset</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>42.87</td>
<td>-3.74</td>
<td>3.17</td>
<td>-22.42</td>
</tr>
<tr>
<td>SE</td>
<td>2.99</td>
<td>3.79</td>
<td>4.27</td>
<td>5.97</td>
</tr>
<tr>
<td>$P$ value</td>
<td>&lt;.001</td>
<td>.33</td>
<td>.46</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Number of awakenings</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>2.20</td>
<td>-0.17</td>
<td>-0.11</td>
<td>-0.48</td>
</tr>
<tr>
<td>SE</td>
<td>0.13</td>
<td>0.14</td>
<td>0.19</td>
<td>0.22</td>
</tr>
<tr>
<td>$P$ value</td>
<td>&lt;.001</td>
<td>.21</td>
<td>.55</td>
<td>.03</td>
</tr>
<tr>
<td><strong>Time in bed</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>499.74</td>
<td>9.75</td>
<td>5.46</td>
<td>-16.07</td>
</tr>
<tr>
<td>SE</td>
<td>5.02</td>
<td>5.22</td>
<td>7.16</td>
<td>8.28</td>
</tr>
<tr>
<td>$P$ value</td>
<td>&lt;.001</td>
<td>.07</td>
<td>.45</td>
<td>.06</td>
</tr>
<tr>
<td><strong>Terminal wakefulness</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>36.93</td>
<td>-0.44</td>
<td>-1.50</td>
<td>-3.23</td>
</tr>
<tr>
<td>SE</td>
<td>2.35</td>
<td>3.24</td>
<td>3.35</td>
<td>5.08</td>
</tr>
<tr>
<td>$P$ value</td>
<td>&lt;.001</td>
<td>.89</td>
<td>.65</td>
<td>.53</td>
</tr>
<tr>
<td><strong>Total sleep time</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>387.6</td>
<td>18.6</td>
<td>2.76</td>
<td>14.9</td>
</tr>
<tr>
<td>SE</td>
<td>5.53</td>
<td>6.18</td>
<td>7.89</td>
<td>9.77</td>
</tr>
<tr>
<td>$P$ value</td>
<td>&lt;.001</td>
<td>.004</td>
<td>.73</td>
<td>.13</td>
</tr>
<tr>
<td><strong>Questionnaire variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Insomnia Severity Index</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>16.26</td>
<td>-3.04</td>
<td>0.20</td>
<td>-3.53</td>
</tr>
<tr>
<td>SE</td>
<td>0.44</td>
<td>0.53</td>
<td>0.63</td>
<td>0.79</td>
</tr>
<tr>
<td>$P$ value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.75</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Pittsburgh Sleep Quality Index</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>10.50</td>
<td>-0.97</td>
<td>0.56</td>
<td>-2.52</td>
</tr>
<tr>
<td>SE</td>
<td>0.33</td>
<td>0.36</td>
<td>0.47</td>
<td>0.54</td>
</tr>
<tr>
<td>$P$ value</td>
<td>&lt;.001</td>
<td>.008</td>
<td>.23</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Dysfunctional Beliefs and Attitudes about Sleep</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>5.17</td>
<td>-0.34</td>
<td>0.18</td>
<td>-0.31</td>
</tr>
<tr>
<td>SE</td>
<td>0.16</td>
<td>0.15</td>
<td>0.22</td>
<td>0.23</td>
</tr>
<tr>
<td>$P$ value</td>
<td>&lt;.001</td>
<td>.03</td>
<td>.41</td>
<td>.18</td>
</tr>
<tr>
<td>Variables</td>
<td>Intercept</td>
<td>Time</td>
<td>Condition</td>
<td>Interaction</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
<td>-----------</td>
<td>------</td>
<td>-----------</td>
<td>-------------</td>
</tr>
<tr>
<td><strong>Centre of Epidemiological Studies Depression scale</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>14.95</td>
<td>0.66</td>
<td>1.54</td>
<td>-6.58</td>
</tr>
<tr>
<td>SE</td>
<td>0.79</td>
<td>0.93</td>
<td>1.12</td>
<td>1.40</td>
</tr>
<tr>
<td>$P$ value</td>
<td>&lt;.001</td>
<td>.48</td>
<td>.17</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Hospital Anxiety and Depression Scale</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>5.69</td>
<td>0.41</td>
<td>0.38</td>
<td>-2.36</td>
</tr>
<tr>
<td>SE</td>
<td>0.35</td>
<td>0.43</td>
<td>0.50</td>
<td>0.65</td>
</tr>
<tr>
<td>$P$ value</td>
<td>&lt;.001</td>
<td>.35</td>
<td>.45</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

*aThe covariates are not reported in this table.*
### Table 5. Multilevel analysis results of the diary and questionnaire variables: model comparisons.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Models</th>
<th>0 vs 1</th>
<th>1 vs 2</th>
<th>2 vs 3</th>
<th>0 vs 3</th>
<th>4 vs 5</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Diary variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sleep efficiency</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>23.23</td>
<td>1.53</td>
<td>11.54</td>
<td>36.30</td>
<td>18.66</td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>.07</td>
<td>.01</td>
<td>.03</td>
<td>.11</td>
<td>.04</td>
<td></td>
</tr>
<tr>
<td>$P$ value</td>
<td>&lt;.001</td>
<td>.22</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Sleep onset latency</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>9.83</td>
<td>0.39</td>
<td>3.57</td>
<td>13.79</td>
<td>12.21</td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>.02</td>
<td>.00</td>
<td>.01</td>
<td>.03</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>$P$ value</td>
<td>&lt;.001</td>
<td>.43</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Wake after sleep onset</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>14.82</td>
<td>0.62</td>
<td>13.29</td>
<td>28.73</td>
<td>11.99</td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>.05</td>
<td>.00</td>
<td>.03</td>
<td>.08</td>
<td>.02</td>
<td></td>
</tr>
<tr>
<td>$P$ value</td>
<td>&lt;.001</td>
<td>.43</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Number of awakenings</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>9.28</td>
<td>1.89</td>
<td>4.63</td>
<td>15.81</td>
<td>3.59</td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>.00</td>
<td>.01</td>
<td>.01</td>
<td>.02</td>
<td>.00</td>
<td></td>
</tr>
<tr>
<td>$P$ value</td>
<td>.002</td>
<td>.17</td>
<td>.03</td>
<td>.001</td>
<td>.06</td>
<td></td>
</tr>
<tr>
<td>Time in bed</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>0.69</td>
<td>0.03</td>
<td>3.82</td>
<td>4.54</td>
<td>5.38</td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>.00</td>
<td>.00</td>
<td>.01</td>
<td>.02</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>$P$ value</td>
<td>.41</td>
<td>.85</td>
<td>.05</td>
<td>.21</td>
<td>.02</td>
<td></td>
</tr>
<tr>
<td>Terminal wakefulness</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>0.41</td>
<td>0.65</td>
<td>0.41</td>
<td>1.46</td>
<td>0.85</td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>.00</td>
<td>.01</td>
<td>.00</td>
<td>.01</td>
<td>.00</td>
<td></td>
</tr>
<tr>
<td>$P$ value</td>
<td>.52</td>
<td>.42</td>
<td>.52</td>
<td>.69</td>
<td>.36</td>
<td></td>
</tr>
<tr>
<td>Total sleep time</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>23.45</td>
<td>0.85</td>
<td>2.35</td>
<td>26.66</td>
<td>4.35</td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>.07</td>
<td>.00</td>
<td>.00</td>
<td>.08</td>
<td>.00</td>
<td></td>
</tr>
<tr>
<td>$P$ value</td>
<td>&lt;.001</td>
<td>.36</td>
<td>.13</td>
<td>&lt;.001</td>
<td>.04</td>
<td></td>
</tr>
<tr>
<td><strong>Questionnaire variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insomnia Severity Index</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>86.00</td>
<td>4.65</td>
<td>19.07</td>
<td>109.73</td>
<td>66.02</td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>.25</td>
<td>.02</td>
<td>.05</td>
<td>.31</td>
<td>.30</td>
<td></td>
</tr>
<tr>
<td>$P$ value</td>
<td>&lt;.001</td>
<td>.03</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Pittsburgh Sleep Quality Index</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>43.05</td>
<td>0.91</td>
<td>20.65</td>
<td>64.61</td>
<td>9.28</td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>.11</td>
<td>.01</td>
<td>.05</td>
<td>.15</td>
<td>.04</td>
<td></td>
</tr>
<tr>
<td>Variables</td>
<td>Models</td>
<td>0 vs 1</td>
<td>1 vs 2</td>
<td>2 vs 3</td>
<td>0 vs 3</td>
<td>4 vs 5</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
<td>----------------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td><strong>P value</strong></td>
<td></td>
<td>&lt;.001</td>
<td>.34</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.002</td>
</tr>
<tr>
<td><strong>Dysfunctional Beliefs and Attitudes about Sleep</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\chi^2$</td>
<td></td>
<td>16.32</td>
<td>0.12</td>
<td>1.86</td>
<td>18.31</td>
<td>11.65</td>
</tr>
<tr>
<td>$R^2$</td>
<td></td>
<td>.02</td>
<td>.00</td>
<td>.00</td>
<td>.02</td>
<td>.05</td>
</tr>
<tr>
<td><strong>P value</strong></td>
<td></td>
<td>&lt;.001</td>
<td>.07</td>
<td>.17</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Centre of Epidemiological Studies Depression scale</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\chi^2$</td>
<td></td>
<td>8.34</td>
<td>0.96</td>
<td>20.67</td>
<td>29.97</td>
<td>18.66</td>
</tr>
<tr>
<td>$R^2$</td>
<td></td>
<td>.02</td>
<td>.01</td>
<td>.05</td>
<td>.08</td>
<td>.08</td>
</tr>
<tr>
<td><strong>P value</strong></td>
<td></td>
<td>.004</td>
<td>.33</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Hospital Anxiety and Depression Scale</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\chi^2$</td>
<td></td>
<td>3.17</td>
<td>1.49</td>
<td>12.75</td>
<td>17.41</td>
<td>10.03</td>
</tr>
<tr>
<td>$R^2$</td>
<td></td>
<td>.01</td>
<td>.01</td>
<td>.04</td>
<td>.06</td>
<td>.03</td>
</tr>
<tr>
<td><strong>P value</strong></td>
<td></td>
<td>.07</td>
<td>.22</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.002</td>
</tr>
</tbody>
</table>

The covariates are not reported in this table.

Among the participants who completed the pre- and posttest, we found a clinically meaningful change on the ISI ($\Delta ISI \geq 8$) [40] between the waitlist and the app conditions. We also observed a significant clinically meaningful change 20 times in the app condition (20/45, 44%) and 7 times in the waitlist condition (7/62, 11%) at the posttest. In the app condition, significantly more people reached a meaningful clinical change ($\chi^2_{1} = 15.19, P < .001$). Before treatment, all participants had an ISI score $> 7$ [26]. Of the participants who completed the posttest, 17 in the app condition (17/45, 38%) and 6 in the waitlist condition (6/62, 10%) had an ISI score $\leq 7$. In the app condition, significantly more participants dropped below the insomnia threshold of ISI $\leq 7$ than in the waitlist condition ($\chi^2_{1} = 12.20, P < .001$). At follow-up, 7 of the 29 participants had an ISI score $\leq 7$ (7/29, 24%).

**Figure 4.** Completers sample: Insomnia Severity Index (ISI) scores and sleep efficiency of the Sleepcare mobile phone app group compared with the waitlist (WL) control group at baseline, posttest, and 3-month follow-up. Error bars represent standard error.
**Treatment Adherence**

We divided treatment adherence into 4 components objectively measured by the app: (1) the number of sleep diaries filled out, (2) the number of relaxation exercises performed, (3) the number of conversations completed, and (4) the deviation between real time in bed and agreed-upon time in bed (Table 6). Only 2 of the 74 participants did not download the app. Furthermore, the adherence data showed different adherence patterns (see Multimedia Appendix 3). Most participants (n=35) filled out >35 diaries, 13 participants filled out <7 diaries, and the other 24 participants filled out between 7 and 35 diaries. This pattern follows a U-shaped curve. For the relaxation exercise, another pattern can be distinguished. More than half of the participants (n=41) performed a maximum of 7 relaxation exercises, of whom 11 participants did not do any relaxation exercises at all; 7 participants did >35 relaxation exercises. For the conversations the opposite was true: most participants (n=47) finished ≥90% of the conversations. Only a few participants (n=4) finished <10% of the conversations. A total of 38 participants started and committed to the sleep restriction exercise, meaning that they came to an agreement with the coach about their time in bed. Participants could stay in bed for longer or for less time than the agreement, and both situations occurred. Of these 38 participants, 32 stayed in bed for longer than agreed on for most of the nights involving sleep restriction. When participants stayed in bed too long it was by 67 minutes on average (SD 45); when they shortened their time in bed it was by 42 minutes on average (SD 29). Of the 38 participants, 26 (68%) were adherent, meaning that their time in bed deviated by an average of <60 minutes from the agreed-upon time in bed.

| Table 6. Treatment adherence among 72 of 74 participants who downloaded the Sleepcare app. |

<table>
<thead>
<tr>
<th>Adherence component</th>
<th>Participants who performed the component, n</th>
<th>Proportion of the component completed, mean (SD)</th>
<th>Range</th>
<th>Participants with adequate dose, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of diaries filled out</td>
<td>72</td>
<td>29.1 (16.4) times/49 (59%)</td>
<td>0-48 times</td>
<td>35/72 (49%)</td>
</tr>
<tr>
<td>Number of relaxation exercises performed</td>
<td>72</td>
<td>10.8 (12.0) times/49 (22%)</td>
<td>0-45 times</td>
<td>7/72 (10%)</td>
</tr>
<tr>
<td>Number of completed conversations in the training</td>
<td>72</td>
<td>83% (27%)</td>
<td>0%-100%</td>
<td>47/72 (65)</td>
</tr>
<tr>
<td>Deviation from sleep restriction in minutes</td>
<td>38</td>
<td>59.2 (46.4) minutes</td>
<td>9-285 minutes</td>
<td>26/38 (68)</td>
</tr>
</tbody>
</table>

*a Adequate dose: diaries >35, relaxation exercises >35, deviation from sleep restriction <60 minutes, conversations >90%.

**Discussion**

In this large-scale randomized controlled trial, we investigated the efficacy of CBT-I delivered via a mobile phone app. The results show that the app had moderate significant effects than in a waitlist on the primary measures of insomnia severity (d=0.66, 95% CI −0.99 to −0.33) and sleep efficiency (d=0.71, 95% CI 0.37-1.04). The following secondary measures also improved compared with the waitlist: wake after sleep onset, number of awakenings, PSQI, depression, and anxiety. Other measures, such as time in bed, total sleep time, and dysfunctional beliefs about sleep did not show significant improvements, which could be explained by the exercises included in the treatment. The focus on modified sleep restriction in the app could explain the lack of improvement in time in bed and total sleep time, since sleep restriction aims at increasing sleep efficiency, starting by decreasing time in bed and thereby also influencing total sleep time. In addition, the app did not contain a cognitive exercise, which could explain why we found no difference in the dysfunctional beliefs about sleep. Nevertheless, at posttest, 44% of the participants in the app condition had achieved a clinically meaningful change compared with 11% in the waitlist condition. The improvements were largely sustained at the 3-month follow-up. The observed effects on the primary measures are similar to those reported in a recent meta-analysis on sleep efficiency (Hedge g=0.58) and somewhat lower (but in the same range) than those reported for insomnia severity (Hedge g=1.09) [16]. Note that the meta-analysis was performed the opposite was true: most participants (n=47) finished ≥90% of the conversations. Only a few participants (n=4) finished <10% of the conversations. A total of 38 participants started and committed to the sleep restriction exercise, meaning that they came to an agreement with the coach about their time in bed. Participants could stay in bed for longer or for less time than the agreement, and both situations occurred. Of these 38 participants, 32 stayed in bed for longer than agreed on for most of the nights involving sleep restriction. When participants stayed in bed too long it was by 67 minutes on average (SD 45); when they shortened their time in bed it was by 42 minutes on average (SD 29). Of the 38 participants, 26 (68%) were adherent, meaning that their time in bed deviated by an average of <60 minutes from the agreed-upon time in bed.

Zachariae and colleagues [16] found in their meta-analysis that 58.7% to 100% of the participants in the CCBT-I conditions completed postintervention assessments, with an average of 75.3%. In our study, 61% of the participants in the app condition completed postintervention assessment questionnaires, while 81% of the participants in the waitlist condition did so. This difference can probably be explained by the fact that the participants in the waitlist received the app only after they had filled out the postintervention assessment. However, the number of participants filling out assessments may not necessarily correspond to the number of participants who complete interventions. Therefore, we also report treatment adherence increases efficacy [55]. However, the effect sizes in our study were achieved without any form of human support.

Regarding automated support, this study most closely resembles the trials by Espie and colleagues [48] and Ritterband and colleagues [56], which both offered automated Web-based CBT-I. These Web-based treatments packaged the full scope of CBT-I and demonstrated large effects. Espie and colleagues found a Cohen d of 0.95 for sleep efficiency. Ritterband and colleagues found a Cohen d of 1.26 for insomnia severity and 0.68 for sleep efficiency. Again, the observed effect sizes in our study were more or less in the same range as these published results, and our effects were achieved without including the full CBT-I package (eg, we did not include cognitive therapy and stimulus control). The app concentrated on sleep restriction, and as a result the effects for sleep efficiency are more pronounced than those for insomnia severity. The focus on sleep restriction may also explain the absence of an effect on total sleep time.
numbers and adequate doses. Previously, Espie and colleagues [48] found that 88% of their participants received an adequate dose (≥4 sessions). Lancee and colleagues [55] found that 83% received an adequate dose of the modules in the support condition, and 60% in the no-support condition. In our trial, adherence was measured for the different components, with adherence rates ranging from 10% to 68%. Apart from the relaxation exercise adherence (where only 10% of the participants received an adequate dose), the other adherence rates are comparable with the 60% found by Lancee and colleagues [55] in their no-support condition.

In general, there exists a positive relationship between treatment adherence and treatment outcome [50]. This relationship suggests that this trial could have been more successful if relaxation adherence rates would have been higher, for example. Relaxation exercises have been noted as an effective treatment as part of multicomponent treatment [36]. Therefore, it is likely that higher adherence rates to the relaxation exercise would have improved the overall efficacy of the app. However, relaxation exercises as stand-alone treatment were inferior to other CBT-I exercises, such as stimulus control and sleep restriction [12]. So, as in all multicomponent treatments, it remains unclear how adherence to specific components affected the overall efficacy of the app. In this trial, overall adherence rates were adequate, but there was also a considerable number of people who did not start the modified sleep restriction exercise at all. Beforehand, we decided that it was better to keep people in no or a suboptimal sleep restricting schedule rather than letting them drop out of the treatment altogether. A possible risk of suboptimal treatments could be that people may not seek further help after a less-successful treatment. However, this is a general health care risk, which is not typical for eHealth or self-help interventions. Nevertheless, the optimal tradeoff between individual autonomy and strictness in mobile phone app regimens has yet to be determined in future studies.

Limitations and Future Work

This study has a number of limitations that should be considered in relation to the findings. Since the goal of the study was to demonstrate the efficacy of the app first in a group with insomnia disorder but without too much sleep impairment, we used an ISI score of >7, meaning that we excluded people who slept <5 hours as measured by a sleep diary. This exclusion criterion may have led to a floor effect and the inclusion of participants with relatively little room for improvement. Although it is hard to compare studies because of different inclusion criteria, it seems that Espie and colleagues [48] only included participants with more severe insomnia (baseline sleep efficiency of 55%–65%). It may be possible to achieve larger effects in samples with higher levels of symptoms. However, it remains the case that the efficacy of our mobile phone app has not yet been demonstrated in a sample with severe insomnia. Because this was one of the first times a stand-alone app has been used to deliver CBT-I, we also excluded participants with comorbidities such as depression. This and the issues mentioned above limit the generalizability of our results, especially given the high comorbidity of depression and insomnia. Now that the app has proven its efficacy in a relatively mildly affected sample, future research could expand the inclusion criteria (eg, severe insomnia, depression) to study the efficacy of a CBT-I app in a more severely affected population.

A methodological limitation was that no other Web-based or face-to-face treatment group was included. Several other studies have already demonstrated the efficacy of CCBT-I and CBT-I programs. However, a similar Web-based condition could provide insight into the added value of a mobile app. Another related limitation is that there was no placebo control group. It may very well be that nonspecific factors played a role in the treatment effects of the app. Other methodological limitations were that this study used self-report measures, and polysomnography would be needed to confirm the objective changes in sleep. Furthermore, the participants in this study were a self-selected sample and may have been an unusual group of people who were interested in solving their sleep difficulties with self-help. A high percentage of the sample consisted of university-educated participants, who represent only a part of society.

Another limitation was the app focused on sleep restriction and relaxation. Future work should include more of the other CBT-I components, such as cognitive exercises, and evaluate those. Mobile phone apps provide us with the unique opportunity to study the separate components of CBT-I in a controlled way. Future research could focus on studying the separate components, so that more insight can be gained into the individual efficacy of these CBT-I components. In addition, future research should compare the efficacy of the classical sleep restriction versus the modified sleep restriction exercise.

Lastly, there were some technical issues during the randomized controlled trial that made it impossible for some participants to continue to the next conversation. The occurrence of this problem was monitored and solved when needed. In these cases, a new conversation was manually planned in the database for a specific participant, and an email with instructions to update the app was sent to that participant.

Conclusion

We are confident that this study has produced insights into the domain of automated e-coaching apps for insomnia. These apps provide an opportunity to investigate separate treatment components while minimizing the influence of nonspecific therapist factors such as therapeutic alliance. Keeping the limitations in mind, this study demonstrated the efficacy of a mobile phone app in the treatment of insomnia. These effects were clinically meaningful and in the range of what is found for Web-based treatment in general. This supports the applicability of these kinds of technical tools in the treatment of insomnia. Through these apps, many more people can be offered effective insomnia treatment with probable reduced costs. We are confident that mobile phone apps will prove to be useful in the realm of prevention treatments; it remains to be determined how they should best be offered: in a stand-alone format for (prevention) treatment, or within a blended care framework where the sleep specialist uses an app to improve and accelerate insomnia treatment.
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Abstract

Background: People with chronic obstructive pulmonary disease (PwCOPD) often experience breathlessness and fatigue, making physical activity challenging. Although many persuasive technologies (such as mobile phone apps) have been designed to support physical activity among members of the general population, current technologies aimed at PwCOPD are underdeveloped and only use a limited range of persuasive technology design principles.

Objective: The aim of this study was to explore how acceptable different persuasive technology design principles were considered to be in supporting and encouraging physical activity among PwCOPD.

Methods: Three prototypes for mobile apps using different persuasive technology design principles as defined by the persuasive systems design (PSD) model—namely, dialogue support, primary task support, and social support—were developed. Opinions of these prototypes were explored through 28 interviews with PwCOPD, carers, and the health care professionals (HCPs) involved in their care and questionnaires completed by 87 PwCOPD. Participants also ranked how likely individual techniques (e.g., competition) would be to convince them to use a technology designed to support physical activity. Data were analyzed using framework analysis, Friedman tests, and Wilcoxon signed rank tests and a convergent mixed methods design was used to integrate findings.

Results: The prototypes for mobile apps were received positively by participants. The prototype that used a dialogue support approach was identified as the most likely to be used or recommended by those interviewed, and was perceived as more persuasive than both of the other prototypes (Z=−3.06, P=.002; Z=−5.50, P<.001) by those who completed the questionnaire. PwCOPD identified dialogue support and primary task support techniques as more likely to convince them to use a technology than social support techniques (Z=−5.00, P<.001; Z=−4.92, P<.001, respectively). Opinions of social support techniques such as competition and collaboration were divided.

Conclusions: Dialogue support and primary task support approaches are considered to be both acceptable and likely to be persuasive by PwCOPD, carers, and HCPs. In the future, these approaches should be considered when designing apps to encourage physical activity by PwCOPD.
persuasive technology; chronic obstructive pulmonary disease; physical activity; walking; mHealth; mobile apps

Introduction

The term “persuasive technology” describes “any interactive computing system designed to change people’s attitudes and behaviors” (p.1; [1]). There are estimated to be over 40,000 mobile phone apps that aim to persuade users to change health behaviors such as physical activity, diet, and smoking [2]. However, despite a rising number of publications in the area [3], content analysis of existing apps reveal that they currently make little use of theories on behavior change or persuasive technology and include little evidence-based content [4-8]. As a consequence, there have been multiple calls for people to make better use of theory and evidence when designing apps intended to promote behavior change [9-11].

The persuasive systems design (PSD) model was developed to provide a framework for the design and evaluation of persuasive technologies [12]. Expanding on Fogg’s (2003) conceptualization of persuasive technology [1], Oinas-Kukkonen and Harjumaa (2009) identified 28 techniques that can be used to design persuasive systems. These are organized into four persuasive design principles, or approaches, to persuasion: (1) techniques that help the user to carry out the target behavior (termed primary task support), (2) techniques that motivate the user through feedback and interaction with the technology (termed dialogue support), (3) techniques that leverage social influence (termed social support), and finally, (4) techniques that make the system appear credible to the user (termed credibility support) [12]. Table 1 provides examples of techniques associated with each of these design principles. Initial evidence suggests that including dialogue support techniques in technology-based interventions may increase adherence [13], the extent to which the intervention is perceived to be persuasive and, through increasing people’s motivation to use the intervention, effect actual use of the persuasive system [14]. Despite this evidence, however, theoretical approaches to designing the interactive elements of persuasive technologies remain underused [13,15].

Table 1. Examples of persuasive technology techniques by design principle [12].

<table>
<thead>
<tr>
<th>Design principle</th>
<th>Example persuasive technology technique</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary task support</td>
<td>Reduction</td>
<td>A system that reduces complex behavior into simple tasks helps users perform the target behavior, and may increase the cost-benefit ratio of a behavior.</td>
</tr>
<tr>
<td>Dialogue support</td>
<td>Social role</td>
<td>If a system adopts a social role, users will be more likely to use it for persuasive purposes.</td>
</tr>
<tr>
<td>Social support</td>
<td>Competition</td>
<td>A system can motivate users to adopt a target attitude or behavior by leveraging human beings’ natural drive to compete.</td>
</tr>
<tr>
<td>Credibility support</td>
<td>Trustworthiness</td>
<td>A system that is viewed as trustworthy will have increased powers of persuasion</td>
</tr>
</tbody>
</table>

Increasing Physical Activity in PwCOPD

Chronic obstructive pulmonary disease (COPD) is an umbrella term for a number of lung diseases such as chronic emphysema and chronic bronchitis. In 2013, COPD was the third most common cause of death in the United States [16], and the World Health Organization estimates that by 2030 it may become the third most common cause of death worldwide [17]. On average, each year, treating COPD typically costs the US health care system US $30 billion and the UK National Health Service (NHS) around £800 million [16-18]. PwCOPD experience symptoms such as breathlessness on exertion, muscle weakness, increased sputum production, and a chronic cough. In the short-term, these symptoms can reduce people’s ability to complete daily activities and reduce quality of life [19] and, in the long-term, these symptoms can lead to hospitalization and respiratory failure [20]. PwCOPD can enter a negative cycle as their symptoms make it harder to remain active, and the less active they are, the worse their symptoms become [21,22]. Indeed, evidence suggests that physical inactivity is associated with higher numbers of hospital admissions, exacerbations, and mortality in PwCOPD [23-25]. Currently, it is recommended that stable COPD is managed with a combination of medications and pulmonary rehabilitation (PR) [26,27]. PR has been shown to increase people’s capacity for exercise and their health-related quality of life [28]. However, studies have suggested that completing a course of PR does not necessarily increase levels of physical activity [29,30]. This finding suggests that although structured rehabilitation can increase the ability to perform physical activity, additional support may be needed to integrate physical activity into everyday life. Walking is a low-intensity, free physical activity that does not require specialist equipment or tuition. Regular walking after PR has been associated with higher quality of life and health-related quality of life [31], and increases in distance walked daily and daily step count have been found to predict fewer acute exacerbations in people with COPD [32,33]. Encouraging daily walking could therefore be an effective way to help increase physical activity in everyday life.

Using Technology to Support Physical Activity in PwCOPD

Previous research on how technology can be used to support physical activity in PwCOPD has explored how both Internet and mobile phone-based technologies can encourage and support physical activity among PwCOPD, either alone or in conjunction...
with counseling [34-36]. The findings indicate that
technology-based interventions are usually acceptable to
PwCOPD and, although the studies thus far are mostly feasibility
and pilot studies, early findings suggest that technology-based
interventions have the potential to increase levels of physical
activity in this population [36,37]. Indeed, to date, randomized
trials have shown improvements in physical activity up to 3
months [38] and daily step count up to 4 months [39]. However,
it should be noted that, in the latter study, engagement with the
intervention had decreased by 12 months, and daily step count
was not significantly different from baseline at this point [39].
An additional problem (which may contribute to the limited
efficacy) is that, to date, interventions have tended to rely on a
relatively small pool of techniques for promoting changes in
behavior, namely, self-monitoring, providing feedback,
motivational suggestions, and goal-setting [34-39]. As a result,
it is not currently known how acceptable a wider range of
persuasive technology techniques would be and what design
principles would be most attractive and persuasive to PwCOPD,
their carers, and the health care professionals (HCPs) involved
in their care.

Aims
This research therefore sought to explore how acceptable and
persuasive technologies following different persuasive design
principles are in increasing physical activity through
encouraging daily walking among people with chronic
obstructive pulmonary disease (PwCOPD). Our aim was to
inform the choice of design principles and specific persuasive
techniques in the design of an app that could be used to
courage physical activity in this population. To achieve this,
we designed three prototype apps and used them to investigate
the following research questions:

RQ1: What are the opinions and preferences of PwCOPD, their
carers, and HCPs involved in their care toward systems using
different persuasive technology approaches?

RQ2: Which individual techniques, or design principles, are
perceived to be most persuasive?

Methods

Design
A convergent mixed methods design was used to assess the
opinions and preferences of PwCOPD, carers, and HCPs toward
persuasive technology [40]. Ethical approval for the study was
granted by the ethics committee at the University of Sheffield
and permission to recruit was granted by both the NHS (for
HCPs) and the British Lung Foundation.

Participant Recruitment
Participants for the interviews were recruited through four
British Lung Foundation Breathe Easy support groups in South
Yorkshire (PwCOPD and carers) and from an NHS service
specializing in care for PwCOPD (HCPs). Following approval
from the moderators of the groups and a manager at the NHS
service, potential participants were given information about the
project. Anyone who was interested then contacted the
researchers to participate. All participants provided informed
consent.

A second sample of PwCOPD was invited to complete a
questionnaire, either through a website or by post. A letter was
sent to 140 Breathe Easy support groups (excluding those in
South Yorkshire), which contained a link for Web-based
completion and a number to call if participants preferred to
receive a paper copy of the questionnaire. In addition, 34
moderators of online support groups for PwCOPD were
contacted and 6 agreed to post a link to the questionnaire on
their websites. All participants provided either written or
electronic consent and no incentives were provided for
participation.

Materials

Prototypes
Three “medium-fidelity” prototypes were created to show how
the screens within each system might look and to describe how
users might navigate through the system. Medium-fidelity
prototypes present the layout and content of each screen as it
would look; not a sketch, as would be expected for a low-fidelity
prototype; however, also they are not interactive, as would be
expected for a high-fidelity prototype [41]. Navigation through
the screens was shown with an arrow indicating which button
should be pressed to move to the next screen. The prototypes
were presented on a screen or the screenshots were presented
on paper. Each prototype focused on a different persuasive
technology design principle as delineated by the PSD model:
dialogue support, primary task support, and social support. It
was decided not to develop a prototype describing credibility
support as the research was being conducted through a
University and this may have inferred some credibility. It would
therefore be difficult to know whether to attribute credibility to
the persuasive technology technique or techniques or the context
of the research. Each prototype used the same behavior change
techniques associated with control theory [42]; namely, prompt
intention formation, prompt specific goal setting, prompt
self-monitoring of behavior, receive feedback, and prompt
review of behavior [42,43]. All prototypes were designed to
monitor a daily walk, in addition, certain persuasive technology
principles were present in all three prototypes such as
self-monitoring, tailoring, and reduction [12]. The prototypes
were further informed by looking at the most popular physical
activity apps available for Android, iPhone, and Windows phone
at the time of development to see how techniques were
operationalized in popular apps designed to promote physical
activity. The look and feel of the prototypes was standardized
as far as possible, with each using the same font, font sizes,
button design, and color scheme.

Prototype 1: Virtual Coach System
This prototype used a dialogue support approach that was
designed to encourage interaction between the user and the
system. In this prototype, the virtual coach represented by a
static picture, used the name of the user (“Joyce”) to personalize
the system and encourage interaction by taking a social role.
The coach led the user through progressive goals. Although
there was the option to change the goals, suggestions were made
by the coach. The user could then choose to receive reminders to complete the activity (see Figure 1). The prototype explained that, while the user is walking, they would have the option to receive audio encouragement from the coach (in the form of recorded messages telling the user how many minutes they have been walking, or when they are halfway to their goal). Feedback would be presented as a graph, accompanied by praise and encouragement from the virtual coach. The prototype also outlined a suggested exercise plan with daily walking goals that increased to reach an overall goal (walking for 30 minutes).

Figure 1. Screenshots from the virtual coach prototype showing the homepage and a reminder.

Prototype 2: Music and Maps System
This prototype used a primary task support approach that was intended to help the user to achieve their daily walking goal. The prototype was based on the format used by many of the existing apps designed to promote physical activity. In this prototype, participants could see that the user could set goals and track their activity using their mobile phone. It was explained that, while walking, the user could choose music to listen to. Following the walk, feedback would be offered on a satellite map, as a summary table, or on a calendar (with activity levels shown for each day). It was further explained that local exercise facilities would be highlighted on the map (see Figure 2).

Figure 2. Screenshots from the music and maps prototype showing the map feedback and playing music.
Prototype 3: Online Community System

This prototype used a social support approach and was based on the idea of building a community of like-minded users to support increases in physical activity (see Figure 3). The prototype described how the app would provide a mechanism for computer-mediated communication between peers, while encouraging interaction through competitions and collaborations.

Figure 3. Screenshots from the online community prototype showing the community space and competition graph.

Interview Guide and Questionnaire

Both the questionnaire and the interview schedule followed the same basic structure. PwCOPD were first asked background questions related to COPD and their current level of physical activity. All participants were asked about their use of technology and whether they had any previous experience with persuasive technology. This was followed by a presentation of each of the three prototypes with an explanation to describe how the user might navigate through the system, following which participants’ opinions were sought before the next prototype was presented. Once participants had expressed their opinions on all three prototypes, their overall opinion of using persuasive technology to support and encourage physical activity within PwCOPD, and preferences for specific prototypes as well as techniques and features within the prototypes, were sought.

The interview was piloted with a person with COPD. As this participant reported no problems in understanding the interview material, and the timing was appropriate, it was decided to include the data from this participant within the main analysis.

The Web-based questionnaire was piloted to ensure that all of the branch questions were working effectively, and that the prototypes were displayed appropriately. A paper version of the questionnaire was piloted with 4 people aged 31-60 years in order to test whether the branch questions were clear, and to establish how long it typically took people to complete the questionnaire. Time taken ranged from 15 to 30 minutes. No problems were reported with the branch questions. However, we did reverse the items identified as negative items in the measures section (so a high score would indicate a more positive response) and correct an error in the information section. As those who piloted the questionnaire did not have COPD, their data were not used in the analysis.

Questionnaire Measures

The questionnaire was divided into four sections:

Section 1 “Questions about you” included questions about demographics (eg, age and gender), how long the participant had been diagnosed with COPD, and the Medical Research Council (MRC) breathlessness scale [44,45] which comprises 5 statements that ask participants to grade their current experience of breathlessness from “Not troubled by breathlessness except on strenuous exercise” (MRC grade 1) to “Too breathless to leave the house or breathless when dressing or undressing” (MRC grade 5).

Section 2, “Questions about physical activity” asked participants to estimate the number of minutes per week that they engaged in light, moderate, and vigorous intensity activity (definitions were provided of each of these, based on the information in [46]).

Section 3, “Questions about technology” was developed for this study and included questions related to computer and mobile phone ownership and use. Participants were also asked if they had “heard of or seen,” “ever used,” “still use,” or “would consider using” “any technology (ie, on the computer, on the Internet, or mobile phone) that is designed to try and help change people’s behaviors, for example, increasing exercise, encouraging healthy eating, or stopping smoking.”

Finally, Section 4 assessed participants’ opinion of each prototype using 8 items, of which 4 items were translated from the perceived persuasiveness measure [14]; that is, participants were asked how much they agreed that each prototype “was
interesting,” “would have an influence on me,” “is personally relevant to me,” and “makes me think about my physical activity.” An additional 4 items were added to assess the extent to which participants expected to enjoy using the technology (“I would not enjoy using this system” [negative item]) and how effective they thought it might be (“I think the system would be useful in increasing my physical activity,” “If I wanted to increased my activity levels, I would not use this system” [negative item], and “this system makes me want to increase my physical activity”). All the items were answered on a 7-point Likert scale from “strongly agree” to “strongly disagree,” and the negative items identified above were reverse-scored, and thus a higher score indicates a more positive response. Reliability across the 8 items was assessed using Cronbach alpha and was found to be high for each prototype (virtual coach, Cronbach alpha=.93; music and maps, Cronbach alpha=.93; and online community, Cronbach alpha=.95) [47]. Therefore, the 8 items were summed to create a single scale score representing how persuasive each prototype was deemed to be. Participants were also given a full list of the features across the prototypes and asked to rank the top five that they believed might convince them to use the technology and also to indicate with an “x” any features that would definitely not convince them to use the technology.

In the interview, preferences were elicited by asking participants to identify which prototype they would use (or recommend to others in the case of HCPs). To allow comparison with the questionnaire data, these responses were coded [48] such that if a clear choice was made, then the prototype or feedback screen was given a score of 1; whereas, if a participant reported that they would choose a combination of two prototypes or that two were equally favored, each was given a score of 0.5.

Data Analysis
Framework analysis [49] was used to analyze the interview data in Nvivo 9 (QSR International Pty Ltd). The questionnaire data were analyzed with SPSS 17.0 (SPSS Inc). Preferences for features were calculated using the ranked score given to the individual techniques (recoded such that a ranking of 1 gave the highest score). Individual techniques were grouped according to the PSD (primary task support, dialogue support, or social support) [12] and the Friedman and Wilcoxon signed rank test were used to identify differences in ranking between the principles.

The data from the interviews and questionnaires were analyzed separately, and then an integration matrix was designed to compare the two strands of data [40,48,50,51]. The integrated findings are presented under thematic headings in Results section below.

Results
Sample Characteristics
Table 2 describes the characteristics of the sample. In total, 23 interviews were conducted; 11 with PwCOPD on their own, 5 with PwCOPD and their carers, and 7 with HCPs (providing a total N of 28). Questionnaires were returned by 121 PwCOPD; however, 34 were excluded due to missing data. The analyses reported below are therefore based on those who rated how persuasive PwCOPD found each prototype (n=87). Mild COPD was underrepresented in both samples: The modal MRC breathlessness grade reported by PwCOPD who completed the questionnaire was 4, and 69% (11/16) of PwCOPD who were interviewed reported needing help when walking outside. Most of the participants who were interviewed had a mobile phone (although some rarely used it). However, very few of these participants had ever heard of or used any form of persuasive technology. The participants who responded to the questionnaire seemed to be more familiar with technology, with 91% (79/87) of the participants having a mobile phone, and 52% (41/79) using it at least daily. Furthermore, 46% (40/87) of the participants had heard of persuasive technology, and 63% (46/73) reported that they would consider using persuasive technology.
Table 2. Participant characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Interview (n=28)</th>
<th>Questionnaire (n=87)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean age (SD(^a))</td>
<td>70.8 (8.3)(^b)</td>
<td>64.0 (8.5)</td>
</tr>
<tr>
<td>% of female participants</td>
<td>16 (57%)</td>
<td>59 (69%)(^c)</td>
</tr>
<tr>
<td>Nationality</td>
<td>28 (100%)</td>
<td>58 (67%)</td>
</tr>
<tr>
<td>MRC(^d) breathlessness grade</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>5 (6%)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>21 (24%)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>19 (22%)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>28 (32%)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>14 (16%)</td>
<td></td>
</tr>
<tr>
<td>≥150 min moderate activity per week(^e)</td>
<td>39 (65%)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)SD: standard deviation.
\(^b\)Only PwCOPD, n=16.
\(^c\)n=85.
\(^d\)MRC: Medical Research Council.
\(^e\)n=60.

Participants’ Opinions of the Prototypes and Preferences

**Prototype 1: The Virtual Coach System**

Participants who were interviewed tended to think that encouragement from the virtual coach would be motivating, which could indicate that the prototype was successful in describing a system that could fulfill a social role:

*You are motivated when you’re encouraged.*

[PwCOPD, female, aged 65 years]

The virtual coach system was thought to be good for people who were more mobile and those living alone. Carers described similar sentiments, namely, that the virtual coach system would be good for people who are mobile, on their own, and able to use the technology.

*If they can manage the technology... And if it was somebody on their own who needed (it).* [Carer, female, aged 75]

Participants’ reasons for deeming the virtual coach system as suitable for someone on their own were that if a carer was motivating the person with COPD, then there would be no need to duplicate this role through technology, again suggesting that participants viewed this form of technology as fulfilling a social role. HCPs were very positive about the prototype, although they felt that the novelty of a virtual coach may wear off and that not everyone would understand the technology. They therefore felt that there should be an opportunity to simplify the virtual coach if the full system was deemed too complex. HCPs also tended to think that the technology suggesting goals would be useful.

*I think that’s what a lot of people need because if you’re just doing it yourself, you just switch off and say oh, another day.* [HCP, female]

When asked which system they would use (or recommend for use) the virtual coach system was given the highest score by HCPs, but it was not scored as highly as the other prototypes by PwCOPD or their carers (see Figure 4).

Participants who completed the questionnaire perceived the virtual coach prototype to be the most persuasive (mean 40.71, SD 11.46). A Friedman test identified a significant main effect of prototype ($\chi^2_{2}=28.1$, $P<.001$), and a Wilcoxon signed rank test (with Bonferroni correction applied) found significant differences between the virtual coach and the music and maps prototypes ($Z=−3.06$, $P=.002$) and between the virtual coach and the online community prototypes ($Z=−5.50$, $P<.001$; see Figure 5).

In summary, both samples agreed that the virtual coach system could be persuasive, although the PwCOPD who were interviewed were less positive about the prototype than PwCOPD who answered the questionnaire and the HCPs and carers who were interviewed.
Figure 4. Preference for prototypes expressed during the interviews. HCP: health care professional; PwCOPD: people with chronic obstructive pulmonary disease.

Figure 5. Perceived persuasiveness of each prototype (questionnaire data).

Prototype 2: The Music and Maps System

When interviewed, both PwCOPD and HCPs mentioned that the maps and the summary information provided in the music and maps prototype seemed like it might be interesting, but that it may not be sufficient to promote physical activity. Participants felt that goals that were suggested by the system may be a useful addition to help to persuade people to perform the activity suggested.

I do like the maps and where you’ve walked, and tracked and I think that’s good, because look I’ve done that, I might do a bit more tomorrow. [PwCOPD female, aged 70 years]

I would, ideally, like a combination of both, in that if you want the system to suggest goals then it can do but if you’re quite happy with setting your own goals and you know what you want to achieve then it sort of takes a more stand back approach and lets you do it basically. [HCP, female]

Again, the technology described in the music and maps prototype was thought to be better for people who were relatively mobile as the feedback would likely be more interesting if the person was walking further. Some PwCOPD
mentioned that this system would not provide them with any useful information if they either walked the same routes or walked very little outside.

The idea of walking with music divided opinion, with some participants feeling that music was useful as a distraction while exercising, whereas others thought that it would be dangerous to walk while using headphones:

There are an awful lot of accidents caused by...walking along, their head’s in the clouds their big bopping through their ears...I personally think it’s not a good idea. [PwCOPD, male, aged 73 years]

Some PwCOPD, HCPs, and carers indicated that they may use (or recommend that those they care for use) the music and maps prototype (see Figure 4). The PwCOPD who completed the questionnaire rated this prototype as less persuasive (mean 37.40, SD 11.85) than the virtual coach prototype (Z=-3.06, P=.002), but more persuasive than the online community prototype (Z=-3.82, P<.001) (see Figure 5).

Prototype 3: The Online Community System

Participants tended to think that an appreciation of the social components of this prototype would depend on the user’s personality; that is, it may appeal to some but not to others. One user had previously had a negative experience with an online support group and therefore said that they would not use one again; another remarked that the success of online communities depended on who else was using the website:

I’m a person person rather than a computer person. So for me, in my age group I have doubts, the younger end...they’re into Facebook, they’re into Twitter and whatever. I’m not. [PwCOPD, male, aged 74 years]

Participants who liked the prototype describing the online community appreciated the potential for competition and for communicating with people who were going through similar experiences. Some PwCOPD felt that competition would motivate them and likened it to other competitive activities that they enjoyed like playing cards or quizzes:

It encourages you to do it both for your own sake and for the competition. [PwCOPD, male, aged 76 years]

Some participants felt that an online community would be better for those who are more mobile; whereas, other participants thought that people who could not do much activity would be more likely to use such technology. HCPs tended to support the latter view, stating that the online community would be the best for people who cannot go out, but that the approach would only work if the user themselves chose it. One HCP said that it would be hard for her to suggest this system to PwCOPD as she did not like it herself.

Others felt that incorporating competition might promote an unhealthy desire to win and, relatedly, that losing may have a detrimental effect on the user’s feelings; or that being in competition was not in keeping with the purpose of this technology (which is to promote the self-management of COPD, and ultimately to feel better).

Is making it competitive taking the idea away from what you’re actually doing it for? [PwCOPD, male, aged 68 years]

Some participants felt that their opinion of the prototype describing the online community system may be influenced by their own competitive nature; some described that being competitive would make losing harder, whereas others felt that being a competitive person would encourage them to try more. HCPs made the point that they try to discourage competition between people during PR, as it can result in people over-exerting themselves or feeling disheartened. When the idea that the actual goal (ie, how many minutes) would not be revealed to other users was reiterated, some HCPs changed their minds and became more supportive of the idea, whereas others felt that having hidden goals might encourage cheating and that the points would not necessarily go to the right people. One HCP felt that using persuasive technology to make any comparison between users would be inappropriate:

We try and avoid encouraging that sort of behavior, erm, and I’m quite a competitive person and you know the whole first person to get to 500 points and I would be, and I know this sounds really bad but I would be really inclined to decrease the amount of activity that I did to get my points quicker to beat someone. [HCP, female]

When participants who were interviewed were asked which persuasive technology they would be most likely to use, the prototype describing the online community was chosen more often than the other two prototypes by PwCOPD. It was chosen by a few carers but not by any HCPs (see Figure 4). Respondents to the questionnaire rated the online community prototype as significantly less persuasive than the prototypes describing the music and maps and the virtual coach (mean 30.67, SD 14.52; Z=-5.50, P<.001 and Z=-3.82, P<.001, respectively; see Figure 5).

Opinions of Individual Features and Persuasive Technology Techniques

Among the respondents to the questionnaire that ranked at least 5 features of the persuasive technologies (n=54), scores were reversed so that a high ranking was associated with a high score. Figure 6 shows how participants ranked the different features. The feature that was ranked as the most likely to convince participants to use the technology was “Tips and advice on performing activity with COPD.”

The features were then grouped according to the element of the PSD model that they addressed independently of the prototype they were presented within, namely, primary task support, dialogue support, or social support. A Friedman test identified a significant difference between the persuasiveness of features associated with different elements of the PSD model ($\chi^2=33.0$, $P<.001$), and a Wilcoxon signed rank test (with Bonferroni correction applied) found that features associated with primary task support were rated significantly more likely to convince PwCOPD to use the technology (mean 7.52, SD 4.63) than those associated with social support (mean 1.94, SD 2.97; Z=-5.00, P<.001). Features associated with dialogue support were also
rated significantly higher (mean 7.17, SD 5.53) than those associated with social support ($Z=-4.92, P<.001$). There was no significant difference between participants' ratings of features associated with primary task support and those associated with dialogue support ($Z=-.25, P=.80$).

It was found that 32 participants (59% 32/54) also indicated that some features would definitely not convince them to use persuasive technology; the most commonly identified features being identifying local sporting facilities ($n=23$), getting stars or trophies on your profile for completing goals ($n=22$), and displaying the points that you have to other people who are using this technology ($n=21$).

**Figure 6.** Sum of ranks given to individual techniques and features. Principles of the persuasive systems design model they relate to is indicated in brackets. PTS: primary task support; DS: dialogue support; SS: social support; COPD: chronic obstructive pulmonary disease.

### Discussion

The findings of this research suggest that persuasive technology techniques designed to encourage and support physical activity among PwCOPD were received relatively positively by PwCOPD, their carers, and HCPs involved in their care. Below, we discuss the findings in the context of the PSD model and other theoretical literature, as well as pointing to the practical implications of the findings.

#### Principal Findings

The prototype based on the dialogue support principle that described a virtual coach was, overall, deemed most likely to be used or recommended, and it was also deemed to be the most persuasive. In addition, the techniques associated with the primary task support principle were ranked as most likely to convince participants to use a technology (although not significantly different to the techniques associated with dialogue support). The prototype based on the social support design principle that described the online community was the least likely to be recommended for use by HCPs and was also rated as the least persuasive by PwCOPD who completed the questionnaire.

The positive view of both dialogue support and primary task support expressed in this research suggests that these persuasive design principles and associated techniques are acceptable to PwCOPD and are likely to be used. In support of this idea, a review of apps designed to promote behavior change identified that primary task support elements are used most frequently in apps that target smoking, drinking, and weight loss, and the authors additionally suggest that dialogue support techniques might also be used to promote other behaviors [52]. The use of techniques associated with dialogue support has been shown to have a direct effect on how persuasive interventions are deemed to be, which in turn has been found to predict intentions to use and actual use of a website aimed to encourage weight loss and increase positive mood [14].

A recent systematic review found that self-monitoring was the most commonly used persuasive technology technique in apps that are designed to increase physical activity. Suggestions and praise were the most commonly used dialogue support techniques, whereas the technology taking a social role (also a dialogue support technique) was only used in a single paper [8]. Participants in this research felt that the social role provided by technology should not duplicate other forms of support. For example, those who received encouragement from a carer did not feel that they would also need it from a virtual coach. However, other participants reported that they would value encouragement from technology, perhaps because they did not receive it from other sources.

The competition element of the online community prototype divided opinion. Some PwCOPD felt that competition would be encouraging, whereas others felt that the danger of becoming
The findings suggest that a system that supports dialogue between the user and the technology alongside supporting the primary task (here, walking) to promote the self-regulation of physical activity is likely to be acceptable to PwCOPD and perceived as persuasive. Previous research indicates that these design principles are associated with adherence to Web-based health interventions [13] as well as intention to use and actual use of a Web-based intervention designed to promote healthy eating [14]. In contrast, the use of the social support design principle, while potentially engaging for some, is less likely to appeal to the majority of users. As discussed above, this is likely to be especially true for techniques that encourage any form of social comparison or competition. Further research should explore the use of persuasive technology techniques not only to promote both initial interest in the technology but also to support continued engagement. As this research also focused only on encouraging regular walking, it may also be helpful for future research to consider a wider range of physical activities that are suitable for PwCOPD (eg, wall push-ups) over the longer term. If PwCOPD are willing to engage with persuasive technology, then applications could also extend beyond promoting physical activity to other aspects of managing COPD such as promoting the use of breathing exercises, and providing relevant information.

Conclusions

This research investigated the opinions of PwCOPD, their carers, and HCPs involved in their care toward the use of different forms of persuasive technology to support and encourage increases in physical activity among PwCOPD. Opinions of persuasive technology were on the whole positive; however, opinions depended on personal preferences and initial levels of capability and motivation to engage with both physical activity and technology. Our findings suggested that a prototype describing a virtual coach designed to support interactions between the user and the technology was the most popular, and that techniques related to both supporting dialogue and primary task support were better supported by participants than those related to social support. We therefore recommend that future research integrate dialogue and primary support techniques into apps for PwCOPD and build on these findings to further explore how persuasive technology can be used to engage and meet the needs of this population.
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Abstract

Background: A growing number of meta-analyses have supported the application of therapist-supported Internet-based cognitive behavior therapy (iCBT) for psychological disorders across different populations, but relatively few meta-analyses have concentrated on postpartum women.

Objective: This meta-analysis evaluated the efficacy of therapist-supported iCBT in improving stress, anxiety, and depressive symptoms among postpartum women.

Methods: A total of 10 electronic databases were used to search for published and unpublished trials. Cochrane Collaboration tool for assessing risk of bias was utilized to measure methodological quality. Meta-analysis was performed using the RevMan software (Review Manager version 5.3 for Windows from the Nordic Cochrane Centre, the Cochrane Collaboration, 2014). Among the 789 studies identified, 8 randomized controlled trials were selected, involving 1523 participants across 6 countries.

Results: More than half (65%) of the eligible studies had a low risk of bias with no heterogeneity. Results revealed that therapist-supported iCBT significantly improved stress (d=0.84, n=5), anxiety (d=0.36, n=6), and depressive symptoms (d=0.63, n=8) of the intervention group compared with those of the control group at post-intervention.

Conclusions: This review revealed that therapist-supported iCBT significantly improves stress, anxiety, and depressive symptoms among postpartum women with small to large effects. Future effectiveness studies should establish the essential components, format, and approach of iCBT with optimal levels of human support to maximize a long-term effect.
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Introduction

Cognitive behavior therapy (CBT) is a form of psychotherapy based on the assumption that all psychological disturbances are caused by dysfunctional thinking [1]. CBT aims to modify thoughts, beliefs, and perceptions, and change behavioral pattern. Cognitive restructuring is a common psychotherapeutic process in CBT for identifying, evaluating, and changing negative, distorted thoughts and beliefs [3]. Cognitive restructuring is a useful technique to understand wrong automatic beliefs and it helps individuals to reframe their negative perception or distorted thinking in a more positive
frame of mind [3]. Behavioral activation, which is a different form of CBT, is a functional analytical approach for engaging in enjoyable activities frequently to maintain or improve psychological well-being [4]. Behavioral activation is a development of activity scheduling that focuses on the use of avoided activities as a guide for activity scheduling and functional analysis of cognitive processes that involve avoidance [4]. Despite the well-established efficacy of CBT for treating and preventing psychological disorders [5], barriers to the administration of CBT exist, which may include insufficient therapists, stigmatization, geographical remoteness, long waiting times, and high costs [6]. CBT has been suggested suitable for remote delivery because of its structured content [7]. During the past 15 years, the development of Internet-based psychological intervention has progressed significantly [8], particularly in light of the rapid improvements in Internet technologies globally [9]. An innovative administration has been developed in the form of Internet-based CBT (iCBT) to minimize treatment barriers and increase access to care [8,10].

The Internet makes CBT feasible and worth consideration. Implementation of iCBT is able to administer the full course of a CBT treatment using online self-help format, which might or might not be supported by a therapist [8]. A therapist can provide support through phone, email, text, or an interactive computer interface [10,11]. Therapist-supported iCBT is a therapy that is guided by an identified therapist who gives feedback and answers to questions, and which can include interactive features through the Internet to get access to psychological treatment [8]. Recent systematic reviews of therapist-supported iCBT for anxiety [10] and psychiatric and somatic disorder [12] produced equivalent effect compared with face-to-face CBT. Therapist-supported interventions involving higher levels of human support improve outcomes for depression, but do not significantly affect outcomes for stress [13] or anxiety [10]. An Internet-based intervention with instant feedback has achieved adherence and effectiveness similar to that of the same intervention with human support [14]. The potential benefits of therapist-supported iCBT are customizability, cost-effectiveness, time-effectiveness, geographic flexibility, time flexibility, consistency, high availability, and rapid dissemination [15,16].

The postpartum period is a highly challenging time for women because of changes in physical, familial, occupational, and other realms [17]. Changes may affect a woman’s psychosocial and physical resources, resulting in stress, anxiety, and depressive symptoms [17,18]. Reported prevalence rates suggest that 14.3% of women suffer from general stress [18], 1%-30% from post-traumatic stress symptoms [19], 24.9% from anxiety [20], and 13%-19% from depressive symptoms [21] during the postpartum period. In addition, evidence indicates that the coexistence of stress, anxiety, and depressive symptoms occur during the postpartum period [17]. Timely and efficacious intervention is important during the postpartum period, especially when considering the adverse short- and long-term maternal health outcomes and child development outcomes [22-24]. Strong evidence supports that CBT is effective for treatment and prevention during the postpartum period [25]. A review revealed that interventions initiated during the postpartum period were more effective than those initiated during the antenatal period and that the one-to-one therapy was more effective than the group therapy [25]. Notably, the Internet was found to be the preferred source of information among these women [20]. For example, 90% used the Internet to search for health-related information [20] and 69% used the Internet to seek formation about postpartum depression [26]. They expressed interest in use of Web-based resources and greater engagement in ehealth behaviors related to mental health [27]. An increasing number of randomized controlled trials (RCTs) found that iCBT is effective for stress [28,29], anxiety [30,31], and depressive symptoms [32,33] among postpartum women. Given the burgeoning development of iCBT for a broad range of conditions [8] paralleled by the rapid increase in access to instant cyber connectivity, what is the effect of therapist-supported iCBT in improving stress, anxiety, and depressive symptoms among postpartum women?

Meta-analyses are applied in relation to a wide range of study designs; those that address trial designs are considered to represent the strongest evidence, and they have become increasingly prevalent over the years [34]. A growing number of meta-analyses have supported the application of therapist-supported iCBT for stress [13,35], anxiety [7,10], and/or depressive symptoms [36,37] across different populations, but relatively few meta-analyses of therapist-supported iCBT have concentrated on the postpartum population. We are aware of two recent systematic reviews [38,39] that investigate computer- or Web-based interventions for the prevention and treatment of perinatal mental health [38] or mood disorders [39]. The Two reviews suggest that computer- or Web-based intervention is effective for depressive symptoms [38,39], but mixed results were found for stress and anxiety symptoms [38]. However, the two reviews have been limited in using heterogeneous study designs [38,39], different therapeutic approaches [38], nonspecific outcomes [38,39], and a few eligible studies (n=4) [39]. Although one review [38] used a meta-analytical approach, their population was varied with antenatal, postpartum women, and their partners.

Evidently, therapist-supported iCBT provides an efficacious, accessible, and economically sound intervention for a broad range of conditions [8] across different populations [7,13]. A systematic review of existing evidence is necessary to determine whether therapist-supported iCBT for postpartum women is efficacious for prevention and treatment of stress, anxiety, and depressive symptoms before therapist-supported iCBT is embedded in routine clinical practice [39]. Further exploration is recommended to address the gaps in the current literature. The findings of this review could guide future studies exploring the next steps of therapist-supported iCBT implementation among the postpartum population. By conducting a systematic review and meta-analysis, we synthesized the best available evidence. This review aimed to systematically assess studies that examined therapist-supported iCBT interventions for improving stress, anxiety, and depressive symptoms among postpartum women.
Methods

This review was conducted according to the standards outlined in the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) statement [40]. The protocol is registered in the PROSPERO database (CRD42016039094).

Eligibility Criteria

Studies were selected for the meta-analysis if they fulfilled the PICOS (population, intervention, comparison, outcomes and study) criteria [19]:

- Population: target women with age ≥ 18 years in the postpartum period (≤ 2 years postpartum) [41]
- Intervention: Therapist-supported iCBT was delivered over the Internet through the use of websites, email, phone, or Skype. The iCBT must have included support of therapists through phone, email, text, and an interactive computer interface. The intervention comprised at least one of the elements of CBT, including cognitive restructuring, behavioral activation, or skills training
- Comparison: attention control, waitlist, or treatment as usual (TAU)
- Outcomes: stress, anxiety, and depressive symptoms at postintervention
- Type of studies: RCTs

We excluded studies on teenage pregnancy (< 18 years). We did not include studies that had no CBT component in the intervention group; had active treatment containing a CBT component in the control group; were clinical controlled trials, cross-sectional, cohort, one-group pre- and posttest, and qualitative designs; only had abstracts and were study protocols, reviews, or conference papers.

Search Strategy

Similar systematic review papers were searched from the Cochrane Databases of Systematic Reviews, Joanne Briggs Institute, Centre for Reviews and Dissemination, University of York, PubMed Clinical Queries, Google, and Google Scholar to verify that the papers had not been conducted recently. The search strategy aimed to find published or unpublished studies without time limitation to maximize the search. We did not restrict our search to studies reported in any particular language. However, we conducted searches in English.

A 3-step search strategy was employed from inception until February 9, 2017. The first phase was a comprehensive search using identified keywords and index terms, searching the following 10 electronic databases: EMBASE, PubMed, Cumulative Index to Nursing and Allied Health Literature, Academic Search Completed, PsycINFO, PsycARTICLES, Cochrane Library, Web of Science, Scopus, and ProQuest Dissertations and Theses. Index and keyword terms were used (Multimedia Appendix 1). The index terms and keywords were combined and truncated according to the syntax rules of each database.

The second phase involved searching ClinicalTrials.gov, WHO International Clinical Trials Registry Platform, and International Standard Randomised Controlled Trial for unpublished trials relevant to the review. When eligible trials were found, unpublished data were requested.

The third phase involved searching the reference lists of the included studies and checking previous reviews relevant to the topic for additional studies. The bibliographical software package EndNote program version X7 (Thomas Reuters) was used to import all the references and remove duplicates. The remaining studies were assessed independently against the inclusion and exclusion criteria by two authors (ie, LY and TP).

Quality Assessment

After identifying full-text articles that fulfilled the selection criteria, the studies were submitted for quality assessment and verified for eligibility. Cochrane Collaboration tool for assessing risk of bias was used by the two authors to independently evaluate the potential for bias in each study [42]. The following indicators of internal validity specific to the methodology were collected: (1) random sequences generation, (2) allocation concealment, (3) blinding of participants and personnel, (4) blinding of outcome assessment, (5) incomplete outcome data, and (6) selective reporting [42]. Assessment related to the risk of bias was assigned with a judgment of “low risk” of bias, “high risk” of bias, or “unclear risk” of bias. Any difference in opinion between the two authors was resolved by consensus.

Data Extraction

The characteristics of trials and elements of therapist-supported iCBT were extracted from each study through structured summaries. Items extracted for the characteristics of trials included authors, year, countries, design, sample with health condition, age, name of iCBT, control group, sample size, outcomes, attrition rate, follow-up, intention-to-Treat (ITT) analysis, and grant support. Items extracted for the descriptions of iCBT were: aim, numbers of sessions, components, therapy, support, provider, peer support, partner support, contact with therapist, communication, interactivity, activities, multimedia, and duration. The summary tables were thoroughly reviewed for accuracy and relevance by the two authors independently. Study authors were contacted for any missing or additional information.

Data Analysis

Data were synthesized using the RevMan software (Review Manager Version 5.3 for Windows from the Nordic Cochrane Centre, the Cochrane Collaboration, 2014). We used the generic inverse variance method in our meta-analysis to combine the continuous outcomes with means and standard deviations (SD) [42]. The weight given to each trial was chosen to be the inverse of the variance of the effect estimate (ie, one over the square of its standard error) [42]. With the inverse variance method, mean difference was used for the scores of stress, anxiety, and depressive symptoms. The standardized mean differences with their corresponding 95% CI were employed to combine studies that measured the same outcomes with different methods. The test of the overall effect was assessed using Z-statistics at P < .05. To quantify the efficacy of therapist-supported iCBT on stress, anxiety, and depressive symptoms, we calculated the effect sizes by subtracting the mean value of the iCBT group from the mean value of the control group at posttest and dividing the result by the standard deviation of the control group.
the pooled SD of the two groups. The effect sizes were expressed as Cohen’s d or standardized mean difference, which were interpreted as small (0.2 < d < 0.5), medium (0.5 < d < 0.8), and large (d ≥ 0.8) [43].

Heterogeneity between studies was evaluated using the Cochrane Q (chi-square test) and I^2 statistics in the RevMan software. The statistical significance for heterogeneity was set as P > .10, and estimates of the degree of heterogeneity using I^2 were made by setting 0%–40% as might not be important, 30%–60% as moderate, 50%–90% as substantial, and 75%–100% as considerable [42]. We used fixed- and random-effects models in our meta-analysis according to heterogeneity between studies on different statistical assumptions [44]. The fixed-effects model was used to estimate one true effect in cases without significant heterogeneity (P < .10) because we assumed that the true effect size was the same in the eligible trials, whereas the random-effects model (tau-square) was employed to estimate the mean of a distribution of effects in cases with heterogeneity between studies (P > .10) and in those with I^2 values of over 40% because we assumed that the true effect size varied from trial to trial [42]. Subgroup analysis was performed to (1) explore the source of heterogeneity and (2) evaluate the effect in a specific subgroup; performing a subgroup analysis provided information about essential elements for maximizing effectiveness of therapist-supported iCBT [45]. The predefined subgroups differed in health condition, control conditions, type of iCBT, number of sessions, and professional support. We planned to construct funnel plots to determine the possible influence of publication biases if the number of eligible trials was more than 10 [42].

**Results**

**Study Selection**

The search and selection of articles is illustrated in Figure 1. Using the specified search terms, the searched 10 databases produced a total of 596 records. Among these studies, 200 article duplicates were removed. One additional record was identified from the reference list. On the basis of an analysis of the words in paper titles and abstracts, 332 records were excluded. Full-text articles of the remaining 65 articles were retrieved, reviewed, and selected on the basis of relevance and quality for eligibility. A total of 57 studies were excluded for reasons outlined in Figure 1. Finally, 8 RCTs were selected for meta-analysis.
Risk of Bias in Included RCTs

We summarized the findings for the risk of bias graph and summary in Figure 2 and Multimedia Appendix 2, respectively. In all, 8 studies (100%) had adequate sequence generation for randomization. All of them (100%) had adequate allocation concealment. Only one study (13%) had implemented the blinding of participants and personnel and outcome assessment. Whereas 6 trials (75%) were unclear for the blinding of outcome assessment, 1 trial (13%) was unclear to implement the blinding of participants and personnel. Of the 8 studies, 5 (63%) addressed low risk of bias concerning incomplete outcome data. All of the studies (100%) had low risk of bias for selective reporting. The two authors independently checked for risk of bias. The interrater agreement was 100% for global ratings, with two minor disagreements at the component level, but these disagreements were resolved through discussion. The number of trials (n<10) in this review was insufficient to make a meaningful funnel plot to determine publication bias because the test power was excessively low to distinguish chance from real funnel plot asymmetry [42].
Figure 2. Risk of bias summary. These are authors’ judgments of each methodological quality item for each included study. Plus signs (+) indicate high methodological quality (low risk of bias); minus signs (-) indicate low methodological quality (high risk of bias); question marks (?) indicate unclear methodological quality (reported information about what happened in the study was insufficient).

Characteristics of Included Studies

This meta-analysis included 8 studies [28-33,46,47] with a total of 1523 participants conducted across 6 countries (Table 1), including Australia (13%, 1/8) [28], Canada (13%, 1/8) [31], Germany (25%, 2/8) [46,47], Sweden (13%, 1/8), the United Kingdom (25%, 2/8) [30,32], and the United States (13%, 1/8) [33]. All of the studies were conducted between 2011 [47] and 2016 [31], with 2016 having the highest number of publications (38%, 3/8) [28,29,31].

The mean age of the participants in the studies ranged from 31 [33] to 35 years [29]. Participants were postpartum women with 3 different health conditions, namely, depressive symptoms (63%, 5/8) [28,30-33], post-traumatic stress symptoms (13%, 1/8) [29], and pregnancy loss (25%, 2/8) [46,47]. The sample sizes were between 43 [28] and 910 [32]. Comparators were waitlist treatment (50%, 4/8) [29,31,46,47], usual care (38%, 3/8) [28,30,32], and waitlist or usual care (13%, 1/8) [33]. Six of the studies (75%, 6/8) assessed more than one target outcome. Whereas the rest did not report any follow-up, 6 of the studies had a follow-up for 1 [31] to 12 months [46] after intervention. Attrition rates ranged from 3% [33] to 60.8% [32] and from 0% [33] to 63.8% [32] for the intervention and control groups, respectively. Of the all the selected articles, 5 (63%, 5/8) used...
ITT analysis, and majority of them (88%, 7/8) were supported by grants.
<table>
<thead>
<tr>
<th>Author (year)</th>
<th>Country</th>
<th>Health condition (recruitment)</th>
<th>Age (in years)</th>
<th>iCBT (I)</th>
<th>Control (C)</th>
<th>Sample size (N)</th>
<th>Outcomes (measures)</th>
<th>Follow-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kersting et al (2011)&lt;sup&gt;b,c&lt;/sup&gt; [47]</td>
<td>Germany</td>
<td>Pregnancy loss (–)</td>
<td>&gt;18 (34)</td>
<td>Manualized CBT&lt;sup&gt;d&lt;/sup&gt; treatment program</td>
<td>Waitlist</td>
<td>I: 48</td>
<td>Stress (IES)&lt;sup&gt;e&lt;/sup&gt; Anxiety (BSI-GSI)&lt;sup&gt;f&lt;/sup&gt; Depression (BSI-GSI)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>3</td>
</tr>
<tr>
<td>Kersting et al (2013)&lt;sup&gt;b,c&lt;/sup&gt; [46]</td>
<td>Germany</td>
<td>Pregnancy loss (–)</td>
<td>&gt;18 (34)</td>
<td>Internet-based intervention for parents after parental loss</td>
<td>Waitlist</td>
<td>I: 115</td>
<td>Stress (IES-R)&lt;sup&gt;g&lt;/sup&gt; Anxiety (BSI-GSI)&lt;sup&gt;f&lt;/sup&gt; Depression (BSI-GSI)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>3, 12</td>
</tr>
<tr>
<td>Milgrom et al (2016)&lt;sup&gt;b,c&lt;/sup&gt; [28]</td>
<td>Australia</td>
<td>Major or minor depression (&lt; 1 year postpartum)</td>
<td>&gt;18 (32)</td>
<td>MumMood Booster</td>
<td>TAU&lt;sup&gt;b&lt;/sup&gt;</td>
<td>I: 21</td>
<td>Stress (DASS-21)&lt;sup&gt;h&lt;/sup&gt; Anxiety (DASS-21)&lt;sup&gt;h&lt;/sup&gt; Depression (BDI-II)&lt;sup&gt;j&lt;/sup&gt;</td>
<td>3</td>
</tr>
<tr>
<td>Nieminen et al (2016)&lt;sup&gt;b,c&lt;/sup&gt; [29]</td>
<td>Sweden</td>
<td>Post-traumatic stress (&gt; 3 months postpartum)</td>
<td>&gt;18 (35)</td>
<td>Internet-based trauma-focused CBT&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Waitlist</td>
<td>I: 28</td>
<td>Stress (IES-R)&lt;sup&gt;g&lt;/sup&gt; Anxiety (BAI)&lt;sup&gt;k&lt;/sup&gt; Depression (BDI-II)&lt;sup&gt;j&lt;/sup&gt;</td>
<td>(–)</td>
</tr>
<tr>
<td>O’Mahen et al (2013)&lt;sup&gt;f&lt;/sup&gt; [32]</td>
<td>United Kingdom</td>
<td>Depressive symptoms (&lt; 12 months postpartum)</td>
<td>&gt;18 (32)</td>
<td>Postnatal internet-based behavioral activation</td>
<td>TAU&lt;sup&gt;b&lt;/sup&gt;</td>
<td>I: 462</td>
<td>Depression (EPDS)&lt;sup&gt;j&lt;/sup&gt;</td>
<td>(–)</td>
</tr>
<tr>
<td>O’Mahen et al (2014)&lt;sup&gt;f&lt;/sup&gt; [30]</td>
<td>United Kingdom</td>
<td>Depressive symptoms (&lt; 12 months postpartum)</td>
<td>&gt;18 (–)</td>
<td>Netmums Helping with Depression</td>
<td>TAU&lt;sup&gt;b&lt;/sup&gt;</td>
<td>I: 41</td>
<td>Anxiety (GAD-7)&lt;sup&gt;m&lt;/sup&gt; Depression (EPDS)&lt;sup&gt;j&lt;/sup&gt;</td>
<td>6</td>
</tr>
<tr>
<td>Pugh et al (2016)&lt;sup&gt;b&lt;/sup&gt; [31]</td>
<td>Canada</td>
<td>Depressive symptoms (&lt; 12 months postpartum)</td>
<td>&gt;18 (–)</td>
<td>Therapist-assisted iCBT&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Waitlist or TAU&lt;sup&gt;b&lt;/sup&gt;</td>
<td>I: 25</td>
<td>Stress (DASS-21)&lt;sup&gt;h&lt;/sup&gt; Anxiety (DASS-21)&lt;sup&gt;h&lt;/sup&gt; Depression (EPDS)&lt;sup&gt;j&lt;/sup&gt;</td>
<td>1</td>
</tr>
<tr>
<td>Sheeber et al (2012)&lt;sup&gt;c&lt;/sup&gt; [33]</td>
<td>United States</td>
<td>Depressive symptoms (–)</td>
<td>&gt;18 (31)</td>
<td>Mom-Net intervention</td>
<td>Waitlist or TAU&lt;sup&gt;b&lt;/sup&gt;</td>
<td>I: 35</td>
<td>Depression (BDI-II)&lt;sup&gt;j&lt;/sup&gt;</td>
<td>3</td>
</tr>
</tbody>
</table>

<sup>a</sup>iCBT: Internet-based cognitive behavioral therapy.
<sup>b</sup>These studies used intention-to-treat analysis.
<sup>c</sup>These studies had grant support.
<sup>d</sup>CBT: cognitive behavioral therapy.
<sup>e</sup>IES: Impact of Event Scale.
<sup>f</sup>BSI-GSI: Brief Symptom Inventory-Global Severity Index.

Descriptions of Internet-Based Cognitive Behavior Therapy

Detailed descriptions of iCBT are presented in Multimedia Appendices 3 and 4. All iCBTs were based on cognitive-behavioral strategies, including cognitive restructuring [29,46,47] and behavioral activation [30,33] with additional elements of psychoeducation [31], parenting preparation, or parenting focus [33]. The numbers of sessions ranged from 6 [47] to 12 [30]. All therapies used one-to-one setting. Therapists support all therapies and 3 of them incorporated a self-monitoring or self-help component [28,30,33]. All of the studies had human support coming from psychologists or clinical psychologists (75%, 6/8) [28,29,31,46,47], master’s or PhD psychology students (25%, 2/8) [29,31], CBT-trained mental health workers (25%, 2/8) [32,33], and a layperson (13%, 1/8) [33].

Peer support using chat room discussion was used by 4 of the therapies [28,30,32,33], and only 1 trial used partner support using websites [28]. Majority of the therapies were asynchronous (88%, 7/8) [29-33,46,47] and 1 was synchronous [28] in terms of two-way feedback communication with therapists using websites (88%, 7/8) [28-30,32,33,46,47], phone calls (63%, 5/8) [28,30-33], emails (38%, 3/8) [30-32], and text messages (13%, 1/8) [30]. The delivery modes included multimedia and interactive formats, such as animation, video, audio, or photos [28,31]. The activities of the therapies included text-based reading (63%, 5/8) [28,29,31,46,47], assignment or homework (88%, 7/8) [28-32,46,47], interactive exercise (13%, 1/8) [30], expressive writing (38%, 3/8) [33,46,47], and online clinics or consultation (25%, 2/8) [32,33]. The duration of the therapies varied among the 8 studies, ranging from 5 [46,47] to 17 weeks [30].

Efficacy of Therapist-Supported iCBT on Stress Symptoms

By comparing the intervention and control groups using stress symptoms at post-intervention as a dependent variable, 5 studies [28,29,31,46,47] assessed the efficacy of therapist-supported iCBT among 451 women. Depression Anxiety Stress Scale-21 (DASS-21) [48], Impact of Event Scale (IES) [49] and IES-Revised [50] were used to measure stress symptoms. Figure 3 shows that therapist-supported iCBT interventions had a large effect size of .84 (95% CI 0.65-1.03) on eliminating stress symptoms. The overall effect (Z=8.52, \(P<.001\)) was significant, but \(I^2\) showed 0%, and the \(P\) value of chi-square was .86. A series of subgroup analyses was performed to explore more information about the therapist-supported iCBT intervention, as shown in Table 2. Subgroup differences were found insignificant for stress symptoms based on health condition, control condition, number of sessions, peer support, and professional support. Interestingly, we observed the therapist-supported iCBT with waitlist as comparator and exclusive therapist support were significant (\(d=0.88, Z=8.43, P<.001\)) on eliminating stress symptoms, whereas intervention using TAU as comparator and therapist support with self-help component did not (\(d=0.52, Z=1.66, P>.05\)). However, only 1 study in the subgroups had limited generalizability and thus further trials were warranted.

Figure 3. Forest plot of standardized mean difference (95% CI) in change of stress symptoms scores for Internet-based cognitive behavior therapy intervention and control group.

Efficacy of Therapist-Supported iCBT on Anxiety Symptoms

Using anxiety symptoms at post-intervention as a dependent variable in 6 studies [28,31,46,47], the efficacy of therapist-supported iCBT was evaluated among 510 participants by comparing the intervention and control groups. Anxiety symptoms were measured through the Brief Symptom Inventory-Global Severity Index (BSI-GSI) [51], DASS-21 [48], Generalized Anxiety Disorder Scale [52], and Beck Anxiety Inventory [53]. Therapist-supported iCBT exerted a significant effect on improving anxiety symptoms (Z=4.07, \(P<.001\)) with small to medium effect size (\(d=0.36\), as shown in Figure 4. Meta-analysis on anxiety symptoms showed no
heterogeneity ($I^2=0\%$). Significant subgroup differences were not found for anxiety symptoms based on health condition, control condition, type of iCBT, number of sessions, and professional support (Table 2).

Figure 4. Forest plot of standardized mean difference (95% CI) in change of anxiety symptoms scores for Internet-based cognitive behavior therapy intervention and control group.

Efficacy of Therapist-Supported iCBT on Depressive Symptoms

A total of 8 studies [28-33,46,47] assessed the efficacy of therapist-supported iCBT interventions among 934 participants by comparing the intervention and control groups using depressive symptoms at post-intervention as dependent variable. Depressive symptoms were measured through the Beck Depression Inventory-II [54], Edinburgh Postnatal Depression Scale [55], and BSI-GSI [51]. iCBT interventions in this meta-analysis exerted a significant effect on improving depressive symptoms ($Z=9.42$, $P<.001$) with medium to large effect size of 0.63 (Figure 5). The meta-analysis of these 8 studies showed no heterogeneity ($I^2=0\%$). No significant subgroup differences were found for depressive symptoms according to health condition, control condition, type of iCBT, number of sessions, and professional support (Table 2).

Figure 5. Forest plot of standardized mean difference (95% CI) in change of depressive symptoms scores for Internet-based cognitive behavior therapy intervention and control group.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>iCBT Mean</th>
<th>SD</th>
<th>Total</th>
<th>Control Mean</th>
<th>SD</th>
<th>Total</th>
<th>Weight</th>
<th>Std. Mean Difference IV, Fixed, 95% CI</th>
<th>Std. Mean Difference IV, Fixed, 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kersting et al 2011</td>
<td>0.61 0.64</td>
<td>115</td>
<td>1.05 0.73</td>
<td>113</td>
<td>24.6% -0.64 [-0.91, -0.37]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kersting et al 2013</td>
<td>0.47 0.49</td>
<td>48</td>
<td>0.99 0.85</td>
<td>35</td>
<td>8.5% -0.77 [-1.23, -0.32]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Milgram et al 2016</td>
<td>14.5 12.2</td>
<td>21</td>
<td>7.5 22</td>
<td>4.5% -0.83 [-1.45, -0.20]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nieminen et al 2016</td>
<td>15.39 11.92</td>
<td>28</td>
<td>18.84 11.66</td>
<td>26</td>
<td>6.3% -0.29 [-0.82, 0.24]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>O'Mahen et al 2014</td>
<td>6.87 4.71</td>
<td>37</td>
<td>14.26 5.11</td>
<td>34</td>
<td>37.4% -0.56 [-0.76, -0.33]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pugh et al 2016</td>
<td>6.87 3.8</td>
<td>20</td>
<td>12.71 3.7</td>
<td>21</td>
<td>4.0% -1.05 [-1.71, -0.40]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sheeran et al 2012</td>
<td>13.4 10.4</td>
<td>34</td>
<td>22.5 11</td>
<td>35</td>
<td>7.2% -0.84 [-1.33, -0.35]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total (95% CI)</td>
<td>484</td>
<td>450</td>
<td>100.0% -0.63 [-0.77, -0.50]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Heterogeneity: Chi^2 = 5.26, df = 7 ($P = 0.61$); $I^2 = 0\%$ Test for overall effect: $Z = 9.42$ ($P < 0.00001$)
Table 2. Subgroup analyses of Internet-based cognitive behavioral therapy (iCBT) on stress, anxiety, and depressive symptoms.

<table>
<thead>
<tr>
<th>Subgroup analyses</th>
<th>Number of comparisons</th>
<th>Effect size, d</th>
<th>95% CI</th>
<th>Z-statistics</th>
<th>P</th>
<th>Heterogeneity, I² (%)</th>
<th>Chi-square, χ² (df), comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stress symptoms [28,29,31,46,47]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Health condition</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression [28,31]</td>
<td>2</td>
<td>0.72</td>
<td>0.28-1.17</td>
<td>3.18</td>
<td>.001</td>
<td>0</td>
<td>0.3 (2)</td>
</tr>
<tr>
<td>Pregnancy loss [46,47]</td>
<td>2</td>
<td>0.87</td>
<td>0.64-1.10</td>
<td>7.31</td>
<td>&lt;.001</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Post-traumatic stress [29]</td>
<td>1</td>
<td>0.84</td>
<td>0.65-1.03</td>
<td>3.06</td>
<td>.002</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td><strong>Control condition</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Waitlist [29,31,46,47]</td>
<td>4</td>
<td>0.88</td>
<td>0.64-1.08</td>
<td>8.43</td>
<td>&lt;.001</td>
<td>0</td>
<td>1.2 (1)</td>
</tr>
<tr>
<td>Treatment as usual [28]</td>
<td>1</td>
<td>0.52</td>
<td>0.09-1.13</td>
<td>1.66</td>
<td>.10</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td><strong>Number of sessions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; 8 sessions [28,31,46,47]</td>
<td>4</td>
<td>0.84</td>
<td>0.63-1.05</td>
<td>7.95</td>
<td>&lt;.001</td>
<td>0</td>
<td>0.0 (1)</td>
</tr>
<tr>
<td>≥ 8 sessions [29]</td>
<td>1</td>
<td>0.86</td>
<td>0.31-1.41</td>
<td>3.06</td>
<td>.002</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td><strong>Professional support</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exclusive therapist support [29,31,46,47]</td>
<td>4</td>
<td>0.88</td>
<td>0.67-1.08</td>
<td>8.43</td>
<td>&lt;.001</td>
<td>0</td>
<td>1.2 (1)</td>
</tr>
<tr>
<td>With self-help component [28]</td>
<td>1</td>
<td>0.52</td>
<td>0.09-1.13</td>
<td>1.66</td>
<td>.10</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Anxiety symptoms [28-31,46,47]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Health condition</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression [28,30,31]</td>
<td>3</td>
<td>0.35</td>
<td>0.02-0.68</td>
<td>2.09</td>
<td>.04</td>
<td>0</td>
<td>0.6 (2)</td>
</tr>
<tr>
<td>Pregnancy loss [46,47]</td>
<td>2</td>
<td>0.40</td>
<td>0.18-0.63</td>
<td>3.50</td>
<td>&lt;.001</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Post-traumatic stress [29]</td>
<td>1</td>
<td>0.18</td>
<td>0.34-0.71</td>
<td>0.68</td>
<td>.50</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td><strong>Control condition</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Waitlist [29,31,46,47]</td>
<td>4</td>
<td>0.35</td>
<td>0.16-0.55</td>
<td>3.54</td>
<td>&lt;.001</td>
<td>0</td>
<td>0.1 (1)</td>
</tr>
<tr>
<td>Treatment as usual [28,30]</td>
<td>2</td>
<td>0.40</td>
<td>0.01-0.80</td>
<td>2.01</td>
<td>.04</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td><strong>Type of iCBT</strong>a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Behavioral activation [30]</td>
<td>1</td>
<td>0.50</td>
<td>0.02-1.02</td>
<td>1.90</td>
<td>.06</td>
<td>N/A</td>
<td>0.3 (1)</td>
</tr>
<tr>
<td>Cognitive behavioral therapy [28,29,31,46,47]</td>
<td>5</td>
<td>0.35</td>
<td>0.16-0.53</td>
<td>3.64</td>
<td>&lt;.001</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td><strong>Number of sessions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; 8 sessions [28,31,46,47]</td>
<td>4</td>
<td>0.37</td>
<td>0.17-0.57</td>
<td>3.63</td>
<td>&lt;.001</td>
<td>0</td>
<td>0.0 (1)</td>
</tr>
<tr>
<td>≥ 8 sessions [29,30]</td>
<td>2</td>
<td>0.34</td>
<td>0.02-0.71</td>
<td>1.83</td>
<td>.07</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td><strong>Professional support</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exclusive therapist support [29,31,46,47]</td>
<td>4</td>
<td>0.35</td>
<td>0.16-0.55</td>
<td>3.54</td>
<td>&lt;.001</td>
<td>0</td>
<td>0.1 (1)</td>
</tr>
<tr>
<td>With self-help component [28,30]</td>
<td>2</td>
<td>0.40</td>
<td>0.01-0.80</td>
<td>2.01</td>
<td>.04</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Depressive symptoms [28-33, 46,47]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Health condition</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression [28,30-33]</td>
<td>5</td>
<td>0.65</td>
<td>0.48-0.82</td>
<td>7.50</td>
<td>&lt;.001</td>
<td>0</td>
<td>1.8 (2)</td>
</tr>
<tr>
<td>Pregnancy loss [46,47]</td>
<td>2</td>
<td>0.67</td>
<td>0.44-0.90</td>
<td>5.76</td>
<td>&lt;.001</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Post-traumatic stress [29]</td>
<td>1</td>
<td>0.29</td>
<td>0.24-0.82</td>
<td>1.07</td>
<td>.28</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td><strong>Control condition</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
In this meta-analysis, the efficacy of the therapist-supported iCBT on stress, anxiety, and depressive symptoms during the postpartum period was searched through 10 databases. This study included 8 RCTs involving 1523 postpartum women using iCBT across 6 countries. The results revealed that iCBT significantly improved stress ($d=0.84, n=5$), anxiety ($d=0.36, n=6$), and depressive symptoms ($d=0.63, n=8$) of the intervention group compared with those of the control group at post-intervention.

### Quality of the Evidence and Potential Biases

Data were independently extracted, checked, and entered. The methodological quality of the eligible studies was rated to assess the subjective bias. The overall methodological quality of the studies included in the review was mixed. All studies used methods that we judged to have low risk of bias to randomly assign participants to either the intervention or the control group. This result was due to the selection criteria for RCT. Thus, RCTs prevented selection bias and were insured against accidental bias. All studies achieved adequate allocation concealment. Therefore, participants were unlikely to have selection bias.

A potentially important source of bias in this meta-analysis was that only 12.5% (1/8) of the studies achieved the blinding of participants and personnel. Concealing treatment conditions from participants was impossible because of the control conditions used (eg, waitlist). The results might be influenced by performance bias as concealing of treatment conditions was not possible. Only 12.5% (1/8) of the studies achieved effective blinding of outcome assessment, perhaps primarily owing to the characteristics of the interventions. Hence, a high risk of detection bias remained possible for outcomes relying on self-report or objective outcomes by outcome assessors who were not blinded to treatment allocation. The overall effect of the sample attrition had a low risk of bias in more than half of the studies (62.5%, 5/8), which could improve the generalizability of findings and reduce attrition bias. All studies reported outcomes in a pre-specified manner. Consequently, the eligible studies did not give misleading results because of the selective reporting of outcomes.

In addition, the attrition rates for the intervention and control groups were widely ranged (0%-63.8%). Providing a reminder or tracking system at pre-specified times to intervention users may reduce attrition and ultimately enhance outcomes [29]. Website contact system [29] and phone call [33] may be employed to remind postpartum women to use the site, point to helpful resources, or provide a connection with the treatment team. More than half of the trials (62.5%, 5/8) used ITT analysis, which is an analysis method for solving non-compliance and missing outcomes [56]. Therefore, half of the trials avoided overoptimistic estimates of the efficacy of therapist-supported iCBT by analysing outcomes according to original treatment allocation rather than only for participants completing treatment [56].

### Therapist-Supported Internet-Based Cognitive Behavior Therapy

Consistent with a previous review [25], our finding revealed that interventions initiated during the postpartum period were effective. The majority of therapist-supported iCBT was using cognitive restructuring as an essential element to identify, dispute, and correct irrational or maladaptive thoughts [3]. In our review, therapist-supported iCBT provides a feasible, efficacious, accessible, and economically sound intervention for postpartum women with depressive symptoms [28,30-33], post-traumatic stress symptoms [29], and pregnancy loss [46,47]. Therapist-supported iCBT may be particularly useful for...
postpartum depressive women who struggle with issues of stigma [30,32]. Therapist-supported iCBT helps women with child-related traumatic event to avoid their fearful impulses, thus helping them to decrease the level of fear experienced at a given moment, and eventually help to confront their fears [29]. In addition, therapist-supported iCBT evidently had great practical significance for women with painful memory of the pregnancy loss in order to improve stress, anxiety, and depressive symptoms [46,47].

Our meta-analytic results found no significant difference on anxiety and depressive symptoms using behavioral activation [4] compared with other forms of CBT. This result suggested that scheduling activities could behaviorally activate women and help them to gain a sense of pleasure and improve anxiety and depressive symptoms [4]. Contrary to previous findings on the equivalent effect of support type for stress symptoms in a meta-analytic review [13], our finding showed that exclusive therapist support has a better effect than therapist support with self-care component in the subgroup analysis. A possible interpretation of this result is that the different attrition rates reached 2.9%–60.8% by therapist support with self-care components [28,32,33] compared with the 7.0%–31.3% rates by exclusive therapist support [29-31,46,47]. This finding supported the fact that exclusive therapist support was preferred to reduce stress symptoms, whether by phone, email, text, or interactive computer interface [10,11]. Our review highlighted that support via website reminder or tracking [28], website contact system [29], or phone calls [33] increased retention to therapist-supported iCBT.

**Efficacy of Therapist-Supported iCBT on Stress Symptoms**

The finding of this meta-analysis provided support for the efficacy of therapist-supported iCBT on improving stress symptoms with large effect size of 0.84. This finding is in line with a recent meta-analysis that demonstrated a medium to large effect of 0.72–0.82 of iCBT for post-traumatic stress [13]. Similar components and strategies of iCBT possibly exist among a homogenous dataset with comparable health care conditions in both reviews. However, our result was contradictory with another review [38] indicating inconsistent effects of −0.32 to 0.98. One possible explanation for this difference might be linked to the different target population and health conditions between our review (postpartum women with pregnancy loss, depression, and post-traumatic stress) and those in the previous review (antenatal, postpartum women, and partners with general mental health, grief, stress, post-traumatic stress) [38]. Subgroup analyses revealed a trend for the waitlist comparator to have higher effect sizes than the TAU comparator for improving stress symptoms. The observation echoed a previous review that different control conditions led to substantively different effect estimates and that waitlist comparator generated larger effect sizes estimate than TAU comparator [57]. This finding could be explained by the possibility of additional stress during waiting period because those among waitlist comparator could not access intervention promptly, whereas those assigned to TAU might actively seek additional support that could possibly improve stress symptoms [57].

**Efficacy of Therapist-Supported iCBT on Anxiety Symptoms**

Therapist-supported iCBT revealed significantly improved anxiety symptoms with small effect size (d=0.36), which was different from the effect size of the three recent meta-analyses among children (d=0.69) [7], adults with anxiety disorders (d=0.79) [10], perinatal women with mixed results indicating both positive effect (d=0.51) and negative effect (d=−0.61) [38]. The discrepancy might be due to the difference population with specific health conditions between our review (postpartum women) and those in the previous three reviews (childhood and adults with anxiety disorders [7,10] or combination of antenatal, postpartum women, and their partners [38]). Another possible explanation was the substantial heterogeneity in the previous meta-analysis (I²=80%) [10] compared with homogeneity in our review (I²=0%). One possible explanation for the differences could be high normative levels of anxiety during the postpartum period [20] because of the conspicuous changes to the roles, lifestyles, and responsibilities of the expecting mother [17]. Directly comparing the current findings was impossible because the evidence was based on different populations with different health condition. This result encourages future investigations.

**Efficacy of Therapist-Supported iCBT on Depressive Symptoms**

Therapist-supported iCBT revealed significantly improved depressive symptoms with medium effect size of 0.63 in this review, which was better than the small to medium effect size of 0.41 [36] and 0.56 [37] among adult depression in the other two reviews. This result was consistent with a previous meta-analysis [38] that demonstrated a medium (d=0.55) to large (d=1.03) effect of intervention for depressive symptoms. The case might be linked to the number of includable trials, types of samples, and variety of therapies in the current review compared with those in the three previous reviews [36-38]. Our review used 8 trials, whereas the previous meta-analytic reviews employed 19 [37] and 12 [36] trials. These two reviews included very heterogeneous therapeutic treatments and samples with substantial to considerable heterogeneity (I²=57%–81%) [36,37] compared with homogeneity (I²=0%) in our review. However, similar effect size between one previous meta-analysis [38] and our review might be explained by overlapping with 4 eligible studies [30,32,46,47] in both reviews. Since the previous review [38] did not report results of heterogeneity, it is hard to give a direct comparison. The number of includable trials is relatively few in the current review. Therefore, this aspect should be further explored in future meta-analytic reviews.

The number of includable studies for the subgroup analysis was low in this review, limiting statistical power. The comparisons were unbalanced. We did not find a significant difference between other subgroups, which could be caused by power problems. Further investigations are required.

**Limitations**

Several limitations exist in this review. First, a possible sampling bias was evident because the majority of the participants were self-selected on the basis of media-recruited participants rather...
than clinical samples. Such recruitment methods often rely on the individual’s motivation levels, which potentially correspond to slightly different demographics from those participants who are recruited within community settings. Second, majority of the outcomes were self-reported. Studies typically relied on self-report measures and rarely included formal diagnostic procedures at either recruitment or assessment. As a result, the health conditions or outcomes might be overestimated or underestimated. Third, relatively few trials were included in this review. Therefore, we were underpowered to detect effects for certain contrasts in subgroup analyses. Fourth, different sessions of iCBT tended to report different effect sizes. Fifth, only the short-term benefits of iCBT were investigated on the basis of postintervention outcome measures. The maintenance of benefits in iCBT remains unclear. Wide range of health conditions (especially for stress symptoms, including general and post-traumatic stress), high attrition rate, and broadly defined range of interventions were also considered as limitations of this review. Finally, this review only included studies published in English, and all were conducted in developed regions. The results may not be applicable to marginalized groups in developing regions.

Implications of Practice

This meta-analytic review extends the evidence of efficacy of iCBT on stress, anxiety, and depressive symptoms among postpartum women. As society becomes increasingly comfortable with, and reliant upon, the use of the Internet for routine health care, opportunities to apply iCBT tend to grow continuously [8]. The iCBT features distinct behavioral advice and learnable skills according to one’s own pace without stigma, waiting times, or taking time off work [16]. Investigating differential predictors of outcomes for another therapeutic format is important. An enhanced understanding of the effective components is necessary to appropriately inform future evidence-based use of iCBT among postpartum women.

Implications for Future Research

Notably, the evidence of iCBT aims at preventive purpose that employs group-administrated method and exclusive self-help approach among postpartum women are entirely lacking. Future research is welcome. Further investigation is needed on the relationships between the effects of iCBT and different periods of intervention (ie, antenatal vs postpartum), health conditions, and age groups to inform potential iCBT procedures. Participant characteristics may be directly or indirectly associated with attrition rate through a variety of mechanisms, such as literacy, familiarity with technology, personal preferences, and engagement maintenance. This review revealed that different supportive types might affect the different stress symptoms. Ironically, the concept of support is not fully investigated in the literature [36], and we cannot exclude the possibility that some forms of support can be automated. The concepts of support must be further investigated. Although the effects are superior in exclusive therapist support, determining the optimal levels of support is the next issue. The roles of therapist factors, different types of professionals, and support of professionals or non-professionals require further examination. Further rigorous trials based on clinical populations using accurate diagnostic assessment are required before therapist-supported iCBT can be deemed effective for the postpartum population in accessing regular clinical practice for improving stress, anxiety, and depressive symptoms.

Conclusions

This meta-analytic review supports the efficacy of therapist-supported iCBT for improving stress, anxiety, and depressive symptoms at post-treatment with small to large effects within a range between 0.36 and 0.84. A one-size-fits-all approach is unlikely to succeed considering the complexities and idiosyncrasies of specific health conditions. Future studies should establish the effective components, format, and approach of iCBT with optimal levels of human support. Adequate number of sessions and suitable duration during the postpartum period using appropriate functionality, interactivity, multimedia, and communication modes are important to maximize a long-term effect of iCBT among postpartum women.
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Abstract

Background: The delivery of mobile health (mHealth) services is acceptable to mental health consumers. However, despite the benefits of accessibility, cost-effectiveness, anonymity, and ability to tailor content to individual needs, consumer engagement remains a hurdle for uptake and continued use. This may be unsurprising as few studies have examined app content from the consumer perspective or assessed consumer preferences for the content of apps for mental health management. An opportunity to examine consumer perspectives exists in using naturally generated data that is publically available in the Google Play and Apple app stores. Whereas commercial developers routinely use this data, to date there has been no in-depth evaluation within scientific research.

Objective: The aim of our study was to explore what consumers consider useful content for mental health management apps, identify unmet needs, and understand user expectations of mental health apps within the context of apps for bipolar disorder.

Methods: Publically available English language consumer reviews of 48 apps for bipolar disorder were used as data, providing a total of 2173 reviews. Review text was coded and analyzed using a team approach to qualitative content analysis. Results were presented in 2 forms: (1) a quantitative summary of the 9 major and minor themes and (2) a qualitative synthesis of key thematic findings.

Results: The majority of reviews were for symptom monitoring apps (87.94%, 1911/2173). The qualitative content analysis revealed 5 main themes: (1) laudatory talk, comments regarding the app’s benefits including helpfulness and successful design features (74.00% of reviews, 1608/2173); (2) unfavorable feedback, negative reviews largely concerning unmet needs, privacy and technical issues, and potential dangers of app use (25.54%, 555/2173); (3) conceptions of community, referring to both communities of users with mental ill-health accessed via the app and a community created among app users and developers (24.25%, 527/2173); (4) wishlist features, app features requested by users (17.53%, 381/2173); and (5) apps and therapy, app use within clinical care (10.58%, 230/2173). Four minor themes were also identified: (1) app cost, (2) privacy and data security, (3) comparisons with traditional monitoring, and (4) evidence-based mHealth.

Conclusions: Although mostly positive, the proportion of reviews containing wishlist requests indicates consumer needs are not adequately addressed by currently available disorder management apps. Consumers value content that is helpful, supportive, and easy to use, and they are integrating apps into their health management and clinical care without necessarily considering the evidence-base or clinical effectiveness of the tool. User expectations regarding developer responsiveness to their needs has implications for community-based participatory research and integrated knowledge translation. However, this expectation is incompatible with current mHealth funding structures.

KEYWORDS
mobile applications; bipolar disorder; smartphone; telemedicine; qualitative research

Introduction
The delivery of mobile health (mHealth) services is acceptable to mental health consumers [1,2]. Among the advantages of mHealth cited by consumers are convenience, the ability to identify triggers to mood states, and reducing isolation [1]. Furthermore, preliminary research indicates that the use of mHealth to facilitate symptom monitoring is acceptable to individuals with bipolar disorder [3]. Harnessing these qualities, smartphone apps have the potential to provide a platform for intervention and support for mental health conditions. Since the debut of the app store in 2008, the number of health and mental health apps available has risen exponentially [4]. However, no research has examined consumer perceived usefulness of apps for bipolar disorder management. This is despite the fact that apps may be uniquely suited to the condition; as active self-management is critical for bipolar disorder, with individuals reporting symptom monitoring and personal pattern identification as essential to disorder management [5,6].

A recent assessment of such mHealth tools developed for the disorder [7] found none demonstrated efficacy in reducing symptoms, preventing relapse, or facilitating disorder management. Moreover, few apps provided information grounded in evidence-based practice or adhered to clinical resources for disorder management. This has been further noted in mHealth research generally [8], with poor integration of evidence-based recommendations across apps for health [9,10] and mental health [11-13] conditions.

However, research beyond app evidence-base or efficacy is scant. Few studies have examined mental health apps from the consumer perspective or assessed consumer preferences regarding app content specifically for disorder management. This lack of attention to the consumer perspective may in part contribute to the modest app use statistics reported by several industry surveys. A US consumer survey found that 26% of health apps are abandoned after first use and overall 74% are discontinued within 10 uses [14], with engagement, finding a better app, and usability the main reasons for discontinuation. Similar research suggests only 5% of apps maintain continued use over a month after download [15].

Therefore, while delivery of resources and interventions using mobile technology employs the benefits of accessibility, cost-effectiveness, anonymity, and ability to tailor content to individual needs, consumer engagement remains a hurdle for uptake and continued use. An examination of consumer’s perspectives of apps is therefore a critical first step to improving the utility of such resources. The opportunity already exists to examine consumer perspectives using naturally generated data that is publicly available in the Google Play and Apple app stores. App users provide information about features they value, need, and dislike when they choose to review the apps they use. App developers ensure they are meeting user expectations by examining review content [16] but to date there has been no comprehensive evaluation within scientific research.

In this paper, we perform a qualitative analysis of user reviews in order to (1) explore what app content users consider useful for bipolar disorder management and identify unmet needs, (2) understand user expectations of disorder management apps, (3) examine how apps for the disorder are being used, and (4) determine if users’ perspectives on current apps are consistent with scientific evaluation. Using qualitative methodology, we examine the main themes within user reviews and discuss the implications of these perspectives for app development and clinical practice.

Methods
Data Collection
The study used publicly available data. User review inclusion was restricted to the reviews of 82 apps previously investigated in a study of app content [7]. Detailed methods of app selection and assessment are outlined in Nicholas et al [7]; in brief, apps were identified by a search of the Google Play and Apple app stores using the following bipolar related search terms: bipolar, bipolar, “manic depression,” “mood swings,” “mania” and “mood,” cyclothymia, and cyclothymic. Apps with descriptions stating they were useful for the disorder, targeted at consumers or carers, and available in English were included in the study. All English language reviews submitted up to December 31, 2015 for the 82 apps included in Nicholas et al [7] were included in the analysis.

Android reviews were collected using a data extraction script, which included the text of the review, star rating given, and review date, as well as app details including name, package ID, and cost. Apple apps reviews were transcribed by hand, extracting the same information. Although reviewers were often logged into an Apple or Google Play account when reviewing an app, to maintain anonymity, no data about the review author was collected. For this reason, direct quotes within text and illustrative examples in Multimedia Appendix 1 have been minimally amended to preserve this anonymity, without changing the intent of the review. Reviews were transcribed or exported into Excel, cleaned and formatted, and then imported into the qualitative data management program NVivo11 (QSR International 2016) for analysis. The study received ethical approval from the UNSW Australia Human Research Ethics Advisory (Protocol number: HC14358).

Data Analysis
App and Review Characteristics
Categorization of app function (eg. symptom monitoring) followed categories assigned to apps in Nicholas et al [7], which were determined by an extensive analysis of app content. Descriptive statistics were used to detail app price, number of reviewed apps, and number of reviews per app platform and app function. Average user-star rating by themes was calculated using NVivo11.
Qualitative Analysis

Data from the reviews were described using qualitative content analysis techniques [17,18], following a “conventional” approach, as is indicated for fields of research where existing theory is limited [17,18]. Content analysis was chosen for its strengths in systematically categorizing and summarizing large volumes of text-based data, and the ability to assist in interpreting patterns occurring in the text, with attention given to the context from which sample data is drawn [19]. We used a deliberately broad operationalization of qualitative content analysis, in line with previous research [17,20,21] which asserts that data derived from content analyses can be reported qualitatively without presenting full “counts” or statistical analysis. However, in recognition of more traditional and narrowly defined approaches to content analysis [22,23], we do present a brief quantitative summary of key features in the data.

Our approach to the analysis followed established coding techniques [24] over 3 broad phases: (1) immersion in the data, (2) reduction of the data through systematic coding and generation of themes, and (3) interpretation of the findings. Given the paucity of content analyses of consumer perspectives on app technology, the analysis used an inductive approach to developing a coding framework [25,26].

A preliminary sample of 10 pages of reviews was randomly selected to ensure adequate coverage across the dataset. Three coders (KB, JN, and AF) immersed themselves in the data by reading and rereading extracted reviews, followed by independently generating first stage concepts, or “main ideas” detected in the text. These main ideas were then compared among all 3 coders to check for similarities and differences before tentative agreement was reached regarding appropriate coding categories for the main ideas. These main ideas formed the basis for the quantitative component of the content analysis and are reported in the Results section as “major themes” if they were present in more than 10% of all reviews, or as “minor themes” where they were not [27]. Given the volume of data generated by over 2000 reviews, quantitative reporting of the content analysis was restricted to these major and minor themes.

Two coders (JN and AF) then selected another sample of 60 reviews to code in common, and 60 reviews to code independently. At this stage, the previously identified major and minor themes were tested and potential subthemes relevant to each of the major themes were identified. The team then met to discuss and agree upon a final coding framework to be applied to the remaining data. Detailed descriptions of the microlevel codes related to major, minor, and subthemes were generated in consultation with the study team. All remaining reviews were then evenly divided and coded line-by-line by 2 coders (JN and AF), who regularly checked in to resolve any coding disputes or discuss new codes detected in the data. Upon completion of coding, the coding framework was then applied to the original samples, which were then reintegrated into the dataset. Coders then met to refine reporting of results, including synthesizing information coded under each of the identified subthemes. Thus, results of the content analysis are reported as both a broad quantitative summary of the 9 major and minor themes [28] and a more descriptive qualitative summary of key findings in the subthemes [17].

Research Rigor

We attended to research rigor in multiple ways, with specific emphasis on prolonged engagement with the data [29,30]. In our qualitative reporting, we established confirmability of results via consistent team debriefing related to the description and definition of themes and subthemes [30]. A second check involved both coders independently synthesizing key findings in the same subthemes, before comparing results. This process was repeated for three themes, before both coders developed an acceptable level of similarity in their approach. The remaining subthemes were then divided evenly between the 2 primary coders to report. For our quantitative reporting, intercoder reliability was assessed by using a random number generator to select 217 (10.00%, 217/2173) reviews to detect kappa with a null value of .40 at 90% power [31]. Each coder assessed the major and minor themes in each review and agreement between coders was calculated.

Results

Sample

Of the 82 eligible apps, consumer reviews of 48 apps were included in the analysis; 37 Android apps and 11 iOS (see Multimedia Appendix 2). Of the 34 excluded apps, 12 were no longer available for download, 21 had no reviews, and one app’s reviews were excluded as the app related to general health and reviews were unrelated to bipolar disorder. In total, users reviewed the 48 apps 2173 times (Figure 1). Reviews were submitted over a 10-year period, from July 13, 2005 to December 31, 2015, with the majority submitted after January 1, 2011.
Description of Apps and Reviews

Thirty-six (75%, 36/48) of the included apps were free, and the average cost of paid apps was Aus $4.37. Just over half (52%, 25/48) were categorized as symptom monitoring, which accounted for 87.94% (1911/2173) of total reviews. Thirteen apps provided information about the disorder and had 122 reviews (5.61%, 122/2173). Very few apps and reviews related to screening, community support, or treatment provision (See Table 1). The majority of reviews (89.46%, 1944/2173) were for Android apps.

Table 1. Number of apps and reviews by app function.

<table>
<thead>
<tr>
<th>App function</th>
<th>Number of apps with reviews (n=48)</th>
<th>Reviews (N=2173), n (%)</th>
<th>Average reviews per app</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symptom monitoring</td>
<td>25</td>
<td>1911 (87.94)</td>
<td>73.50</td>
</tr>
<tr>
<td>Information</td>
<td>13</td>
<td>122 (5.61)</td>
<td>9.38</td>
</tr>
<tr>
<td>Screening and assessment</td>
<td>6</td>
<td>73 (3.36)</td>
<td>12.17</td>
</tr>
<tr>
<td>Community support</td>
<td>3</td>
<td>63 (2.90)</td>
<td>21</td>
</tr>
<tr>
<td>Treatment</td>
<td>1</td>
<td>4 (0.18)</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 2. Prevalence of major and minor themes identified in the data (categories not exclusive; N=2173).

<table>
<thead>
<tr>
<th>Themes</th>
<th>Reviews, n (%)</th>
<th>Reviews above 3 star rating, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Major themes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Laudatory talk</td>
<td>1608 (74.00)</td>
<td>1501 (93.35)</td>
</tr>
<tr>
<td>2. Unfavorable feedback</td>
<td>555 (25.54)</td>
<td>150 (27.03)</td>
</tr>
<tr>
<td>3. Community</td>
<td>527 (24.25)</td>
<td>411 (77.99)</td>
</tr>
<tr>
<td>4. Wishlist</td>
<td>381 (17.53)</td>
<td>295 (77.43)</td>
</tr>
<tr>
<td>5. Apps and therapy</td>
<td>230 (10.58)</td>
<td>214 (93.04)</td>
</tr>
<tr>
<td><strong>Minor themes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. App cost</td>
<td>149 (6.86)</td>
<td>78 (52.35)</td>
</tr>
<tr>
<td>2. Privacy and data security</td>
<td>138 (6.35)</td>
<td>77 (55.80)</td>
</tr>
<tr>
<td>3. Comparisons with traditional monitoring</td>
<td>26 (1.20)</td>
<td>25 (96.15)</td>
</tr>
<tr>
<td>4. Evidence-based mHealth</td>
<td>5 (0.23)</td>
<td>5 (100.00)</td>
</tr>
</tbody>
</table>
Research Rigor

Intercoder reliability for the 9 major and minor themes was strong, with almost perfect agreement for the themes laudatory talk (kappa=.838, P<.001, 95% CI 0.736-0.940), unfavorable feedback (kappa=.882, P<.001, 95% CI 0.808-0.956), and app cost (kappa=.85, P<.001, 95% CI 0.683-1.017). Substantial intercoder agreement was observed for 3 major themes: wishlist (kappa=.741, P<.001, 95% CI 0.629-0.853), apps and therapy (kappa=.714, P<.001, 95% CI 0.528-0.900), and privacy and data security (kappa=.701, P<.001, 95% CI 0.593-0.989). There were moderate levels of intercoder agreement for community (kappa=.493, P<.001, 95% CI 0.350-0.636). Perfect agreement was observed for comparison with traditional monitoring (kappa=1, P<.001), and both coders agreed that none of the randomly selected reviews contained any reference to the evidence-based mHealth theme.

Major Theme 1: Laudatory Talk

Almost two thirds of reviews featured positive commentary about the app. However, positive reviews often included a contrasting statement, most commonly a request for additional features, for example, “I love this, but...I want the ability to type longer notes.” Positive reviews were often general in nature and did not provide specific details regarding which aspects of the app were highly valued, though “ease of use” heavily featured. Two main laudatory subthemes are discussed: (1.1) helpfulness and (1.2) successful design.

Subtheme 1.1: Helpfulness

Many positive reviews indicated that the app was helpful, but did not specify exactly how. Of the reviews that did elaborate, the app assisted in two interrelated areas—keeping track of and gaining insight into moods. Whereas mood was the main symptom monitored, reviewers used the apps to monitor a range of factors including sleep, medication, and episode triggers. Gaining insight into mood was often attributed to the app’s ability to provide an increased understanding of affect changes, including identification of mood triggers or establishing duration of and variations in mood. For some, this insight was otherwise occluded by mood state, for example, “It can be hard to see when you’re in it.” A few users spoke about gaining control of their mood through app use and identified that understanding and insight brought power and self-efficacy, for example, “This helps me predict and deal with mood changes. I can prepare for down moods and reassure myself that these feelings are normal for me at the time and that it will pass.”

Subtheme 1.2: Successful Design

Many reviews were complimentary of the app’s features or overall design. A commonly described positive app feature was ease of use—simple, easy, intuitive, and quick to learn, for example, “I like this app. It’s easy to use, and that means I’m more likely to use it.” When specific app features were praised, these were similar to features requested within major theme 4, wishlist (shown in Table 3). Most commonly praised features were symptom monitoring options, provision of graphs and analysis, reminders, and the app’s interface.

Major Theme 2: Unfavorable Feedback

Negative comments were present in just over a quarter of reviews and mostly concerned overall app design and functionality. Here, general comments were less common, with negative reviews concentrating on 3 key areas: (2.1) app content or features not meeting user needs; (2.2) deal breakers, features that prompted users to cease using an app, or technical issues that interfered with app use; and less commonly, (2.3) the potential for apps to precipitate or worsen distress.

Subtheme 2.1: Features Not Meeting User Needs

A recurring complaint concerned the lack of fit between user experience of symptoms and available features. This was particularly evident where reviewers self-identified as having “rapid-cycling bipolar disorder” and reported mood fluctuations throughout the day, not adequately captured by once-daily monitoring options. Besides wanting to track more frequently, many also wanted to select from a more extensive range of feelings, symptoms, or behaviors, for example, “There is a very very small mood selection. Just moods like ‘happy, sad, depressed’ nothing like ‘disappointed, irritated, proud’ which are important.” Similarly, though not as common, were complaints about the inability to customize monitoring scales, for example, “Grr. The scale goes 0-10, but instead of 0 being very anxious and 10 being very calm, its 0-10 anxiety...with the middle marked as ‘normal’.”

Subtheme 2.2: “Deal Breakers” and Technical Issues

The aspects of apps considered deal-breakers were repeatedly mentioned. The majority of “deal breakers” involved concerns about privacy or technology failure. Users also discontinued use when available options were inadequate, the app used too much data or processing power, or when tasks were too burdensome, for example, “Too complicated to do when sad.” Occasionally, reviewers referred to inaccurate or unclear app content, lack of instructions, difficulty learning phone gestures (eg, tap and hold), or advertising as reasons for discontinuing use.

Similarly, technical issues that interfered with app use featured prominently in negative reviews. For example, inactive export features; apps that crashed, lost data, froze, did not load content, or would not download; apps that were slow, unresponsive, or unavailable offline; apps without developer support; and apps that were buggy or “glitchy.”

Subtheme 2.3: Potential to Precipitate Distress

Less commonly, reviewers were disparaging of apps they thought could potentially cause or exacerbate distress via provision of poor information or failure to consider vulnerable users. Some noted that app developers lacked necessary clinical expertise, for example, “This person is a quack not a dr...unsafe and irresponsible.” Some did not specify the perceived danger but noted the app had the capacity to harm help-seekers by attracting them with promises that the app failed to deliver. Less commonly, users described feeling more distressed or frustrated after engaging with the app, for example, “Of course it’s because of mood swings that one gets a mood app. So imagine what happens when the first time trying to open the app it doesn’t work!!!”
Major Theme 3: Community

About a quarter of all reviews referred to feeling part of a “community” that extended well beyond the apps. Generally, community referred to (3.1) a wide interactive community of app users (actual or potential) and developers or (3.2) a Web-based community accessed via the app.

Subtheme 3.1: An Interactive Community of App Users and Developers

Within the app use community, reviews often directly addressed app developers, most commonly to thank, encourage, or make requests. At times, requests were “incentivized” with reviewers promising improved star ratings or donations in return for added features or fixes. There was also an emphasis on developer responsiveness, with reviewers pleased when concerns raised with developers were addressed. Less frequently, reviewers expressed confusion over the apps intended function, or questioned the developers’ expertise in creating a mental health app.

The community of other app users was referenced during interactions with developers, to support and backup requests, for example, “My manic brothers understand the need to write paragraphs at times. Please fix this.” This sometimes extended to referring to another user’s review as evidence of a shared need. The community was not restricted to those with bipolar disorder, extending to any potential users, with many reviews including opinions about the apps usefulness to subgroups of individuals with mental ill-health. Although they were mostly positive about who would benefit, some reviews served as a warning to others about inadequate privacy or potentially harmful content.

Subtheme 3.2: App-Accessed Web-Based Communities

Reviews related to Web-based communities typically referred to their benefits. Some reviewers reported that they gained help from interactions with other users, viewing it as a resource to improve their mood when depressed, for example, “It helps when you’re feeling low.” The major benefit discussed was a normalizing experience, with reviewers gaining a sense of connection and understanding through communicating with others with mental ill-health. This understanding through shared experience was often expressed as something that was difficult to access in other aspects of life, for example, “It helps get your problems out if you can’t tell anyone else.” The direct or immediate support gained through Web-based communities was often reciprocated, with users providing encouragement to others.

However, not all found community interaction positive. Some expressed an unwillingness to have strangers privy to their experience of the disorder, for example, “I really don’t want the world to know how I feel.” The few negative reviews among those eager to engage with a community concerned the unresponsiveness, coldness, or immaturity of other users.

Major Theme 4: Wishlist

Approximately one in five reviews included a wishlist suggestion, that is, features reviewers thought would improve their app experience or health management. Reviewers made both direct requests for app changes and requested the ability to customize, with direct requests more common. Wishlist requests are displayed in Table 3; requests for tracking options were the most prevalent. Of the 34 additional symptoms requested for tracking, sleep was the most common.

Table 3. Requested features of apps for bipolar disorder.

<table>
<thead>
<tr>
<th>Request Frequency</th>
<th>Feature Requested</th>
</tr>
</thead>
<tbody>
<tr>
<td>Highly requested features</td>
<td>Customizable symptom tracking</td>
</tr>
<tr>
<td></td>
<td>Multiple entries per day</td>
</tr>
<tr>
<td></td>
<td>Export data</td>
</tr>
<tr>
<td></td>
<td>Graph changes</td>
</tr>
<tr>
<td></td>
<td>Additional tracking categories; sleep, medication, diet, mood triggers, exercise, anxiety, substance use</td>
</tr>
<tr>
<td></td>
<td>Reminders</td>
</tr>
<tr>
<td></td>
<td>Edit or delete inputs</td>
</tr>
<tr>
<td></td>
<td>Longer section for notes</td>
</tr>
<tr>
<td></td>
<td>Mood scale range or options</td>
</tr>
<tr>
<td>Minimally requested features</td>
<td>Personal identification number or password security</td>
</tr>
<tr>
<td></td>
<td>Information backup</td>
</tr>
<tr>
<td></td>
<td>User interface changes</td>
</tr>
<tr>
<td></td>
<td>Social interaction capability</td>
</tr>
<tr>
<td></td>
<td>Between app integration</td>
</tr>
<tr>
<td></td>
<td>Sync across devices</td>
</tr>
</tbody>
</table>
Major Theme 5: Apps and Therapy

About one in ten reviews mentioned using apps in partnership with clinical services. Generally, these were (5.1) perspectives of app users and a minority of health care practitioners who saw the potential clinical utility of apps or (5.2) perceived therapeutic effects of app use.

Subtheme 5.1: Using Apps With Clinical Care

Comments were contributed, in the main, by app users, followed by a minority of health care practitioners (HCPs). HCPs indicated they were either recommending apps to clients or evaluating apps with a view to making recommendations in future. For HCPs, apps were another tool that could help their clients develop insights into their moods, triggers, and behaviors; provide feedback; and facilitate between session symptom management.

Consumers agreed that apps were a useful adjunct to clinical care, though sometimes for different reasons. Whereas users also mentioned “insight,” they reported that apps could help their HCPs gain greater insight into their experience of the disorder. For example, apps could relay their experience with mood swings, for example, “This app has helped me and my clinician both better understand my mood changes.” Responses to medication and general progress to guide treatment decisions were also expressed, for example, “Can now do my therapy homework.” Finally, there was a sense that in sharing apps with their HCP, they might be helping others in similar situations.

Subtheme 5.2: Therapeutic Effects of App Use

A few users indicated the app itself had a therapeutic effect, positively affecting mood or well-being. Being able to see mood changes was reported as a motivator to do well, particularly if this data was visible to or shared with others. A few reviewers developed a therapeutic alliance or partnership with the app. Typically, these reviews alluded to working on mental health “together” with some reference to receiving support from the app, for example, “We have made it through thick and thin together.”

Minor Theme 1: App Cost

The minority of reviews that referenced app cost were varied in nature. Reviews indicated a willingness to pay for one-off donations, “pro” versions, removal of advertising, and overwhelmingly, a good product. “Good products” were easy to use, aesthetically pleasing, worked seamlessly, integrated with other software, or synced to other devices, and importantly, contained features deemed “useful” or “helpful.” Whereas many that had purchased apps indicated that it was worth it, those who disagreed often used strong language, for example, “I feel like I’ve been swindled.” Cost influenced app expectations with reviewers using price as a guide, for example, “For the price it really needs improvement” or “Good for a freebie.” In general, negative reviews related to app prices were largely complaints about paying for features or services not received (eg, poor tech support or apps that crashed or froze).

Minor Theme 2: Privacy and Data Security

Similarly, a minority of reviews related to app privacy or data security. Data privacy and security was generally conceived of in terms of handset access, with most comments related to using a personal identification number, login, or password to secure access to the app and data stored within it. Generally, people supported these approaches. Other comments concerned cyber access, permissions requested by the app in the terms of service use, with main concerns regarding data storage practices or data sharing with third parties, for example, “I began to feel that this app was a useless little spybot.”

However, most comments about privacy were generated in response to one particular app, which was designed so that the mood journal was public by default and could be shared by upgrade purchase. That is, user entries could be seen and commented on by other app users, as part of a Web-based community, unless users paid Aus $1. This approach uncovered conflicting perspectives. Contrasting views were expressed, with some stating that privacy should be default, public, or private entries, with some stating that privacy should be default, for example, “Already a stranger commented on my mood... it’s no-one’s business! I’m uninstalling this app—imagine if my stalker found it!” Others were open to sharing personal information and highlighted benefits of the community created (eg, finding support). Linking privacy to app cost was also contentious. Some users reported that privacy was a right, and therefore, not for sale, whereas others felt that privacy was worth paying for and, in this case, was inexpensive. For those who objected to linking privacy and price, the language used was notably strong, for example, manipulative, cruel, terrifying, offensive, greedy, unethical, extortion, blackmail, morally wrong, and intolerable.

Minor Theme 3: Comparisons With Traditional Monitoring

A small minority of reviews addressed the benefits of app-based tools over traditional paper and pencil resources. Benefits included increased access, ease, and convenience, leading to increased reliability, for example, “Loving the simplicity compared to paper methods.” Increased reliability was also linked to an app’s ability to remind users to complete monitoring, for example, “I’ve set a reminder so I’ll definitely fill it in daily.” Although collectively positive, a few reviews stated a preference for paper and pencil tools as they were seen as more advanced, or more secure, for example, “I trust paper and pen a little more.”
Minor Theme 4: Evidence-Based mHealth

Minimal reviews commented on the evidence-base or scientific quality of an app. Those that did referred to research or scientific involvement or reference to well-known tools in development, or health professional endorsement, as indications of app quality.

Discussion

Principal Findings

This is one of the first explorations of consumer perspectives on currently available mHealth tools for mental health using publically available review data. The mixed qualitative method employed here builds on previous approaches [32] and allowed for both a quantitative summary of the main themes and fine-gained exploration of important subthemes. Our data show that user feedback on mental health apps could generally be summarized by 9 themes, with variation in their distribution across the reviews. Reviews varied in length and specificity, with many providing rich, detailed text with important consumer perspectives on the potential for apps to be helpful tools for mental health management.

The proportion of reviews containing positive and negative themes was similar to previous results in general apps [27]. When compared with reviews of apps that reduce harmful drinking [32], reviews of apps for bipolar disorder were more favorable. The main content of negative reviews reported here also supports previous literature citing functionality issues, lack of features, and crashing as the most common complaints [32,33]. However, reviews were rarely restricted to one theme, indicating that consumer needs and expectations about apps are complex and multidimensional, with no currently available app providing a satisfactory balance.

The predominance of contrasting phrases and “wishlist” requests within the reviews indicate that consumer needs are not adequately addressed by currently available apps for the disorder, even given the generally positive reviews. Many of the most requested features, for example, monitoring additions and reminders, were highlighted previously as areas in which apps failed to conform to evidence-based practice [7]. A comprehensive review of the features and scientific quality of the same apps noted that 65% had inadequate mood scales and reminder features were often absent or not functioning as intended [7]. These examples highlight failure to translate scientific best practice and consumer considerations into satisfactory and functional apps for self-management and likely reflect the high proportion of private, individual, or corporate developers [7]. However, user requests also extended beyond features present in clinically used self-management resources, indicating a need to balance user preference and clinical relevance.

Despite these unmet needs, reviewers were largely positive about the apps, valuing content that was supportive, helpful, and easy to use. However, sustaining such helpfulness and engagement throughout an episodic condition represents a specific challenge. The prevalence of reviews that referred to community demonstrates the importance of connectedness and social support in managing mental health, as well as the potential for Web-based communities to provide that support. Although previous research has been inconclusive about the benefits of Web-based communities for health problems [34,35], our results indicate that consumers perceive benefits, even when the community had not been sought. This concords with research in which consumers emphasize the importance of support obtained through app communities [32]. Consumers reported that app communities were normalizing, supportive, and mutually beneficial, something that has been established in other health problems [36]. Users who gained understanding and support from community members often spoke of providing similar support to other users. Indeed, reciprocity has been noted as an important aspect of the social nature of self-management and thus, app communities have the potential to provide this support to individuals who may otherwise not receive it [37]. Furthermore, as mental health related stigma is well documented and interferes with people’s willingness to access support and mental health services [38,39], apps with associated Web-based communities may in part remove this barrier to support by being anonymous, ubiquitous, and inexpensive.

Although the overwhelming majority of reviews about community discussed the understanding supportive environment created, the potential for negative experiences requires acknowledgment. Many expressed unwillingness to discuss their mental health with others, emphasizing that community elements should be upfront and engagement optional. Indeed a review of Web-based health communities posited that willing engaged participants were necessary for communities to be beneficial [35]. Active participants may also reduce incidences of disappointment and distress expressed after not receiving support when reaching out. Although, negative effects of studies involving Web-based communities were not reported [35], such lack of support when solicited could potentially enhance feelings of stigma and isolation commonly experienced by those with mental health disorders [40]. Given the potential for supporting those in need, but also possible negative effects, it is crucial that this balance is considered during app development and that apps are derived, where possible, from a clear evidence-base and best clinical practice.

Although this need for established efficacy or evidence-informed content in mHealth tools for mental health is widely acknowledged by mHealth researchers and clinicians [7,41-43], discussion of scientific quality was strikingly absent from consumer reviews. This could represent genuine disinterest in the scientific basis of mental health apps, or could reflect a lack of health app regulation knowledge among consumers. With most apps classified as health and fitness or medical [7], there may be an assumption that they are on the app store because they “work.” In this case, a reviewer would discuss scientific quality only if an app obviously violated that assumption. Due to the growing number of apps for mental health [4], it is imperative that consumer “app-literacy,” knowledge regarding evidence and data privacy of apps, is understood. This understanding is vital for successful knowledge translation of evidence-based mHealth tools and requires that future research investigate consumer knowledge about app use for mental health. There is also a clear role for researchers to develop better...
communication and advocacy regarding clinically effective apps built on robust scientific data.

A further user expectation elucidated in the analysis was that developers would address their needs and perspectives. This was an implication of the wider community of other app users (active or potential) and developers that was identified around apps. Previous research reinforces the importance of developer responsiveness, reporting that developers who respond to user reviews receive a 1-point increase in star rating, approximately a third of the time [44]. This conception of community has important implications for community-based participatory research and knowledge translation. Whereas currently this interplay between users and developers is occurring after an app’s deployment, acknowledgment by the user base that they have useful knowledge regarding app features and disorder management, highlights the potential for engaging consumers throughout the development process. Consumer participation in design has obvious advantages for the resulting app’s function and uptake and use by the target community [45,46]. Furthermore, consumer involvement in the delivery of services can effectively support recovery, with related benefits in consumer empowerment, social inclusion, satisfaction with services provided, and well-being [47,48]. Capitalizing on this potential in Web-based service delivery is an important avenue for future research, with consumer involvement actively recommended [47]. Such recommendations have recently been echoed by The International Society for Bipolar Disorders working group on consumer research involvement [49].

In keeping with the concept of meaningful partnerships, several reviews contained information related to routine clinical management, as frequently, disorder specific apps were not used independently. Reviewers used apps to inform and support their relationship with their HCP, with emphases on improved recall and feeling better understood during clinical appointments. Many reported that sharing app data with their HCP helped to represent their lived experience more fully, potentially promoting greater therapeutic alliance [50]. Clearly, apps for mental health are not viewed as replacements for clinical care, but rather as useful adjuncts to treatment.

Whereas the potential of technology for scaling mental health interventions and delivering mental health services is recognized for Web-based mental health resources [51], the recency of the field and lack of an established evidence base mean such initiatives have not extended to mHealth. Our results show that apps are already used by consumers looking for tools to manage their health, which supports anecdotal evidence that consumers are driving the introduction of apps into clinical practice. Little research has explored HCPs’ attitudes to the use of apps in clinical care, yet current data indicate that some consumers expect HCPs to be open to app use and some HCPs are already attempting to determine the best available tools. Given the current lack of evidence-based mHealth resources, there is a clear need to support both consumers and HCPs with an interest in using apps distinguish those of high quality.

**Limitations**

This study is not without limitations. The data used were publically available existing text, rather than data gathered through more exploratory methods, using more refined and/or explicit questions. It is possible that there may be salient themes for app development and disorder management that are elided by the data gathering techniques used here, or that important consumer attitudes have not been adequately captured. Similarly, we cannot be clear about the needs or preferences of consumers in the community who have no experience using apps to manage their mental health. However, given richness of the data contained in these reviews, the large number of reviews recorded across multiple apps spanning more than five years, we can be reasonably confident the findings reported here represent real concerns held by consumers in the community. Future research will need to further clarify and confirm that the themes reported resonate with a wider community of consumers and explore the needs of those who have not previously engaged with mHealth technologies.

Reviews of apps for bipolar disorder were restricted to apps reported in Nicholas et al [7]. However, this methodology had the clear advantage that the function and quality of apps reviewed were known and consumer perspectives could be compared with quality assessment. Nevertheless, we acknowledge that in the time since this review, more apps for the condition are likely to have been made available, therefore potentially limiting study comprehensiveness. Finally, as the app marketplace is dynamic and transforming [52], the apps, their features, and opinions of consumers are subject to change.

**Conclusions**

This paper provides a unique perspective on consumer attitudes and expectations toward mental health apps, and hence, represents an important contribution to the knowledge base in the expanding research area of mHealth. Consumers value content that is helpful, supportive, and easy to use, and they are integrating apps into their health management without necessarily considering evidence-base or the clinical effectiveness of the tool. Such consumer insights are vital to our ability to be competitive in the unregulated app store environment but also reveal the need to balance user preferences and clinical relevance. Indeed, integrated knowledge translation strategies involving consumers in all stages of mHealth research may be critical to ensuring uptake and continued use, and results indicate such research strategies would be acceptable to consumers.

The expectation of developer responsiveness has implications for research app development and mHealth resource funding. Currently funding awards do not account for resource sustainability costs, a critical facet of existing and competing in the dynamic app marketplace. To realize the potential of mHealth to support self-management, increase access to care, and provide mental health resources, a change in app development practices and funding structures for such resources is required.
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Abstract

Background: Sleep is a critical aspect of people’s well-being and as such assessing sleep is an important indicator of a person’s health. Traditional methods of sleep assessment are either time- and resource-intensive or suffer from self-reporting biases. Recently, researchers have started to use mobile phones to passively assess sleep in individuals’ daily lives. However, this work remains in its early stages, having only examined relatively small and homogeneous populations in carefully controlled contexts. Thus, it remains an open question as to how well mobile device-based sleep monitoring generalizes to larger populations in typical use cases.

Objective: The aim of this study was to assess the ability of machine learning algorithms to detect the sleep start and end times for the main sleep period in a 24-h cycle using mobile devices in a diverse sample.

Methods: We collected mobile phone sensor data as well as daily self-reported sleep start and end times from 208 individuals (171 females; 37 males), diverse in age (18–66 years; mean 39.3), education, and employment status, across the United States over 6 weeks. Sensor data consisted of geographic location, motion, light, sound, and in-phone activities. No specific instructions were given to the participants regarding phone placement. We used random forest classifiers to develop both personalized and global predictors of sleep state from the phone sensor data.

Results: Using all available sensor features, the average accuracy of classifying whether a 10-min segment was reported as sleep was 88.8%. This is somewhat better than using the time of day alone, which gives an average accuracy of 86.9%. The accuracy of the model considerably varied across the participants, ranging from 65.1% to 97.3%. We found that low accuracy in some participants was due to two main factors: missing sensor data and misreports. After correcting for these, the average accuracy increased to 91.8%, corresponding to an average median absolute deviation (MAD) of 38 min for sleep start time detection and 36 min for sleep end time. These numbers are close to the range reported by previous research in more controlled situations.

Conclusions: We find that mobile phones provide adequate sleep monitoring in typical use cases, and that our methods generalize well to a broader population than has previously been studied. However, we also observe several types of data artifacts when collecting data in uncontrolled settings. Some of these can be resolved through corrections, but others likely impose a ceiling on
the accuracy of sleep prediction for certain subjects. Future research will need to focus more on the understanding of people’s behavior in their natural settings in order to develop sleep monitoring tools that work reliably in all cases for all people.

**Introduction**

**Background**

Sleep is intrinsically linked to many aspects of life, including both physical and mental health [1]. The connection between sleep and well-being is bidirectional, where sleep disorders can cause significant burden on a person’s life, and underlying disease can manifest itself as disruptions a person’s sleep. These links manifest themselves in a number of facets of a person’s health, from immune and metabolic effects [2] to disordered sleep patterns as a part of disease processes such as schizophrenia, depression, or post-traumatic stress disorder [3,4]. As such, sleep can provide a unique window into monitoring, tracking, or treating disease processes, and be both a target and outcome of intervention [5]. Thus, monitoring sleep is important.

Indeed, sleep monitoring plays a critical role in current clinical practice. Polysomnography, the “gold standard” for diagnosis of sleep disorders, monitors a variety of signals over the course of several nights, for example, electroencephalogram (EEG), breathing, and muscle and eye movements, to produce a detailed picture of a patient’s sleep patterns [6]. Ambulatory polysomnography is a lower cost option than in-clinic assessment and acquiring data from a person’s home environment might better represent their typical sleep patterns [7]. However, it is still expensive, time-consuming, and the tools used for assessment might themselves interact with the sleep behavior. Thus, for chronic sleep tracking, clinicians have typically relied on instruments such as sleep diaries, questionnaires, and similar instruments [8]. These approaches have several drawbacks, such as patient adherence and reporting bias [9]. Having a way to monitor sleep that does not suffer from these drawbacks but is easier to perform than polysomnography would be a boon for clinical practice and research.

With the advent of mobile phones, a majority of Americans now carry a multifunctional sensor platform in their pocket [10]. These devices and other wearable activity sensors can be used to monitor a person’s behavior and environment, and as a result, can be used to monitor sleep. Previous work has used this mobile-sensor-based approach to predict sleep with relatively high accuracy. One study predicted the sleep or awake state of every 10-min long bin of phone sensor data with 93% accuracy [11]. Another study estimated the sleep duration with an error of 42 min [12], and a subsequent study on a college student population was able to predict bedtimes with an accuracy of 25 min of the ground truth [13]. Finally, a more recent study was able to predict sleep or awake states with 89% accuracy solely based on the users’ interactions with their phones [14]. These approaches hold promise for sleep tracking in the future; however, there remains significant work to do before they can be used more generally.

Several issues impair the ability to apply these findings to the general population. First, much of this work has used small subsets of the population, mostly students [12]. Students tend to be homogeneous in terms of demographics such as age and other patterns such as school schedules, and some evidence suggests that these demographic and life similarities might impact their sleep patterns [9,15]. Second, study participants typically receive instructions, such as placing the mobile phone face-down on the bed with them as they went to sleep [12] or keeping the phone turned on and to keep it in their bedroom while sleeping [11]. Although this increases the reliability of automated sleep assessment, to the degree that people to change their daily habits, it means that attempts to use these assessments in the wild will likely fail. Finally, many studies simply exclude noncompliant participants in the analysis. However, noncompliance may be related to other factors, such as untraditional sleep schedules, that might bias results in ways that reduce generalizability [13]. Therefore, classifiers (algorithms that distinguish sleep from waking states) that do not depend on specific instructions regarding the use or placement of the phone and which are generalizable to a broader population still need to be tested.

**Aim of This Study**

In this study, we aim to explore the use of mobile devices for sleep tracking in a broad population of participants. Participants are recruited from across the United States without restrictions on age, leading to a substantially more heterogeneous sample than previous work. Participants use their own personal devices and are given no instructions on device use, allowing us to gather data from the natural, daily course of their lives. We will use techniques from machine learning to detect the sleep times of each participant, and will examine whether these techniques will generalize to other participants. Overall, we will assess if, and to what extent, we can scale passive sleep monitoring, from normal everyday phone use, to the more general population.

**Methods**

**Participant Recruitment**

We recruited the participants for our study between October 28, 2015 and February 12, 2016. The recruitment was done in collaboration with Focus Pointe Global (FPG), a company that specializes in market and scientific research strategies and participant recruitment and retention. FPG used Internet and qualitative panels of participants as a primary means of recruitment. They sent out emails to these panels with links to the screener questionnaire. Additionally, they used phone calls to potential participants in their in-house registries.
In the screener questionnaire, interested individuals were screened for eligibility. Individuals were eligible for our study if they were at least 18 years old, able to read and understand English, owned a mobile phone with Android 4.4 through 5.1 (excluding 5.0 due to problems that limited reliable access to some sensor data), and had access to WiFi for at least one 3-h period a day. We excluded individuals who were diagnosed with any psychotic disorders, were identified as not being able to walk more than half a mile (4 city blocks), or had positive screens for alcohol abuse (alcohol use disorder identification test, AUDIT [16] score ≥16), drug abuse (drug abuse screening test, DAST-10 [17] score ≥6), suicidal ideation (patient health questionnaire-9 item, PHQ-9 [18] item 9 rating ≥1; Beck depression inventory, BDI-II [19] item 9 rating ≥2), or bipolar disorder (mood disorder questionnaire, MDQ [20] question 1 score ≥7, an endorsement of question 2, and a response of 2 or 3 for question 3). We also excluded those individuals who shared their phone with others. Eligible participants were consented using procedures approved by the Northwestern University Institutional Review Board, which included descriptions of the data to be gathered along with data security and privacy policies. We selected roughly equal numbers of participants in four groups, such that there were wide ranges of depression and anxiety symptoms in the sample. We defined the groups as depressed and anxious (PHQ-9 ≥10; generalized anxiety disorder-7 item, GAD-7 ≥10), depressed only (PHQ-9 ≥10; GAD-7 ≤10), anxious only (PHQ-9 <10; GAD-7 ≥10), and healthy (PHQ-9 <10; GAD-7 <10).

Each participant was enrolled for a period of 6 weeks. First, a study ID was assigned to the participant by FPG. Then participants were asked to complete a Web-based questionnaire consisting of demographics (eg, age, gender, race and ethnicity, state of residence) and life aspects (eg, living situation, employment issues, where they keep their phone) that could potentially affect their sleep and phone use. Participants were compensated from US $25 to US $270.40 depending on how long they stayed in the study, and how much of the daily questionnaires they answered.

### Data Collection

We collected two categories of data: mobile phone sensor data and ecological momentary assessment (EMA) data, which consisted of daily questions sent to participants asking them about their last night sleep times. The sensors used in our study and their attributes are listed in Table 1.

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Activity</td>
<td>Physical activity class provided by the Android Activity Recognition API&lt;sup&gt;a&lt;/sup&gt; (still, walking, running, tilting, on bike, in vehicle, unknown) and the confidence of the classifier (0-100%)</td>
</tr>
<tr>
<td>Light</td>
<td>Light intensity (lux)</td>
</tr>
<tr>
<td>Sound</td>
<td>Average sound intensity (dB) and dominant sound frequency (Hz)</td>
</tr>
<tr>
<td>Screen</td>
<td>State of the phone screen (on or off)</td>
</tr>
<tr>
<td>Battery</td>
<td>State of the battery (not charging, charging via power cable, charging via USB&lt;sup&gt;b&lt;/sup&gt;)</td>
</tr>
<tr>
<td>GPS&lt;sup&gt;c&lt;/sup&gt; location</td>
<td>Geographic latitude and longitude in degrees</td>
</tr>
<tr>
<td>WiFi</td>
<td>The MAC&lt;sup&gt;d&lt;/sup&gt; address of the access point which the device is currently connected to</td>
</tr>
<tr>
<td>Communication events</td>
<td>Contact names, contact numbers, outgoing or incoming calls, outgoing or incoming SMS&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>Time of day</td>
<td>Time of the day</td>
</tr>
</tbody>
</table>

<sup>a</sup>API: application program interface.
<sup>b</sup>USB: Universal Serial Bus.
<sup>c</sup>GPS: Global Positioning System.
<sup>d</sup>MAC: media access control.
<sup>e</sup>SMS: short message service.

EMA data was collected on a daily basis. On each day, at 9am local time, the questionnaire was launched on each participant’s phone, asking them about the time they went to sleep last night, or sleep start time, and the time they woke up, or sleep end time. Participant could respond immediately to the questions, or delay the response until later that day. If they did not answer the questions before 12am that night, the questionnaire disappeared; and on the next day, a new questionnaire was launched asking about sleep start and end times of the night before. Sleep duration was defined as the time from sleep start time to sleep end time.

We used Purple Robot [21] to collect both sensor and EMA data. Purple Robot is a multipurpose, open-source Android app that is developed for our phone-based behavioral sensing studies [22], and adapted to this study. The app gathers data from the sensors available on the phone, initially stores them locally on the device, and then transmits them as network connectivity becomes available. This allows data collection in a variety of wireless connectivity scenarios with the confidence that intermittent network access does not affect the nature, quality, or quantity of the collected data.

Purple Robot anonymized sensitive information before storage and transmission. Specifically, it used a standard MD5 hashing.
algorithm [23] to anonymize the contact names and numbers in
the communication events sensor (see Table 1), as well as the
participant IDs. Once the data was anonymized, it was locally
stored on the device, transmitted to secure data collection server
via encrypted, password-protected tunnels, and then deleted
from the device. The mobile phone data residing on the server
could be linked with other information gathered during the study
only if the unique identifiers used by the participants and the
study-specific keys used to encrypt the data were known.
Furthermore, these were only accessible to individuals with the
proper credentials. Overall, these security measures helped to
protect the participants’ privacy, particularly regarding sensor
data such as GPS and MAC addresses, which could risk leakage
of personal information.

Initial tests showed that the sound sensor (microphone) was
draining battery power to a considerable degree, which could
interfere with our data collection and dissatisfy the participants.
Thus, we sample the microphone every 5 min for 30 s at a time.
The Purple Robot sound sensor then reported the average sound
amplitude (dB) and the dominant sound frequency during that
30 s period. The dominant frequency was calculated by taking
the Fast Fourier Transform (FFT) of the signal, and finding the
frequency at which it was maximum. Using this procedure, we
considerably decreased the battery power consumption by Purple
Robot.

Feature Extraction
Before using the collected phone sensor data for developing
sleep detection algorithms, we extracted their attributes, or
features. To extract features, we first divided all sensor data
into 10-min-long windows. Then, from each window, we
extracted 22 distinct features as listed in Table 2. The choice of
10 min was made for consistency with previous research [11].
In our feature set (Table 2), we included features that had
previously been shown to be useful [11-13]. For the location
features, location variance, and location change, we converted
the GPS coordinates in latitude and longitude degrees to 2D
coordinates in kilometers, using the method described in [24],
before extracting the features. In addition, we also included time
of the day as a feature, since we hypothesized that the time alone
is a strong predictor of whether a person is asleep or awake.

To deal with missing sensor data, we used different strategies
for different sensors. For the communication events and the
screen sensors, we used a 0 value when data was not present,
as for these cases absence of data meant no events. For the
activity sensor, since the Android’s Activity Recognition API
(application program interface) does not generate new samples
when the phone has been in the same state for a long time, we
filled the missing points with the activity sample from the last
window which contained data. For the rest of sensors, if the
window was empty, the corresponding features were set to “Not
a Number” (NaN).
Table 2. List of features used in the study.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stillness</td>
<td>Percentage of still activity</td>
</tr>
<tr>
<td>Light power</td>
<td>Mean of light intensity</td>
</tr>
<tr>
<td>Light range</td>
<td>Range of light intensity</td>
</tr>
<tr>
<td>Light kurtosis</td>
<td>Kurtosis of light intensity</td>
</tr>
<tr>
<td>Light change</td>
<td>( \frac{&lt; (L(t) - L(t-1))^2 / L(t-1)^2 &gt;}{L(t)} ) where ( L(t) ) is light intensity at time ( t ), and ( &lt;,&gt; ) denotes the average over time.</td>
</tr>
<tr>
<td>Audio power</td>
<td>Mean of audio power</td>
</tr>
<tr>
<td>Audio freq min</td>
<td>Min. dominant audio frequency</td>
</tr>
<tr>
<td>Audio freq max</td>
<td>Max. dominant audio frequency</td>
</tr>
<tr>
<td>Screen activity</td>
<td>Number of screen ON or OFF events excluding the ones that last less than 30 s</td>
</tr>
<tr>
<td>Location variance</td>
<td>( \sqrt{\sigma^2_{lat} + \sigma^2_{lng}} ) where ( lat ) and ( lng ) are latitude and longitude values in kilometers, respectively.</td>
</tr>
<tr>
<td>Location change</td>
<td>Average of change (as defined for light change) between latitude and longitude</td>
</tr>
<tr>
<td>Battery charging</td>
<td>1 if mode of battery state is charging; 0 otherwise</td>
</tr>
<tr>
<td>Battery USB(^a)</td>
<td>1 if the phone is connected to USB, 0 otherwise</td>
</tr>
<tr>
<td>Battery level(^a)</td>
<td>Average battery level (0-100)</td>
</tr>
<tr>
<td>WiFi</td>
<td>Mode of WiFi MAC(^b) address (converted to integer by summing up the characters)</td>
</tr>
<tr>
<td>Last name</td>
<td>Last contact name (encrypted) contacted by either call or SMS(^c)</td>
</tr>
<tr>
<td>Last number</td>
<td>Last phone number (encrypted) contacted by either call or SMS</td>
</tr>
<tr>
<td>Call</td>
<td>Number of phone calls</td>
</tr>
<tr>
<td>SMS</td>
<td>Number of SMS</td>
</tr>
<tr>
<td>Outgoing call</td>
<td>Number of outgoing phone calls</td>
</tr>
<tr>
<td>Outgoing SMS</td>
<td>Number of outgoing SMS</td>
</tr>
<tr>
<td>Time of day</td>
<td>Time of the day in hours (0-24), defined as the midpoint in the window</td>
</tr>
</tbody>
</table>

\(^a\) USB: Universal Serial Bus.

\(^b\) MAC: media access control.

\(^c\) SMS: short message service.

Sleep Detection

Overview

We trained algorithms to detect the sleep start and wake-up times of each participant from the sensor features extracted from their phones. These algorithms, also called classifiers, determined whether each feature sample, extracted from 10 min of sensor data, was from a sleep or an awake state as reported by participants. After training, the classifiers were able to predict the state of a given feature sample.

The sleep detection procedure had two stages: first, we used random forests to estimate the probability for a feature sample to be from sleep or awake states. Then, a hidden Markov model (HMM) used the sequence of these probabilities to determine whether the participant’s state was actually sleep or awake. In the following, we will give a more detailed description of these two stages.

Estimating State Probabilities

To estimate the probability for each feature sample being from an awake or asleep state, we used ensembles of decision trees known as random forests [25]. Each tree in a random forest makes a prediction, or vote, about the class of the feature sample. The random forest calculates the class probability by averaging over the predictions of individual trees. In this study, we used 50 trees.

We trained the random forest to estimate the state (awake or sleep) probabilities based on the last 5 feature sets extracted from the last 5 windows. For training, we used the bagging method [26], which randomly samples the dataset with replacement to create a training set for each tree. In this way, each tree only observes part of the dataset. In addition, each decision node in the tree randomly samples 5 out of 22 features, and finds the best feature and the best split value based on a Fisher information gain criterion. Therefore, each tree only observes part of both the data samples and the features. This
makes random forests less prone to overfitting and a better candidate for generalization to unseen data [27].

**Determining States**

Although our random forest classifiers use the last 5 feature samples to provide the class probability of the current sample, they ignore the class probabilities of the surrounding samples. This disregards the fact that sleep and awake states change slowly over time. In fact, transitions from asleep to awake and vice versa usually happen once in a given 24-h period. Therefore, it is important to consider the class probabilities of the neighbor samples in calculating the class probability of any given sample.

To determine the sleep or awake states, we first use a median filter in order to reduce the effect of fast changes in the class probabilities. A median filter replaces each sample by the median of w neighboring samples. Here, we set w=21, corresponding to 210 min in the data. After recalculating the probabilities, we use the threshold of 0.5 to determine the class of each sample (Probability ≤ 0.5: awake; Probability ≥ 0.5: sleep). In this way, the median filter captures the slower dynamics of the state probabilities.

After recalculating the state probabilities, the next step is to determine the states. For this, we use a HMM, which is a Bayesian statistical model that infers the states of an unobserved variable, sleep state in our study, given a set of observations, here the set of states estimated by the median filter. The HMM uses a set of parameters called transition probabilities, which represent the probability of transition between the classes. Because there are typically only one sleep-to-awake and one awake-to-sleep transition in each 24-h period, and given that we have 144 feature samples in each 24-h period, we set the transition probabilities as the following:

\[ T_{\text{sleep-awake}} = T_{\text{awake-sleep}} = \frac{1}{144} \]

\[ T_{\text{sleep-sleep}} = T_{\text{awake-awake}} = \frac{143}{144} \]

**Training and Cross-Validation**

We train sleep detection models in two different ways: (1) global models and (2) personal models. The former is trained on all data from a number of participants and cross-validated on the rest, whereas the latter is trained and cross-validated on the data from the same participant at different times.

For the global models, we use a subject-wise, 10-fold cross-validation method. We first divide the participants into 10 almost equal, nonoverlapping sets. Then, we train models on all sets except one and cross-validate it on the remaining set. We repeat this procedure 10 times so that all participants are used for cross-validation.

To train personal models, we divide each participant’s data into 3 nonoverlapping folds. Then, we train models on 2 folds and validate them on the remaining fold. We repeat this procedure 3 times until all folds have been used for validation. The classification accuracy was averaged across the folds, representing the classification accuracy for the subject.

**Results**

**Participants**

In total, 208 eligible participants were recruited for the study. One participant did not install the software on their phone, and therefore was removed from the analysis. Of the 207 participants included in the analysis, 82.6% (171/207) were females and 17.4% (36/207) were males. Their ages ranged between 18 and 66 years old, with a mean of 39.3 (SD 10.3). They represented a geographically diverse sampling of the United States, as shown in Figure 1. Participants did not perfectly represent the racial and ethnic diversity of the United States with 78.7% (163/207) Caucasian, 11.6% (24/207) African American, 2.4% (5/207) Asian, 1.4% (3/207) Native American, and the remaining 4.3% (9/207) of participants were a combination of two or more races. It was found that 1.4% (3/207) of participants preferred not to specify race and 9.2% (19/207) of participants noted Hispanic as their ethnicity. Nevertheless, this is a diverse pool of demographics and locations.

The outcomes on the questionnaires asked during the screening were as follows: the average drug abuse score (DAST-10) was 0.56 (SD 1.06), alcohol abuse score (AUDIT) was 3.66 (SD 3.35), depression score (PHQ-9) was 9.72 (SD 5.10), and anxiety score (GAD-7) was 9.01 (SD 5.41). As expected, the drug and abuse scores were low, since we excluded individuals with high scores. However, there was a wide distribution in depression and anxiety scores as it was intended in the recruitment procedure.

Participants had diverse educational backgrounds: 1.9% (4/207) of participants had some high school education, 12.1% (25/207) had completed high school, 35.3% (73/207) had some college training, 13.5% (28/207) had 2-year college training, 23.6% (49/207) had Bachelor’s degree, 11.1% (23/207) had Master’s degree, and 2.4% (5/207) had professional Doctorate degree.

Finally, we asked the participants questions about the aspects of their lives that would potentially influence sleep detection. Of the 207 participants, 14.5% (30/207) lived alone, whereas 85.0% (176/207) lived with other people, and 0.5% (1/207) did not specify. In response to the employment status question, 61.4% (127/207) were employed, 20.8% (43/207) were unemployed, 8.2% (17/207) had disability which prevented them from working, 1.9% (4/207) were retired, and 7.7% (16/207) did not specify their employment status. Of the 127 employed participants, 78.0% (99/127) had one job, 18.1% (23/127) had two, 3.1% (4/127) had three, and 0.8% (1/127) had four jobs. It was found that 87.4% (181/207) of participants mentioned that they keep their phones in their bedrooms while sleeping, whereas 12.6% (26/207) keep it in another room. It was also found that 58.5% (121/207) of participants said that they share their bedrooms with someone, whereas 41.5% (86/207) sleep alone in their bedroom. As should be expected, a broad range of life situations occurred.

In addition to understanding the lives of our participants, the purpose of collecting these data was to assist sleep detection algorithms, by adding them to sensor features as inputs. However, our initial tests showed that they were not helpful in
detecting sleep, and therefore we did not use them in later analyses.

Figure 1. Locations of participants on the map, shown as red dots. We added a small random value, drawn from a Gaussian distribution with zero mean and standard deviation of 1.5 km in geographic distance, to each participant’s location so that their exact coordinates cannot be extracted from the figure.

Data Characteristics

On initial analysis of the data, there were two apparent issues that needed to be resolved. First, some participants had changed their devices during the study, with a number of them reporting on multiple devices at the same time. We detected the change in a participant’s mobile phone by tracking their device’s MAC address. Out of the 207 participants, 21 changed their phones during the study. When a participant used multiple devices at the same time, we used the data from the first device until there was no EMA data coming from that device, and then switched to the second device.

There were also inconsistent values in sensor and EMA data that needed to be corrected or removed. First, timestamps were stored in different units for some participants, due to difference in phone models. We converted the units of these timestamps to seconds which was used for all other participants. There were also out-of-range values for sleep times. For example, in some cases, we had negative sleep start or end times; these artifacts were observed in 14 of 207 subjects, with between 1 and 5 erroneous reports for each of these subjects. We removed these instances from the dataset before the analysis. After this processing, our dataset consisted of 207 subjects and a total of 10,649 reports, allowing for a broad characterization of sleep detection.

For the EMA data, there was an extremely high rate of adherence, resulting in little missing data. Of the 207 participants, 10.6% (22) stopped providing labels before the end of the 6-week period. However, many continued to send data after the end of 6 weeks, with 13.0% (27/207) providing more than 60 days of data. The participants’ enrollment in the study is depicted in Figure 2. It was surprisingly doable to recruit this large number of subjects over the extended period of time of our study.
Figure 2. Participants’ enrollment in the study, sorted based on the enrollment time. Each dot represents an ecological momentary assessment (EMA) report sample we received from the participant. The 4 recruitment waves are evident in the 4 clusters of starting times. Vertical white stripes reflect the time of day when people were less likely to complete their EMA reports (e.g., night time). The number of days ranged from 11 to 137 days, with an average of 52.9 days for each participant.

Sleep Detection Results
The average prediction accuracy of the model trained only on sensor features is about 81.8% (95%CI 81.12-82.48), and the addition of time of the day to the feature set increases this accuracy to 88.8% (95%CI 88.41-89.19; Figure 3). This accuracy, however, is only slightly better than that of the model that has only been trained on time (86.9%; 95%CI 86.68-87.12). These accuracies vary considerably across the subjects, ranging from 65.1% to 97.3% (Figure 3). Importantly, these results are in line with those of well-controlled studies for some subjects and dramatically worse for others.

We also compared personal models (those trained with the same participant is predicting) with global models (those trained with other participants’ data and predicting a single participant). Figure 4 displays the correlation between the accuracy of personal and global models. Personal models fared better for 80.2% (166/207) of participants; however, the difference between personal and global models was relatively small.
Figure 3. Sleep detection results. (a) Prediction accuracy (error) for global and personal models trained on time feature only, sensor-based features, and all features (see Table 2). Bars show the mean, and error bars show 95% CI. (b) Distribution of the accuracy of global and personal models trained on all features across the participants.

Figure 4. The accuracy of global and personal models across the participants. Each dot is one participant. The dots above the gray line (y=x) indicate participants for which personal model performed better than global model, and the dots below indicate the other way around. The correlation between the personal and global model accuracies is high (r=.685; P<.001).

Where Do Classifiers Fail?
The large variability of prediction accuracies across the participants led us to further explore why prediction fails for specific participants. Here, we looked into various metrics of data quality and investigated their relationship to the classification accuracy. The aim was to find out whether there are specific data quality issues that caused classifiers to fail, and whether we are able to improve the classification accuracy by resolving those problems.

We found two major data quality issues: missing data and misreports. In the following, we investigate each of these issues.
**Missing Data**

We estimated the proportion of missing data points in both sensor and EMA data for all participants, and we evaluated the relationship between these and classification accuracy. Although this relationship is complex Figure 5, we found that generally participants with larger proportions of missing sensor or EMA data had lower classification accuracies. Therefore, it seems that missing data is one primary cause for the classifiers’ failure.

If missing data is the major cause, the next question is when the missing samples in sensor data occurred. We estimated the proportion of sleep-state samples that were missing, as well as the awake-state samples, and calculated their ratio. As Figure 6 shows, this ratio is significantly higher than 1 for each individual sensor as well as all sensors together. For all sensors, the proportion of missing samples during sleep is almost twice compared with awake.

**Figure 5.** Dependence of classification accuracy on missing data. (a-b) Accuracy versus the proportion of missing sensor data for global (a) and personal (b) models. Here, we excluded the activity, communication events, and screen state sensors as their absence did not indicate missing data. (c-d) Accuracy versus the proportion of missing ecological momentary assessment (EMA) data for global (c) and personal (d) models. In all four cases, there is a weak but significant, inverse relationship between the classification accuracy and the proportion of missing data. ρ is Spearman rank correlation coefficients, with negative values indicating inverse relationships. One star indicates significance at P<.05, two at P<.01, and three at P<.001.
Figure 6. Proportion of missing sensor data during sleep states divided by the proportion of missing sensor data during awake states, across all participants.

**Misreports**

To investigate the possibility of misreports, we looked at the distribution of sleep start and end times. Although the distribution of sleep end times looks almost normal, sleep start times seem to have an anomaly between 12pm and 3pm (Figure 7). One possible scenario was that participants mislabeled “am” and “pm” times, especially at midnight (12am). Alternatively, these could be short mid-day naps reported instead of previous night’s sleep. To investigate which scenario was more likely, we also plotted sleep start times versus sleep duration (Figure 7). As evident in this plot, there is a distinct cluster of sleep start times between 12pm and 3pm which is associated with abnormally long (>15 h) sleep duration. Therefore, these data points could not represent mid-day naps, but they are more likely to have been caused by a confusion between “am” and “pm” in reporting sleep start times.

A summary of the data quality issues and their likely causes is shown in Table 3.

<table>
<thead>
<tr>
<th>Data source</th>
<th>Issue</th>
<th>Possible causes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensors</td>
<td>Missing samples</td>
<td>Mobile phone off, low battery level</td>
</tr>
<tr>
<td>Sensors</td>
<td>Missing samples</td>
<td>Purple Robot, operating system, or hardware failure</td>
</tr>
<tr>
<td>Sensors</td>
<td>Out of range values</td>
<td>Device model and operating system differences</td>
</tr>
<tr>
<td>EMA(^a) reports</td>
<td>Missing samples</td>
<td>Participants not reporting</td>
</tr>
<tr>
<td>EMA reports</td>
<td>Abnormal values</td>
<td>Participants misreport</td>
</tr>
</tbody>
</table>

\(^a\)EMA: ecological momentary assessment.

In addition to missing data and misreports, we also investigated whether the classification accuracy was different between participants with symptoms of depression or anxiety and the ones with no symptoms. We compared four groups of participants: nondepressed and nonanxious, depressed and nonanxious, nondepressed and anxious, and depressed and anxious. We did not find any significant difference in classification accuracy, for both global and personal models, between any of these groups.
Figure 7. (a) The distribution of sleep start and end times. For sleep start times, there is an anomaly between 12pm and 3pm, which are likely due to the participants confusing “am” and “pm” times. (b) Sleep start times versus sleep duration, shows a distinct cluster (middle top) associated with sleep start times between 12pm and 3pm and abnormally long sleep durations (>15 h).

Improving the Quality of Data
After investigating a number of data quality issues that were likely causing the classifiers to fail in certain situations, we attempted to fix these issues and observed the effects on classification performance. Specifically, we took two steps:

1. When the reported sleep start times were between 12pm and 3pm and their associated sleep duration was longer than 15 h, we changed “pm” to “am.”
2. We removed participants for whom, on average, more than 50% of sensor samples were missing. This consisted of 20.8% (43/207) of participants.

To estimate the proportion of missing sensor data, we excluded the communication events and the screen state sensors, as their absence did not necessarily imply missing samples. After each of these steps, we trained and cross-validation both global and personal sleep prediction models.

The results of the classifier’s performance after improving the data quality is shown in Figure 8. As the figure shows, correcting reported times considerably increased the accuracies of both global and personal classifiers, to 86.7% and 91.5%. Removing participants with large amounts of missing data further increased these accuracies, to 87.6% and 91.8%, respectively, albeit to a slightly smaller degree. It is also interesting to note that the global time-only and sensor-only models have similar performances, which is considerably lower than the performance of the global all-feature model. However, for the personal models, the accuracy of the time-only model is only slightly less than the accuracy of the model trained on both sensor features and time.

Since the amount of missing sensor data was inversely correlated with the classification accuracy, we speculated that adding an extra feature encoding the amount of missing sensor data could be beneficial. However, including these additional features did not improve the accuracy of the classifiers.
Figure 8. (a-b) Sleep detection results after quality improvement, for global (a) and personal (b) models. First, we corrected the reported sleep start and end times, which resulted in significantly higher accuracies (red) for all models. Then, we removed participants for whom the sensor data was missing for more than 50% of the time. This consisted of 43 participants. The resulting accuracies (blue) significantly improved for the sensor-only model, but did not change for the rest.

Prediction of Sleep Start and End Times

Using our predictions of sleep state, we can calculate values for sleep start and end times as well as sleep duration, which can be useful for monitoring clinical processes [5]. We find the closest predicted sleep period to each reported sleep period (from personal models), and examine the bin-indexed errors in predicting the start and end of that sleep period, as well as the total duration of the sleep period. These errors are all calculated on binned data, thus our minimum resolution is the bin size (10 min). We are able to estimate both sleep start and end times with approximately equal accuracy, with an average median absolute deviation (MAD) across participants of 43 min and 38 min, respectively (Figure 9). We are also able to predict sleep duration with similar accuracy, with an average MAD across participants of 58 min (Figure 9). The distribution of these errors are all relatively skew-right, which suggests that poor prediction of a small number of participants substantially affects performance.

Looking at these errors in terms of sleep characteristics can help further elucidate where we make errors. We find that participants with more extreme, that is, longer or shorter, average sleep durations have larger errors in estimating sleep duration (Figure 10). Specifically, we tend to over-estimate the duration of short sleep periods, and underestimate the duration of long sleep periods. That this occurs even with individual models suggests that, rather than a regression to a global mean, there may be something intrinsically difficult in estimating the durations of extreme sleep periods (or the sleep of those that report extreme sleep periods). We examine the per-participant performance for “outlier” (duration greater or less than two standard deviations (SDs) from the participant’s average sleep duration) and “typical” sleep periods (Figure 10). We find that, for 89% of participants, we can estimate the duration of typical sleep periods within an hour. Interestingly, we can do the same for 38.2% of participants even on their outlier sleep periods, and can estimate outlier sleep periods within 2 h for 62% of participants, suggesting that, while outlier periods are more difficult to predict regularly than most, we do not perform poorly on all outliers as a rule. This suggests difficulties in estimating the sleep duration for particular participants, which may speak to the unique challenges in estimating behavior in large, heterogeneous populations.
Figure 9. (a) Distribution of median absolute deviation (MAD) for predicted sleep start times from true sleep start times over all participants with less than 50% missing data. (b) Distribution of MAD of predicted sleep end times from true sleep end times over all participants with less than 50% missing data. Black line indicates the average MAD over those participants. (c) Distribution of MAD of predicted sleep duration from true sleep duration over all participants with less than 50% missing data. Black lines in (a)-(c) indicate the average MAD over all participants.
Figure 10. (a) Relationship between average sleep duration and average errors in estimates of sleep duration. Points reflect individual participants with less than 50% missing data, black line represents least-squares regression. (b) Distribution of average sleep duration estimation error over participants with less than 50% missing data for “outlier” (blue) and “nonoutlier” (red) sleep durations. Outlier sleep periods are defined as periods that are two standard deviations shorter or longer than the participant’s average sleep duration, and nonoutlier periods fall within those bounds.

Discussion

Principal Findings

This study was a first step toward bridging initial proof-of-principle studies showing the feasibility of mobile phone-based sleep detection technology with implementation for a general population in their natural daily-life settings. We divided phone sensor data into 10-min-long windows, and calculated a number of features from them. Then, we trained our models, composed of random forests and HMMs, to predict the state of each window (sleep or awake). Although the global classifiers trained on all features were able to predict sleep state with 87.6% accuracy, personal models which were trained
separately on each participant had a (significantly) higher accuracy of 91.8%. These numbers were close to the range reported by previous research in more controlled settings [11-13]. Thus our study confirms that sleep tracking via mobile devices is a viable paradigm, and that it can generalize to broad populations when used in daily-life settings.

It is interesting that the performance of personal models trained solely on the time of the day was only slightly lower than the ones trained on all features. This suggests that an individual’s sleep patterns do not drastically change day-by-day, and that whether they are asleep or awake at a specific hour can be predicted with good accuracy by time alone. This is an important result, as it shows that the baseline performance, defined by the time-of-day model, is significantly higher than the chance level of 67-71%, calculated by assuming that the average sleep duration across the individuals is between 6 h and 7 h. Therefore, it is necessary that when we report the accuracy of sleep detection algorithms, we compare them to the accuracy of a model only trained on time of the day. This comparison makes the assessment of future sleep detection algorithms easier.

**Limitations**

There are a number of limitations that should be considered when interpreting the results of our study. First, the self-reported sleep times are not necessarily accurate themselves. In fact, we observed that a number of participants misreported their sleep start times by a substantial amount; when we fixed these reports, the accuracy of the sleep detection algorithm increased substantially. Apart from directly addressable issues like this, there are many other ways in which self-reports might have been inaccurate. Self-reported sleep start times are in general biased, and people tend to over-estimate their sleep duration [28]. Therefore, what we calculate as accuracy is relative to an inaccurate measure. It may be difficult, both here and in other sleep detection work, to calculate the true accuracies of the algorithms.

Second, the parameters of the HMM were adjusted under the assumption that going to sleep and waking up occur only once in 24 h. Although this assumption is true for most people, there are a number of cases for which it is violated. First, most elderly suffer from fragmented sleep [29], during which they can stay awake for a few hours before going to sleep again. Some sleep pattern disorders, such as insomnia or sleep apnea, cause both segmentation of sleep at night and sleepiness during the day [30], likely affecting daytime behavior as well as sleep patterns. In more extreme cases, such as sleepwalking, patients manifest night-time behaviors that resemble daytime, routine activities [31]. Second, we did not ask whether any of our participants worked in different shifts across days, and some of the anomalies seen in the reported times could have been due to shift-working. Finally, a good number of people, almost one-third of Americans, take day-time naps [32]. Therefore, in many cases, the assumption that a person goes to sleep only once in a 24-h period is incorrect, and further understanding of both population and individual sleep habits will be necessary to create more accurate models.

Third, we do not know if any, or which of these participants had a sleep disorder. People with sleep disorders can be significantly different from the healthy populations in many aspects of their life, which can influence the relationship between mobile phone sensor features and sleep patterns. For example, individuals with disturbed sleep report lower quality of physical functioning, social functioning, vitality, and general health [33]. These differences would likely result in differences in how individuals interact with their mobile phones, thus affecting the data and algorithms for sleep detection. Thus, caution must be applied in generalizing these results to those with atypical sleep patterns.

Finally, our participants were not a perfect sample of the general population in the United States. First, close to 82.6% of our participants were female. Second, we only recruited participants who had WiFi Internet access on their mobile phones. This was important, as the high frequency sensor data can quickly accumulate on the phone and reach the storage limits. Using WiFi to off-load data is energy-efficient and free, unlike using cellular connectivity, which can drain the battery and incur data use fees. For this reason, we recruited participants who had reliable Internet access on their phones. However, with this restriction, it is likely that participants with lower incomes are excluded from our study, who might have different sleep patterns and behavior. Third, 21 participants (10%) changed their phones during the study. Although this may be due to chance, it may also be related to the holiday season, during which people may have received phones as gifts. Finally, we specifically excluded participants with positive screens for several severe psychiatric conditions, which may alter sleep patterns. Thus, it is possible that any or all of these biases reduce the generalizability of these results.

**Comparison With Prior Work**

We extended previous research in two important ways. First, our sample size was large relative to previous studies and the study participants were more diverse in age, education level, employment, and location. Although a more diverse sample potentially provides a better training dataset for machine learning, it introduces a few problems. First, diversity means more variability in behavior. Unlike college students who have been the participants of a number of previous studies [11,13], participants from the general population do not necessarily use their mobile phones in ways that can help the sleep detection algorithms. For example, mobile phone usage is one feature that is very useful in detecting sleep states since most people use their phones frequently throughout the day. However, phone usage patterns are different across different age groups. Whereas 22% of Americans aged between 18 and 29 years use their phones every few minutes, this number for an older age group of 50-64 years is only 6% [34]. Therefore, a large and diverse sample introduces new challenges to sleep detection algorithms.

The second way in which we extended the previous research was that we did not give participants any instructions regarding the placement of the mobile phone. This meant that participants, for example, could turn their phones off during sleep, or leave it unplugged so that it runs out of battery. As a result, we found that there were many more missing data points during sleep than during awake states. This, however, was not the only scenario that challenged the sleep detection algorithms.
Participants could also leave their phones unattended during the day, or put it in another room when sleeping. Despite all these, the performance of the classifiers is close to, albeit slightly worse than, what has been reported by previous research in more controlled settings.

Conclusions
As mobile phone technology advances, we expect many of the issues we encountered in this study will vanish. For instance, several of the technical problems we experienced will be ameliorated by longer battery life, standardized hardware, and improved app design. Many other limitations, however, will not be solved by advancing underlying technology. Here we encountered several obstacles, from behaviors that misled algorithms, to sleep patterns unaccounted for by typical models, to inaccurate ground truth data that were due to errors and biases in self-reports rather than technology. Although these obstacles are typically not encountered during demonstrations of sleep detection algorithms, they will likely prove to be impediments to generalized sleep tracking. We believe that mobile phone-based sleep detection technology must tackle these problems in order to become a reliable tool in people’s natural life settings.
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Abstract

Background: Mobile phone use and the adoption of healthy lifestyle software apps (“health apps”) are rapidly proliferating. There is limited information on the users of health apps in terms of their social demographic and health characteristics, intentions to change, and actual health behaviors.

Objective: The objectives of our study were to (1) to describe the sociodemographic characteristics associated with health app use in a recent US nationally representative sample; (2) to assess the attitudinal and behavioral predictors of the use of health apps for health promotion; and (3) to examine the association between the use of health-related apps and meeting the recommended guidelines for fruit and vegetable intake and physical activity.

Methods: Data on users of mobile devices and health apps were analyzed from the National Cancer Institute’s 2015 Health Information National Trends Survey (HINTS), which was designed to provide nationally representative estimates for health information in the United States and is publicly available on the Internet. We used multivariable logistic regression models to assess sociodemographic predictors of mobile device and health app use and examine the associations between app use, intentions to change behavior, and actual behavioral change for fruit and vegetable consumption, physical activity, and weight loss.

Results: From the 3677 total HINTS respondents, older individuals (45-64 years, odds ratio, OR 0.56, 95% CI 0.47-0.68; 65+ years, OR 0.19, 95% CI 0.14-0.24), males (OR 0.80, 95% CI 0.66-0.94), and having degree (OR 2.83, 95% CI 2.18-3.70) or less than high school education (OR 0.43, 95% CI 0.24-0.72) were all significantly associated with a reduced likelihood of having adopted health apps. Similarly, both age and education were significant variables for predicting whether a person had adopted a mobile device, especially if that person was a college graduate (OR 3.30). Individuals with apps were significantly more likely to report intentions to improve fruit (63.8% with apps vs 58.5% without apps, P=.01) and vegetable (74.9% vs 64.3%, P<.01) consumption, physical activity (83.0% vs 65.4%, P<.01), and weight loss (83.4% vs 71.8%, P<.01). Individuals with apps were also more likely to meet recommendations for physical activity compared with those without a device or health apps (56.2% with apps vs 47.8% without apps, P<.01).

Conclusions: The main users of health apps were individuals who were younger, had more education, reported excellent health, and had a higher income. Although differences persist for gender, age, and educational attainment, many individual sociodemographic factors are becoming less potent in influencing engagement with mobile devices and health app use. App use was associated with intentions to change diet and physical activity and meeting physical activity recommendations.
KEYWORDS
smartphone; cell phone; Internet; mobile applications; health promotion; health behavior

Introduction
As of 2015, nearly two-thirds (64%) of the American public owned a mobile phone, which is an increase from 35% in 2011 [1]. It is estimated that 90% of the worldwide population will own a mobile phone by 2020 [1]. Current UK data reveals that mobile phone usage is increasing as 66% adults aged more than 18 years owned a mobile phone in 2015, up from 61% in 2014 [2]. Mobile phone ownership is higher among younger people, with 77% ownership for those aged 16-24 years [3]. Although mobile phone ownership is especially high among younger persons and those with higher educational attainment and income [4], those with lower income and educational attainment are now likely to be “mobile phone dependent,” meaning that they do not have broadband access at home and have few other options for Web-based access other than via mobile phone.

As mobile phone ownership rapidly proliferates, so does the number of mobile phone software apps grown in the marketplace [5]. Apps focused on health promotion are quite common: more than 100,000 health apps are available in the iTunes and Google Play stores [6]. This staggering number speaks to both the huge market and ongoing demand for new tools to help the public manage their diet, fitness, and weight-related goals, and the limitations of the current health care system to provide such resources. A recent study found that 53% of cell phone users owned a smartphone—this translates to 45% of all American adults—and that half of those (or about 1 in 4 Americans) have used their phone to look up health information [7]. There is increasing usage of health apps among health care professionals, patients and general public [8], and apps can play a role in patient education, disease self-management, remote monitoring of patients, and collection of dietary data [9-12]. Using mobile phones and apps, social media also can be easily accessed, and increasing numbers of individuals are using social media for health information with reported benefits and limitations [8].

Despite the massive uptake in mobile phone ownership and health app usage and their potential for improving health, important limitations of health apps are the lack of evidence of clinical effectiveness, lack of integration with the health care delivery system, the need for formal evaluation and review, and potential threats to safety and privacy [6,13-17]. Although previous studies have described the sociodemographic factors associated with mobile health and app use [7,18,19], it is a rapidly changing field with the most recent published reports reflecting data at least four to five years old. Additionally, there is a lack of information on the users of health apps in terms of their sociodemographic and health characteristics and health behaviors. Furthermore, to our knowledge, there have been no previous publications reporting on the association between the use of health apps, behavioral or attitudinal factors (ie, readiness or intentions to change), and health outcomes. This information is important for future health-improving initiatives and for identifying appropriate use of health apps among population groups.

Therefore, the aim for our study was 3-fold: (1) to describe the sociodemographic characteristics associated with health app use in a recent US nationally representative sample; (2) to assess the attitudinal and behavioral predictors of the use of health apps for health promotion; and (3) to examine the association between the use of health-related apps and meeting the recommended guidelines for fruit and vegetable intake and physical activity. Given the increasing focus on new models for integrating technology into health care and the need to expand the evidence base on the role of health apps for health and wellness promotion, these research questions are timely and relevant to inform the development of health app interventions.

Methods

Data Source
The National Cancer Institute’s Health Information National Trends Survey (HINTS) is a national probability sample of US adults that assesses usage and trends in health information access and understanding. HINTS was first administered in 2002-2003 as a cross-sectional survey of US civilians and noninstitutionalized adults. It has since been iteratively administered in 2003, 2005, 2008, 2011, 2012, 2013, and 2014. We used data from HINTS 4 Cycle 4 data released in June 2015, which corresponded to surveys administered in August-November, 2014. Publicly available datasets and information about methodology are available at the HINTS website [20]. The 2014 iteration reported herein contained questions about whether participants used mobile phone or tablet technology and software apps for health-related reasons. The overall response rate was 34.44%. This study was reviewed and qualified for an Exemption by the American Academy of Family Physicians Institutional Review Board.

Participants
A total of 3677 individuals completed the 2014 HINTS survey. From this sample, 148 respondents were considered partial completers, in that they completed 50%-79% of the questions in Sections A and B. We included all 3677 respondents in our analysis. We used sampling weights from the HINTS dataset that were incorporated into the regression analyses.

Measures

Demographics
We used participants’ self-report of their age, sex, race, ethnicity, income, level of education, English proficiency, height, and weight. We converted height and weight into body mass index (BMI), using weight (kg)/height (m^2)×10,000, and classified participants as obese (≥30), overweight (29.9-26), or normal weight or underweight (<26).
Usage of Mobile Devices and Health Apps

We used participants’ responses to the 3 questions to characterize the distribution of subjects who used health-related software apps on their mobile devices. The participants were asked whether they had a tablet computer, smartphone, basic cell phone only, or none of the above. We examined factors for those with and without mobile devices, since previous studies have shown differences in seeking health information on the Internet related to access (eg, availability of a computer) [21,22]. HINTS dataset is a nationally representative sample, and we wished to put our findings on app use in the larger population context. We categorized participants who had a mobile phone or a tablet device under the label “Device+.” Similarly, participants who did not report having a mobile phone or a tablet device were labeled “Device-.” Of the Device+ group, we also categorized them according to whether they had health apps on their device (Device+/App+) or did not have health apps on their device (Device+/App-).

Fruit and Vegetable Intake

We assessed fruit and vegetable intake using the 2 questions: amount of fruit consumed per day and amount of vegetables consumed per day (7 response options for each ranging from none to >4 cups per day). We reclassified the response options for both questions into a single dichotomous outcome variable, that is, the subject either (1) meets recommendations for fruit or vegetables (4 or more cups for each) or (2) does not meet recommendations for fruit or vegetables (all other response options). Fruit and vegetable scores were analyzed separately.

Physical Activity

We assessed physical activity using the 2 questions: (1) in a typical week how many days do you do any physical activity or exercise of at least moderate intensity, such as brisk walking, bicycling at a regular pace, and swimming at a regular pace? (8 response options ranging from none to 7 days per week) and (2) on the days that you do any physical activity or exercise of at least moderate intensity how long do you do these activities? (2 response options for minutes and hours). We reclassified the response options into a single dichotomous outcome variable for physical activity, that is, whether the subject (1) met physical activity recommendations (≥150 minutes per week) or did not meet the physical activity recommendations (<150 minutes per week).

Intentions to Change Behavior

We examined participants’ intentions to change behavior based on the 5 questions (all with yes or no responses): At any time in the last year, have you intentionally tried to (1) increase the amount of fruit or 100% fruit juice you eat or drink, (2) increase the amount of vegetables or 100% vegetable juice you eat or drink, (3) decrease the amount of regular soda or pop you usually drink in a week, (4) lose weight, and (5) increase the amount of exercise you get in a typical week?

Statistical Analysis

The outcome variable (OUTCOME) was a composite derived from 3 survey variables: (1) own a smartphone (an Internet-enabled mobile phone “such as iPhone Android BlackBerry or Windows phone” differentiated from a “basic cell phone,” hereafter referred to as “mobile phone”) or device, (2) have health apps on mobile phone or device, and (3) use of health apps. Own a mobile phone or device was a system-supplied derived variable to categorize responses given to question B4 (possession of a mobile phone or tablet device). Have health apps on mobile phone or device (question B5) asked about health apps on a tablet or mobile phone. Use of health apps (question B6a) asked whether the apps on a mobile phone or tablet helped in achieving a health-related goal. OUTCOME consisted of 3 levels: Device-/App- (33.2% of respondents), Device+/App- (44% of respondents), and Device+/App+ (22.77% of respondents). Device referred to having a tablet or mobile phone, and App referred to having a health-related app that ran on a tablet or mobile phone. A total of 93 of 3677 respondents were unable to be classified due to missing data. These people were not used in the analyses. To assess the relationship between OUTCOME and the demographic or health behavior variables, simple unweighted 2-way crosstab tables were generated and tested with a chi-square test of association. We used a cutoff of P<.05 to determine statistical significance for all analyses.

We used the R programming language (R-Studio) and SPSS (SPSS Inc) for all data modeling and analysis carried out in this study.

Results

Principal Findings

From the 3677 total HINTS respondents, 3584 answered questions about whether or not they had a tablet computer or mobile phone, or used apps. Figure 1 shows the participants in this study.
Figure 1. Health Information National Trends Survey (HINTS) respondents’ use of mobile phones, tablets, and apps.

Demographic Variables Associated With App Use

Table 1 compares respondents grouped into Device+/App+, Device+/App-, and Device-, according to sociodemographic characteristics. As shown in Table 1, those who used health apps (compared with those who either did not have apps or did not have the necessary equipment) were more likely to be younger, live in metropolitan areas, have more education, have higher income, speak English well, be Asian, and report excellent health. There was no significant association between both BMI and smoking status and app use.
Table 1. Demographic variables associated with app usage.

<table>
<thead>
<tr>
<th>Demographic variables</th>
<th>Device+/App+ n (%)</th>
<th>Device+/App- n (%)</th>
<th>Device- n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex (female vs male; n=3519)</td>
<td>808 (51.62)</td>
<td>1555 (50.23)</td>
<td>1156 (55.29)</td>
<td>.39</td>
</tr>
<tr>
<td>Age (18-44 years vs 45+ years; n=3415)</td>
<td>782 (65.62)</td>
<td>1552 (52.25)</td>
<td>1111 (21.92)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Education (high school or less vs some college or college graduate, n=3444)</td>
<td>788 (12.72)</td>
<td>1535 (27.95)</td>
<td>1121 (51.82)</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>Income (US $0-49,999 vs 50,000 or greater; n=3530)</td>
<td>808 (31.72)</td>
<td>1560 (42.20)</td>
<td>1162 (75.12)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Race or ethnicity (white vs other; n=3273)</td>
<td>763 (75.12)</td>
<td>1560 (42.20)</td>
<td>1162 (75.12)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>BMI (normal vs overweight, obese; n=3420)</td>
<td>782 (33.71)</td>
<td>1524 (36.98)</td>
<td>1114 (33.82)</td>
<td>.49</td>
</tr>
<tr>
<td>Metro vs nonmetro (n=3584)</td>
<td>816 (92.10)</td>
<td>1577 (85.67)</td>
<td>1191 (78.93)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Speak English (very well or well vs not well or not at all; n=3584)</td>
<td>759 (99.37)</td>
<td>1497 (97.13)</td>
<td>1089 (90.37)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Self-rated health (excellent, very good, good vs fair or poor; n=3477)</td>
<td>795 (92.85)</td>
<td>1544 (89.74)</td>
<td>1138 (74.99)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\textsuperscript{a}The sample sizes (n’s) listed for each variable in the far left column represent the total number of respondents across all app-usage categories (Device+/App+, Device -/App-, Device-) who answered that question.
\textsuperscript{b}The sample sizes (n’s) listed for each variable within each cell represent the total number of respondents within a given app-usage category (either Device+/App+, Device -/App-, or Device-) who answered that question.
\textsuperscript{c}Sample sizes vary for each variable due to missing values.
\textsuperscript{d}Population estimates were used for the numerators and denominators in the calculation of percentages. Row percentages do not add to 100%, as the table shows percentages within a given app-usage category (Device+/App+, Device -/App-, or Device-).

Association Between the Use of Apps and Intentions to Change Diet, Perform Physical Activity, and Lose Weight

Table 2 shows the association between the use of apps (versus Device+/App- or Device-) with intentions to change diet, perform physical activity, or lose weight. As Table 2 shows, participants with apps were significantly more likely to report intentions to improve fruit consumption (P<.01) and vegetable consumption (P<.01), physical activity (P<.01), and weight loss (P<.01) compared with those in the Device+/App- or Device- groups.

Table 2. Association between the usage of apps for health-related goal and intentions to change diet, physical activity, or lose weight.

<table>
<thead>
<tr>
<th>Health-related intention</th>
<th>Device+/App+ n (%)</th>
<th>Device+/App- n (%)</th>
<th>Device- n (%)</th>
<th>P value\textsuperscript{a}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Increase fruit</td>
<td>545 (63.76)</td>
<td>885 (58.50)</td>
<td>654 (48.94)</td>
<td>.01</td>
</tr>
<tr>
<td>Increase vegetables</td>
<td>621 (74.92)</td>
<td>1023 (64.26)</td>
<td>717 (50.02)</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>Decrease soda</td>
<td>630 (84.96)</td>
<td>1135 (82.76)</td>
<td>754 (77.36)</td>
<td>.06</td>
</tr>
<tr>
<td>Increase physical activity</td>
<td>707 (82.99)</td>
<td>1237 (65.42)</td>
<td>769 (49.94)</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>Lose weight</td>
<td>692 (83.36)</td>
<td>1259 (71.75)</td>
<td>881 (60.02)</td>
<td>&lt;.01</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Significance between participants with apps (Device+/App+) compared with those not using apps or devices (Device+/App- or Device- groups).

Association Between the Use of Apps and Meeting Recommendations for Fruit and Vegetable Intake and Physical Activity

Table 3 shows the association between the use of apps (versus Device+/App- or Device-) and meeting the recommendations for fruit and vegetable intake and physical activity. Participants in the Device+/App+ group were not significantly more likely to meet recommendations for fruit and vegetables compared with those in the Device+/App- or Device- groups; however, they were significantly more likely to exercise more than 2 hours per week.

Table 3. Association between the use of apps for health-related goal and meeting recommendations for fruit and vegetables and physical activity.

<table>
<thead>
<tr>
<th>Percent respondents meeting recommendations</th>
<th>Device+/App+ n (%)</th>
<th>Device+/App- n (%)</th>
<th>Device- n (%)</th>
<th>P value\textsuperscript{a}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fruit</td>
<td>804 (8.87)</td>
<td>1560 (7.96)</td>
<td>1161 (5.43)</td>
<td>.25</td>
</tr>
<tr>
<td>Vegetables</td>
<td>809 (4.81)</td>
<td>1557 (3.01)</td>
<td>1155 (3.48)</td>
<td>.27</td>
</tr>
<tr>
<td>Physical activity</td>
<td>801 (56.23)</td>
<td>1552 (47.79)</td>
<td>1144 (37.69)</td>
<td>&lt;.01</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Significance between participants with apps (Device+/App+) compared with those not using apps or devices (Device+/App- or Device- groups).
Predicting Health App Adoption Only (Binary Classification)

Table 4 presents the statistically significant odds ratios (ORs) as derived using multivariate logistic regression when applied to the entire dataset. As expected, those aged 45-64 years (OR 0.56) or 65+ years (OR 0.19) had a reduced likelihood of having adopted health apps relative to younger persons. It also showed that males were slightly less likely (OR 0.80) to have a health app compared with females. The most significant finding was the confirmation that graduates had significantly higher odds (OR 2.83) of having a health app especially when compared with those who had attained an education that was considered “less than high school” (OR 0.43). The results also indicated that the category “completed high school only” had no predictive ability for estimating whether a person had adopted a health app.

Table 4. Statistically significant odds ratios derived using multivariate logistic regression when applied to the entire dataset for predicting health app adoption only.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (45-64 years)</td>
<td>0.56 (0.47-0.68)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age (65+ years)</td>
<td>0.19 (0.14-0.24)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sex (male)</td>
<td>0.80 (0.66-0.94)</td>
<td>&lt;.1</td>
</tr>
<tr>
<td>Education (college graduate or higher)</td>
<td>2.83 (2.18-3.70)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Education (less than high school)</td>
<td>0.43 (0.24-0.72)</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>Education (some college)</td>
<td>1.70 (1.30-2.26)</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>Race (black)</td>
<td>1.25 (0.99-1.55)</td>
<td>.05</td>
</tr>
</tbody>
</table>

Predicting Mobile Technology Adoption Only (Binary Classification)

Table 5 presents the statistically significant ORs that increased or decreased the likelihood that a person had adopted mobile technology (tablet or mobile phone). Interestingly, there were no statistically significant ORs for gender or racial categories. However, similar to predicting health app adoption, both age and education were significant variables for predicting whether a person had adopted a mobile device, especially if that person was a college graduate (OR 3.30). In addition, the results indicated that the category “completed high school only” had no predictive ability for estimating whether a person had adopted a mobile device.

Table 5. Statistically significant odds ratios derived using multivariate logistic regression when applied to the entire dataset for predicting mobile device adoption only.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (45-64 years)</td>
<td>0.35 (0.28-0.45)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age (65+ years)</td>
<td>0.09 (0.07-0.12)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Education (college graduate or higher)</td>
<td>3.30 (2.65-4.11)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Education (less than high school)</td>
<td>0.51 (0.37-0.70)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Education (some college)</td>
<td>1.87 (1.50-2.32)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

Our first objective was to describe the sociodemographic and health behavior characteristics associated with health app use in a recent US nationally representative sample. Consistent with previous findings [7], we found that those who were younger, had more education, reported excellent health, and had a higher income were more likely to use health apps. Our predictive modeling using multivariate logistic regression showed that education, sex, gender, and race were only mildly to moderately potent in predicting mobile technology adoption.
Our second objective was to assess the behavioral and attitudinal predictors of the use of health apps for health promotion. We found that participants with apps were also more likely to report intentions to improve fruit and vegetable consumption, physical activity, and weight loss. Finally, the third objective was to examine the association between the use of health-related apps and meeting the recommended guidelines for fruit and vegetable intake and physical activity. We found that participants in the health apps group were significantly more likely to meet recommendations for physical activity compared with those without a device or health apps.

**Comparison With Prior Work**

This study shares some similarities with previous HINTS analyses. For example, McCully et al. [19] reported that users of the Internet for diet, weight, and physical activity tended to be younger and more educated and that Internet use for these purposes was more likely to be associated with higher fruit and vegetable intake and moderate exercise. However in that study, women were no more likely than men to use the Internet for diet, weight, and physical activity, which was different from our findings. In that study, minorities were more likely to use the Internet; in our study, we found no such association. Consistent with our findings, Kontos et al. found that males, those with lower education, and older US adults were less likely to engage in a number of eHealth activities [18]. Similar to their findings 3 years ago, our findings pointed to differences by education for app use for health promotion.

The association between app use, intention to change lifestyle behaviors, and actually meeting recommendations for healthy lifestyle factors is interesting and could be due to several reasons. First, it is possible that there are preexisting differences in individuals who engage with health apps compared with those who do not. Users of health apps may have greater motivation and interest in changing their diet, weight, or physical activity. A recent review found that very few available apps provided evidence-based support to meet lifestyle recommendations [13]. It could also be that app users are engaging with health apps to help them simply track or self-manage differently than their counterparts; thus, there could be differences in preferences or needs. Due to the correlational nature of the data, we cannot draw conclusions about the relationships or causal pathways. Similar observations have been reported in a study of users of the Internet for diet, weight, and physical activity promotion [19].

The prevalence of app usage in our study was 22% (816/3677). This is a doubling from the Kontos study in which 11.7% downloaded info onto a mobile device. Although the questions in these 2 HINTS datasets were worded differently (eg, “downloaded” is broader and not referring exclusively to downloading an app), it suggests that demand for apps continues to rise and offers potential for reaching a growing segment of the US population.

Our findings provide evidence for educational, age, and gender differences in the use of mobile devices and health apps. Educational attainment, age, and gender have been previously shown to be important predictors of adoption of mobile devices and apps [18]. Educational attainment appears more important than other variables commonly used as proxies for socioeconomic position (eg, income, race or ethnicity). The reasons for the educational differences are unclear, but may reflect skills and confidence with the use of devices and possibly social norms related to perceived value. Similarly, age likely reflects both social norms and cohort effects, that is, exposure during younger ages to these devices and apps. The reasons for gender differences are less clear, but may reflect differences in health-seeking behavior, and interest and participation in healthy lifestyle interventions generally.

**Limitations**

This study had limitations that should be kept in mind when interpreting results. First, HINTS is a cross-sectional survey; although it is a nationally representative cohort of individuals, we were not able to evaluate the trends in an individual’s health app use over time. There is the possibility of unmeasured confounding, that is, unidentified factors that might be associated with app use and intentions or health behaviors, which could influence the interpretation of results. Although the results showed association, it did not indicate a causal relationship. This study could not answer the question of whether more motivated individuals sought out apps, or whether app use improved motivation and health outcomes. Furthermore, some of the cells for subgroups were small, thereby limiting the generalizability of some of the subanalyses. As with all cross-sectional surveys, this was a study of association, not causation. Finally, we were limited by the questions that were asked in the HINTS survey. For example, we did not have details about specific health apps or features of apps used, the intensity of use, whether the apps were interactive and linked to other health promotion supports (eg, telehealth), and other strategies used for health behavior change. Despite these limitations, the results did identify areas for future research and add to the knowledge base about predictors of the use of health apps.

**Conclusions**

Compared with previous studies, many individual sociodemographic factors are becoming less important in influencing engagement with mobile devices and health app use; however, differences persist for gender, age, and educational attainment. As health care undergoes technological transformation with its electronic health records systems and individuals’ access to their records, there are many opportunities for clinical care models to be expanded and improved, perhaps through the use of apps as a means for sharing data, although this remains an unanswered question. This study contributes to the literature by providing up-to-date information on populations most and least likely to use health apps to guide clinical interventions, commercial developers, and public health programs when designing eHealth technology.
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Abstract

Background: Mobile device-based ecological momentary assessment (mobile-EMA) is increasingly used to collect participants' data in real-time and in context. Although EMA offers methodological advantages, these advantages can be diminished by participant noncompliance. However, evidence on how well participants comply with mobile-EMA protocols and how study design factors associated with participant compliance is limited, especially in the youth literature.

Objective: To systematically and meta-analytically examine youth’s compliance to mobile-EMA protocols and moderators of participant compliance in clinical and nonclinical settings.

Methods: Studies using mobile devices to collect EMA data among youth (age ≤18 years old) were identified. A systematic review was conducted to describe the characteristics of mobile-EMA protocols and author-reported factors associated with compliance. Random effects meta-analyses were conducted to estimate the overall compliance across studies and to explore factors associated with differences in youths’ compliance.

Results: This review included 42 unique studies that assessed behaviors, subjective experiences, and contextual information. Mobile phones were used as the primary mode of EMA data collection in 48% (20/42) of the reviewed studies. In total, 12% (5/42) of the studies used wearable devices in addition to the EMA data collection platforms. About half of the studies (62%, 24/42) recruited youth from nonclinical settings. Most (98%, 41/42) studies used a time-based sampling protocol. Among these studies, most (95%, 39/41) prompted youth 2-9 times daily, for a study length ranging from 2-42 days. Sampling frequency and study length did not differ between studies with participants from clinical versus nonclinical settings. Most (88%, 36/41) studies with a time-based sampling protocol defined compliance as the proportion of prompts to which participants responded. In these studies, the weighted average compliance rate was 78.3%. The average compliance rates were not different between studies with clinical (76.9%) and nonclinical (79.2%; P=.29) and studies that used only a mobile-EMA platform (77.4%) and mobile platform plus additional wearable devices (73.0%, P=.36). Among clinical studies, the mean compliance rate was significantly lower in studies that prompted participants 2-3 times (73.5%) or 4-5 times (66.9%) compared with studies with a higher sampling frequency (6+ times: 89.3%). Among nonclinical studies, a higher average compliance rate was observed in studies that prompted participants 2-3 times daily (91.7%) compared with those that prompted participants more frequently (4-5 times: 77.4%; 6+ times: 75.0%). The reported compliance rates did not differ by duration of EMA period among studies from either clinical or nonclinical settings.
**Conclusions:** The compliance rate among mobile-EMA studies in youth is moderate but suboptimal. Study design may affect protocol compliance differently between clinical and nonclinical participants; including additional wearable devices did not affect participant compliance. A more consistent compliance-related result reporting practices can facilitate understanding and improvement of participant compliance with EMA data collection among youth.
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**Introduction**

**Background**

There is a growing interest in studying the dynamic relationship among individuals’ experiences, social or physical environments, and behaviors. The assessment of these dynamic relationships is enhanced by the development of momentary data collection strategies, such as experience sampling methods (ESM) and ecological momentary assessment (EMA) [1]. Studies using these strategies usually require that their participants provide self-report ratings of their current or near-current experiences, environments, and behaviors. As summarized by Shiffman et al [1], these repeated “in the moment” measurements offer numerous methodological advantages over traditional assessment strategies. First, the momentary assessment of participants’ current or immediate past experiences or behaviors reduces the recall bias inherent in traditional retrospective survey methods. Second, the “in the moment” and “in the context” measurements collected in natural settings provide data that is more relevant to the current social or physical environments, thereby providing more ecologically valid data. Third, the daily intensive repeated measurements allow for examinations of immediate antecedents and consequences of behavior in real-time, capturing within-day, within-person behavior, and experience variations across time.

EMA studies can be broadly categorized into (1) time-based and (2) event-based designs. These strategies provide different insights about the study participants. The time-based strategy usually aims to acquire representative characteristics and patterns of behaviors and experiences across time, whereas a study using an event-based strategy aims to examine antecedents and consequences of specific behaviors or experiences [1]. On the basis of the study rationales, variations of time-based (eg, prompting participants at random times and within a window of time) and event-based (eg, participant self-initiated self-report in response to occurrence of specific events or prompted by sensed events, such as location via Global Positioning System (GPS), or bouts of physical activity via accelerometer) strategies have been used, either on their own or in combinations. Technology innovations have transformed and enhanced momentary data collections in natural settings during the past decade. Features specific to mobile technology have provided solutions for many challenges that early EMA researchers faced. For example, some noncompliant behaviors, such as backfilling, or completing all the assigned diaries in bulk at the same time [2], can be effectively addressed by disabling prompt access on a mobile-EMA platform after a specific time window. Furthermore, mobile technologies provide researchers with time-stamped data on participant compliance that allow for a more reliable and objective measurement of participant compliance as compared with traditional paper-and-pencil recall methods, which have been shown to produce an inflated compliance rate [3]. These noncompliant behaviors (eg, backfilling), as well as other sources of bias (eg, missing assessments due to engagement in other activities that compete for participants’ attention), can yield biased data that no longer corresponds to the moment when the behaviors or experiences of interest occurred, thereby reducing ecological validity of the collected data. A major strength of mobile technologies is the readily available features that can validate the timeliness of participants’ response (eg, built-in sensors, phone usage data, and automatic timestamp) that can objectively measure response compliance. These can enhance the validity of momentary data collected in mobile technology-based EMA studies. Various emerging mobile technologies have been incorporated into EMA studies throughout the past decade; for example, personal digital assistants (PDAs), palmtop computers, and more recently, smartphones. Among participants across all age groups, mobile device-based EMA studies offer promising opportunities for researchers to study behavior and experience, especially in the youth population. Youth are “digital natives” [4] and are considered adept in and comfortable with technology in their day-to-day life activities, for example, for communication [5,6], and for receiving health-related intervention materials [5]. The high acceptability and ubiquity of digital and mobile devices, along with the methodological advantages, presents valuable opportunities for researchers to engage young study participants in EMA studies. During the recent decade, mobile device-based EMA has been widely utilized to assess and understand the dynamic relationship among youth’s behaviors, experiences, and pertinent contextual information in the youth population.

Although collecting momentary data using mobile technologies offers many advantages, these advantages depend on the quality of the collected data. Incorporation of mobile technologies in EMA studies can facilitate momentary data collection with an improved measurement of compliance and possibly in a higher frequency than using more conventional collection techniques. Although this provides an opportunity to understand behavior on a more granular level, systemic missing data (eg, participant noncompliance or engagement in competing activities) still threatens data quality. As stated above, several features of mobile technologies can minimize the impacts of some types of noncompliance behavior (eg, backfilling) on data quality. Nonetheless, as EMA study protocols usually involve participants being repeatedly interrupted and asked to provide self-reported information, these demands on study participants can lead to high perceived participant burden, and to
noncompliance [2]. In the context of mobile-EMA studies, possible sources of participant burden include, but are not limited to, the use of technology (eg, familiarity with the reporting platform and incorporation of additional wearable devices), technological issues (eg, problems with the reporting platforms), study design (length of monitoring and daily sampling frequency), and quality, complexity, and the duration of prompts. Nonetheless, there are a limited number of studies that systemically review participant compliance to EMA protocols [1,3,7-9] and only one review specifically focuses on youth populations [9]. In the review, Liao et al [9] included 13 studies and observed an average compliance rate of 71%. This review, although an important contribution to the literature, was limited to obesity-related behaviors and did not quantitatively examine relationship between participant compliance and study design factors. This systematic review and meta-analysis, therefore, expands upon Liao et al findings by examining compliance to EMA protocols in youth involving a variety of self-reported behaviors and experiences, and by quantitatively assessing the relationships between compliance and some aspects of study design. We restrict the inclusion to studies that use digital momentary assessment techniques where compliance is electronically time stamped on the momentary level.

Aims of This Study
The first aim of this review is to describe the characteristics of EMA protocols conducted among pediatric populations across a wide spectrum of health behaviors. The second aim is to quantify overall compliance rates and to examine the association between study design factors (length of monitoring period and daily sampling frequency) and reported compliance using a meta-analytic approach. Studies using clinical and nonclinical samples were both included in the review; however, given that study populations and objectives often differ quite substantially for these types of studies, they were examined separately and the results were compared. The exploratory aim of this study is to examine the association between participant compliance and other pertinent study design variables (eg, inclusion of additional wearable devices and incentive structure) on a post hoc basis. Finally, this study will also provide recommendations for future research that incorporates mobile devices in collecting real-time self-reported data to maximize the advantages of EMA methodologies.

Methods

Data Acquisition
A comprehensive literature search was conducted using the publicly accessible academic literature search engines (PubMed, PsycINFO, Journal of Medical Internet Research, and Google Scholar) from inception to March 28, 2016. The search terms employed in this review were composed of two components: (1) terms related to EMA and (2) terms related to participants aged 18 years or younger. Terms related to EMA were “ecological momentary assessment,” “ecological momentary intervention,” “momentary,” “experience sampling methods,” “event sampling methods,” and “daily diary methods.” Terms related to participant age were “adolescent,” “child,” “children,” and “youth.” Additional empirical studies were identified from the citations of the articles.

Inclusion and Exclusion Criteria

Criteria for Inclusion in the Qualitative Systemic Review
Abstracts and full articles of the retrieved titles were screened for relevance. The article selection strategies, inclusion criteria, and exclusion criteria were determined in consensus meetings among authors. In order to be included in the systematic review, studies were required to (1) be an empirical study; (2) employ EMA strategies, including diary methods with more than one entry per day, ESM, and event sampling methods; (3) utilize mobile technologies for EMA data collection (cell phones, PDAs, smartphones, and so on); and (4) include children or adolescent (age ≤18 years) participants. Studies that involved adult participants (age >18 years), in addition to children and adolescents, were only included in the review if separate analytic or descriptive results were presented for the children or adolescents subgroups. Studies with any of the following 5 exclusion criteria were excluded: (1) did not utilize any electronic, wearable, or mobile technology; (2) utilized paper-based diaries to collect momentary data; (3) collected momentary or diary data once or less than once per day during the monitoring period; (4) utilized call-based (phone interview) data collection; and (5) data collection did not take place in free-living natural settings.

Criteria for Inclusion in the Meta-Analysis
A subset of studies meeting the criteria for the systematic review was included in the meta-analysis portion of the study. To meet the criteria for meta-analysis, studies were required to report (1) sufficient information that permitted the calculation of an average compliance rate (eg, percentage of EMA prompts answered) to be used as effect size (ES), (2) number of participants in the study, and (3) daily prompting frequency and length of monitoring period.

Meta-Analysis Procedures
Random effects meta-analyses were conducted to (1) examine the average rate of compliance with EMA protocols pooled across all included studies and then across studies with clinical participants and nonclinical participants separately, and (2) to explore potential between - study differences in compliance rates based on daily prompting frequency and length of monitoring. A post hoc analysis was conducted to examine whether there is a difference in compliance rates among studies (1) with and without wearable devices in addition to the mobile-EMA platform and (2) with a fixed and incremental incentive strategy. In meta-analyses, study level averages are synthesized rather than individual participant data. Accordingly, compliance rates were operationalized as the average proportion of prompts completed by a participant in a given study (ie, the actual number of prompts completed divided by the number of prompts specified by the study protocol). To calculate an ES adequate for the analysis of proportions [10], the compliance rates were logit-transformed and standard errors were calculated accordingly as shown in Figure 1, where p is the proportion of completed prompts and n is the effective sample size in the study.
In this review, an adequate calculation of the standard errors (and hence the inverse variance weights used in meta-analysis) is complicated by the fact that EMA studies involve a nested study design, with multiple observations (prompts) clustered in participants. In this case, the effective sample size of each study needs to account for the clustered design. Following the methods recommended in the Cochrane Handbook for Systemic Review of Interventions [11], this can be achieved by adjusting the total sample size (ie, total number of prompts in a study) by the intraclass correlation coefficient (ICC) representing the variation of compliance between- and within-study participants. Eight studies reported the variance in participant compliance, which prevented this review from estimating ICCs separately for each included study. In the 8 studies that reported this information, the range of participant-level standard deviations in compliance was 5.96-29.98%. Accordingly, the sample sizes used to calculate the standard errors were adjusted by ICCs reflecting this range: the meta-analyses were conducted using an ICC calculated assuming lower (SD 5.96%), intermediate (SD 15.00%), and higher (SD 29.98%) values of the ICC, and results were compared in sensitivity analyses. The sensitivity analyses showed that the results were not affected by different ICC values, and only results estimated using the intermediate ICC value are presented here.

The $Q$ statistic was computed by summing the squared deviations of each study’s ES from the average pooled ES and was used to test the statistical significance of between-study heterogeneity in compliance rates. The $I^2$ statistic, which estimates what proportion of the between-study variance is due to actual differences rather than chance, was used to quantify the magnitude of between-study heterogeneity, with values of 25%, 50%, and 75% representing low, medium, and high heterogeneity, respectively [12].

**Moderator Analyses**

The second goal of this meta-analysis was to examine the association between EMA study design characters (average daily prompting frequency and length of monitoring period) and participant compliance rates. Both average daily prompting frequency and length of monitoring were coded based on information described in the reviewed publications. For studies that employed different frequencies for weekends and weekdays, an average daily prompting frequency was calculated by dividing the total number of times participants were prompted by the number of study days.

The associations between study design variables (ie, length of EMA protocols and sampling frequency) and reported compliance were examined using random effects analysis of variance (ANOVAs) with inverse variance weights. Models that examine the association of compliance with (1) study length and (2) daily prompting frequency were estimated separately for studies with participants from nonclinical or clinical populations. The length of study protocol was operationalized as study length ≤1 week, >1 week and ≤2 weeks, and >2 weeks, and the prompting frequency was operationalized as prompting frequency of 2-3 times per day, 4-5 times per day, and ≥6 times per day to ensure that each category included a sufficient amount of studies for the purposes of comparison. We considered testing the interaction term of study length and prompting frequency, but did not conduct this analysis because there would have been no or very few studies in several categories comprising the interaction effect. All meta-analysis procedures were conducted using Comprehensive Meta-Analysis (version 3, Englewood NJ, USA).

**Results**

**Study Selection**

A total of 6826 nonduplicate titles were identified. Of these, 6803 were identified using search engines and 23 were identified through cited work from the articles screened. After reviewing abstracts and full-text articles for inclusion and exclusion criteria, 91 empirical articles representing 42 unique studies were included in the qualitative systematic review and 36 studies were included in the meta-analysis portion of the study. The detailed study selection process is outlined in Figure 2, the preferred reporting items for systemic review and meta-analysis (PRISMA) diagram [13].
Participant Characteristics

Among studies included in the systemic review, the average number of participants in the analytic sample across studies was 98.81 (SD 130.66; range 5-562). Across all studies, the average proportion of female participants was 56.4%, where 3 (7.1%) recruited only female participants. Excluding these 3 studies, the average proportion of female participants was 52.7% (SD 18.7%; range 7.6-86.7%). A majority of the included studies (n=26, 61.9%) recruited only participants from community or nonclinical settings. The 16 studies with clinical populations focused on youths with various health conditions: attention deficient/hyperactivity disorder [14-16] (25%, 4/16), juvenile idiopathic arthritis (JIA) [17-19] (25%, 4/16), asthma (13%, 2/16), type 1 diabetes (T1D) [20,21] (13%, 2/16), high function autism and Asperger’s syndrome (HFASD) [22] (6%, 1/16), concussion patients [23] (6%, 1/16), neurology clinic patients [24] (6%, 1/16), and recovery patients [25] (6%, 1/16). A detailed outline of the study participants can be found in Multimedia Appendix 1.
Study Characteristics

Study Length
The length of EMA protocols ranged from 2 to 42 days (13.27 [SD 9.08]). The average length of monitoring was not statistically different between studies with nonclinical participants (mean 11.4 days [SD 6.9; range 4-30 days]) and clinical participants (mean 16.3 days [SD 11.2; range 2-42 days]; t_{24.5}=−1.598, P=.12).

Sampling Strategy
A total of 33 (78.6%) studies utilized only time-based sampling protocols, 1 study (2.4%) used only an event-based sampling protocol, and 8 studies (19.0%) used a combination of both time- and event-based sampling protocols.

Among the 41 studies with a time-based sampling component, prompting schedules included random prompts during predetermined time intervals (n=31, 75.6%; eg, one random prompt for each 2 h interval), prompts at a fixed schedule (n=8, 19.5%; eg, every 30 min during waking hours), prompts at a personalized time (n=1, 2.4%; eg, participant’s own blood glucose check schedule), and one study did not report the prompting scheme. Prompting schemes of which participants were prompted is shown in Multimedia Appendix 2. Studies assessed a wide range of behaviors (eg, current activity, meal consumption, alcohol consumption, self-injury behavior, unprotected sexual behavior, and disease management), subjective experience (pain, mood, stress, appetite, attention, functional limitations, level of enjoyment, and level of control), and contextual information (current physical location, presence of social companion, presence of smoking cue, and food availability).

Among the 9 studies with an event-based protocol, participants in 8 studies were asked to initiate self-report after occurrence of certain thoughts or emotions such as positive feelings [26], negative feelings [26,27], self-injury thoughts [28]), physical symptoms [27], behaviors (ie, drinking [29], smoking [30,31], eating occasion [32], or self-injury behavior [28]), or exposure to smoking or alcohol-related media campaigns [33]. One study [34] automatically sent an EMA prompt approximately 5 min after using a Bluetooth-enabled inhaler. Multimedia Appendix 3 lists the experiences and/or behaviors that the included studies asked their participants to self-report for the event-based protocol.

Sampling Frequency
A majority of the included studies (95%, 39/41) prompted their participants 2-9 times during each day of EMA data collection. It was found that 2 (4.9%) studies prompted participants more than 25 times each day and 10 (24.3%) studies reported prompting participants in different frequencies on weekdays versus weekend days. Excluding the two studies that prompted participants more than 25 times each day, the average prompting frequency was 4.2 times per day (range 2-9) for studies with nonclinical participants and 3.6 times per day (range 2-7) for studies with clinical samples.

Sampling Devices
EMA data was collected using electronic diaries (n=1, 2.3%), wearable platforms (n=1, 2.3%), iPods (n=2, 4.6%), PDAs (n=10, 23.8%), palmtop computers (n=12, 28.4%), and mobile phones (n=16, 48.1%). A small proportion of studies (n=5, 11.9%) reportedly used participants’ own phone or mobile phones to implement EMA data collection. Four of these studies sent text messages to participants’ own phones or mobile phones for EMA data collection and one allowed participants to choose between using a mobile phone provided by the study and their own smart devices. A small proportion of studies (n=5, 11.9%) used wearable devices in addition to the EMA data collection platform. Devices utilized in addition to the EMA data collection platform included accelerometers [34-37], heart rate monitors [35,36], Bluetooth-enabled inhalers [34], and glucometers [21].

Incentive for Participants
A majority of the reviewed studies (n=28, 66.67%) reported the strategy used for incentivizing study participants. Among these studies, most of them (n=26, 92.86%) provided monetary incentive to their participants. Two studies reported using other nonmonetary incentive strategies, for example, raffle [26] and level-up (promotion) in the EMA software platform [18]. Among studies that provided study participants with monetary incentive, study participants were compensated either (1) in a fixed amount (n=16, 57.14%; ranged from US $40 to US $200) or (2) an incremental amount of monetary incentive (n=10, 35.71%). In studies that used the latter approach, participants received a base amount of compensation (ranged from US $20 to US $50) for participation with additional incentive in various rate based on author-specified compliance thresholds. Nonetheless, there is no clear common rationale for determining the level of incentive observed among the reviewed studies. Detailed information about the incentive structure used in these studies can be found in Multimedia Appendix 1.

Compliance as Reported in the Original Studies

Definition of Reported Compliance
Among studies with a time-based sampling protocol component (N=41), the majority (n=36, 87.8%) defined participant compliance as percentage of prompts to which participants responded. Two studies included response latency, or the time difference between a prompt and participant’s response to that particular prompt, as part of the definition of compliance (eg, percentage of prompts responded within 30 min of the first notification [27]). One study provided the percentage of participants who reached a predetermined compliance cutoff (ie, percentage of participants completed 28 entries [28]). The definition of compliance among time-based sampling protocols is listed by study in Multimedia Appendix 2. Among studies that reported compliance in the format of proportion of prompts completed (n=36), the reported compliance rates ranged from 54.6% to 96.21%. Approximately 31% of the reviewed studies (n=13) reportedly excluded participants from the analytic sample because they were considered dropouts or did not meet a minimal compliance threshold.

Among studies with an event-based sampling protocol component (n=9), the majority (n=8, 88.9%) asked participants...
to initiate self-report. These events to initiate self-reports included occurrence of behaviors [27-32,34], media exposure [33], or subjective experiences [26-28] during the monitoring period (Multimedia Appendix 3). Limited information about compliance was available from the 8 studies with event-based protocols. Among these studies, 6 reported compliance in the format of count of prompts that contained information about the behavior of interest. One (11.1%) study with an event-based protocol asked participants to respond to EMA prompts triggered by events (ie, use of the inhaler) sensed by a Bluetooth-enabled inhaler [34]. In this study, compliance was reported as the proportion of answered prompts triggered by the sensed use of the Bluetooth-enabled inhaler. The compliance rate reported in this study was 47.90%.

Reported Correlates of Participant Compliance

Among studies with clinical participants (n=17), 8 examined correlates of compliance and reported no significant association between prompt completion rate and day of the week [18,20], time of day [18,20], age [19,20,22,24,34], gender [18-20,22,34,38], disease status [19,20,22,34,38], and technical difficulties [17]. One study reported that prompt completion rate was positively associated with participants’ intelligence quotient (IQ) [22]. Three studies reported declines in completion rates over time reported [17,19,20] and one did not observe such a difference [18]. One study documented reasons for missing assessments included technical issues (“did not hear the notification”) [20] and the timing of the prompt [20].

Reported significant correlates of compliance among studies with nonclinical participants included gender [39-41], ethnicity [36,40], health condition [42], and baseline affect [41,43]. Weekday status [36,44] and participant age [36,40] were reportedly not associated with prompt completion rate. Mixed findings on the correlation of prompt time of the day and completion rate were reported in 4 studies [36,39,44,45]. Declines in participants’ completion rate over the course of the study were reportedly tested in 4 studies [30,31,39,46] and 3 reported a significant completion rate decline [30,39,46]. It was found that 5 studies documented reasons for missed assessments. These reasons included participants’ engagement in competing activities [42,47], device malfunction [36,46,47], not hearing the notification [42], and participant forgetfulness [30,46].

Average Rates and Moderators of Participant Compliance: Meta-Analysis Results

Average Compliance Rate

A total of 36 studies with a time-based EMA protocol were included in the meta-analysis portion of the study. After accounting for the cluster effect of momentary assessments within participants, the average compliance rate across the included studies was 78.26% (95% CI 75.49-80.78%), and the average compliance rate was not associated with the average age or gender proportion of the study participants. The average compliance rates were not statistically different between (1) studies with EMA data collected using one mobile platform (77.44%, 95% CI [73.59-80.88%]) compared with studies using a mobile platform with additional wearable devices (n=5, 73.00%, 95% CI [61.75-81.91%]; z=-0.91, P=.36); (2) studies using a fixed incentive strategy (n=15, 79.08%, 95% CI [69.08-86.48%]), an incremental incentive strategy (n=10, 72.95%, 95% CI [62.36-81.44%]), and did not report using an incentive strategy (n=10, 80.15%, 95% CI [73.00-85.77%]); and (3) studies with participants from clinical settings (76.92%, 95% CI [70.76-82.11%]) compared with studies with participants from nonclinical settings (79.15%, 95% CI [75.59-82.32%]; z=-1.06, P=.29). There was substantial between-study variation in compliance rates for both studies with clinical (I²=48.33%, Q_total=27.09, df=14, P=.02) and nonclinical participants (I²=66.93, Q_total=60.48, df=20, P<.001). Thus, the examination of moderators of ESs was warranted.

Daily Prompting Frequency as Moderator of Compliance

Daily prompting frequency significantly moderated the compliance rates among clinical (Q_between=9.78, df=2, P=.008; R²=.74) and nonclinical (Q_between=15.13, df=2, P<.001; R²=44) studies. Among studies with clinical participants, the compliance rates were significantly higher in studies that employed the most frequent prompts (6 or more times a day) compared with studies with less frequent sampling of 2-3 times per day (z=-2.68, P=.007) and 4-5 times per day (z=-3.10, P=.002). Conversely, among studies with only nonclinical participants, the compliance rates were significantly higher in studies that prompted participants the least frequently (2-3 times a day), compared with studies with prompting frequencies of 4-5 times (z=-3.81, P<.001), or 6 or more times per day (z=-3.53, P<.001; Table 1).
**Table 1.** Prompting frequency by intensity category.

<table>
<thead>
<tr>
<th>Setting</th>
<th>Prompting frequency (# of prompts per day)</th>
<th>n</th>
<th>Compliance (95% CI)</th>
<th>$R^2_{\text{analog}}$</th>
<th>$Q_{\text{residual}}$</th>
<th>$I^2$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clinical</td>
<td>2-3 times</td>
<td>11</td>
<td>73.47 (67.45-78.73)</td>
<td>0.74</td>
<td>14.97 (df=12)</td>
<td>19.82</td>
</tr>
<tr>
<td></td>
<td>4-5 times</td>
<td>4</td>
<td>66.94 (53.50-78.09)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6+ times</td>
<td>2</td>
<td>89.28 (78.83-94.90)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonclinical</td>
<td>2-3 times</td>
<td>6</td>
<td>91.73 (85.48-95.44)</td>
<td>0.44</td>
<td>38.27 (df=18)</td>
<td>52.96</td>
</tr>
<tr>
<td></td>
<td>4-5 times</td>
<td>13</td>
<td>74.42 (59.37-85.29)</td>
<td></td>
<td>$P=.004$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6+ times</td>
<td>5</td>
<td>75.00 (59.21-86.12)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$aQ_{\text{residual}}$: test for residual between-study variance (not explained by the moderator) against zero.
$cI^2$: percentage of the residual variability that is due to heterogeneity rather than sampling error.
$dP=.007$, compared to study with a prompting frequency of 2-3 times.
$eP=.002$, compared to study with a prompting frequency of 6+ times.
$fP<.001$, compared to study with a prompting frequency of 2-3 times.
$gP=.004$, compared to study with a prompting frequency of 6+ times.

**Study Length as Moderator of Compliance**

There were no significant differences in reported compliance between studies that engaged participants in an EMA protocol for 2 and 3 or more weeks compared with studies that engaged participants for 1 week or less, among both studies with participants from clinical ($Q_{\text{between}}=0.33$, df=2, $P=.85$) and nonclinical ($Q_{\text{between}}=2.60$, df=18, $P=.27$) settings (Table 2).

**Discussion**

**Principal Findings**

The aim of this study was to provide an up-to-date review of evidence on youths’ compliance to real-time EMA protocols operated on mobile platforms. Interest in using EMA with mobile technology in youth is growing rapidly, as documented by the sizable number of mobile-EMA studies conducted to capture various aspects of youth’s life. In the reviewed studies, we estimated an average compliance rate of 78.3% across studies using time-based prompting protocols. Although this rate is comparable with the rate of 71% (range 44-96%) observed by Liao et al [9], this study’s estimate is lower than the EMA compliance rate reported in the adult populations [48] and just falls short of the 80% rate recommended by Stone and Shiffman [49]. Considering that close to 30% (n=11) of the reviewed studies reported a compliance rate that is lower than 70%, there is a need to identify factors that may impact youths’ compliance to mobile-EMA protocols in order to facilitate more optimal compliance rates.

**Study Design and Completion Rates in Time-Based Protocols**

The study designs varied considerably both in terms of the overall length of EMA monitoring and in terms of the frequency with which youths were prompted to complete momentary assessments per day. This allowed us to examine whether these specific EMA study design factors moderate compliance rates. Our meta-analytic findings provided evidence that the compliance rates are significantly different among studies of different daily frequency of assessments. Importantly, although
being significant for both nonclinical and clinical samples, the effect was in opposite directions for clinic and nonclinic participants. Among the 17 studies with participants from clinical settings, the two studies with the highest prompting frequency had a significantly higher compliance rate of 89.3% compared with studies with a less intense prompting frequency (73.5% for studies with the lowest frequency; 66.9% for studies prompted participant 4–6 times a day). Conversely, among studies with nonclinical participants, we estimated an average compliance rate of 91.73% among studies with the lowest prompting frequency and was significantly higher than the rate in studies that prompted participants for 4–5 times or 6+ times per day (74.4% and 75.0%, respectively). These results suggest that the association between prompting frequency and compliance differ between participants from nonclinical and clinical settings.

We can only speculate on the potential reasons for this result. One possibility is that studies in nonclinical and clinical settings differ in the content of the questions and how meaningful they are to respondents. Clinical studies commonly tap into medical and disease-related aspects of daily life that may be intrinsically relevant to the young patients. On the other hand, the content of EMA prompts in nonclinical studies may appear less intrinsically relevant to respondents, which may decrease compliance when the assessments are more frequent.

On the other hand, the meta-analytic results indicate that the overall compliance rates were similarly moderate among studies with different lengths (number of weeks) of EMA monitoring in either setting. However, as several reviewed studies with clinical [17,19,20] and nonclinical [30,39,46] participants reported declines in compliance rates over the course of study period, these results suggest that young participants’ compliance to EMA protocols might deteriorate over time. These results emphasize the need for developing a more nuanced understanding of the possible factors and strategies that sustain youths’ motivation to complete EMA prompts over extended periods of time. Several strategies (eg, reward systems, rotating item administration) were utilized as mechanisms for maintaining youths’ motivation to comply with longer EMA protocols. The post hoc analysis results further indicate that the average compliance rates did not differ between studies with a fixed incentive structure and an incremental incentive structure. Although this result suggests that these two incentive strategies may have similar effectiveness in motivating young participants to comply, further investigations on crucial aspects of how these strategies affect participant compliance, for example, the mechanism of which young participants are motivated, is necessary. However, to the authors’ knowledge, there is no published evidence that systemically examined the effectiveness of reward systems or other promising strategies on compliance to EMA among young participants.

### Mobile Technologies Used in Current EMA Protocols

Several studies with a time-based sampling protocol in this review incorporated wearable or deployable devices such as accelerometers [34-37], heart rate monitor [36], GPS trackers [36], and glucometers [21] in their field data collection efforts, in addition to the EMA reporting platforms. Since these devices often collect certain behavioral or contextual data passively with minimal inputs required from study participants, incorporating additional wearable devices in EMA data collection may be acceptable to youth without impacting participant compliance. Although providing a detailed review of feasibility and utility of existing mobile technology in youth is beyond the scope of this study, we identified several existing reviews that examined the use of wearable mobile technology in assessing particular behaviors (eg, physical activity [5,50,51], dietary behavior [5,50,52], and smoking [53]). Considering the suboptimal average compliance rate estimated among mobile-EMA studies using a time-based protocol, combining wearable technologies with EMA data collection may offer a viable alternative to collect some self-reported data to alleviate participant burden. In addition to reducing participant burden, recent developments in human-computer interaction reveal the possibilities of using data captured by mobile phone sensors to identify ideal timing, or the “opportunity moments” [54-57], to send prompts in order to minimize interruption or participant’s engagement in competing activities. Several studies with adult participants [55,57,58] have developed algorithms that predict users’ availability to respond and receptivity to be intervened. Although the extent to which data collected using this approach is subject to selection bias and its utility in youth are yet to be determined, utilizing the data passively collected from mobile devices may offer researchers valuable opportunities to understand participant behaviors and improve compliance.

Among the event-based protocols reviewed, only a small proportion of studies (n=1, 12.5%) used a protocol that emits event-based prompts based on objectively measured behavior of interest using wearable devices [34]. Currently, the majority of the mobile-EMA studies operationalize event-based sampling using a participant self-initiated self-report approach. Nonetheless, as self-reported information obtained using this unsolicited approach may subject to systemic under- or over-reporting [59], quantifying participant compliance to this type of protocol using the current common practice (reporting number of event of interest recorded) can be misleading and overly optimistic. Mobile technologies are increasingly sophisticated in capturing objective measurements of various behaviors [5,50-53]. Therefore, incorporating wearable mobile devices in event-based sampling procedure, in parallel with participant self-report, may present researchers the opportunity to capture objectively measured data about participants’ behavior without impacting participant compliance.

### Limitations in the Current Compliance Reporting Practice

Another finding from this review is that there are areas where compliance-related results and procedures were inadequately or inconsistently reported. First, among the time-based protocols, participant compliance was considered to be synonymous with average prompt completion rate (ie, mean percentage of prompt answered). The distribution of compliance rates is often negatively skewed (with the mass of the distribution concentrated at the higher end). If this is the case, the arithmetic mean provides a conservative representation of overall compliance in the sample, and robust measures of central tendency (median or geometric mean) should be reported.

---

addition, this relatively vague definition of compliance does not account for important information, such as response latency, that could allow for assessment of response patterns or approximation of item cognitive load. Response latency, or the time difference between a prompt and its corresponding response, is especially relevant when assessing experiences that are time-varying and context-dependent (eg, pain, emotion, and hunger). For example, past emotions or experiences like pain are prone to be distorted by events or experiences occurred during the active reconstruction process of recall [60]. As the time-stamp information is automatically collected in modern mobile technologies, incorporating response latency in defining and reporting compliance can provide fine-grain insights to young users’ compliant behavior. Therefore, we recommend that future EMA studies incorporate the time-frame in which the EMA must be completed in order to be considered compliant and report the latency of prompt completion when applicable.

Second, although a number of studies examined correlates of compliance (ie, quantitative assessment of compliance) and participant-reported reasons for noncompliance (qualitative assessment of compliance), results of both quantitative and qualitative assessment of compliance were inconsistently reported across studies, in part, because the data may not have been collected in the study. Obtaining and reporting information about how individual (eg, age and gender), technological (eg, software malfunction, device power depletion, and network connectivity), or time-varying (eg, time of day, environmental factors, and activities) factors relate to compliance and to missing data is important for at least two reasons. For one, identifying these factors is necessary for improvement of compliance in future EMA data collection. For example, by understanding which participant groups need to be specifically targeted (and when they need to be targeted), improved retention strategies can be formulated to address the challenges unique to participants of specific demographic groups and to facilitate overall compliance rates. In addition, without this information one cannot determine if missing data in EMA studies is merely random “noise” or if it is systematically linked to individual or situational characteristics. Systematic noncompliance is clearly a major threat to the validity of conclusions and analytic steps can be taken to attenuate the bias if the attributing factors are known. Therefore, we encourage future EMA studies to report both quantitative and qualitative compliance results.

Third, several studies reported compliance rates only among those in the final analytic sample, after removing participants with low compliance. Many studies provided rationales for excluding low- or noncompliant participants. Nonetheless, the compliance rate reported with these subsamples can be viewed as inflated and would be likely to affect our ability to accurately estimate the average compliance across studies. Therefore, we recommend that future studies report compliance rates before and after removing the participants from analyses to enhance transparency of the analysis process.

Limitations of This Review
A major strength of this study was that we were able to quantitatively assess the compliance rates for mobile-EMA studies of various health-related behaviors and the association between the reported prompt completion rate and some design factors. Our findings, however, only pertain to two aspects of a real-time EMA protocol (ie, prompting frequency and sampling length) that may affect participants’ compliance [2]. Examples of other important aspects include the quality and complexity of the prompts, effort required to complete each assessment, attractiveness of the interface (ie, developmental appropriateness, and esthetics), and stability of the reporting platforms. To date, however, information on EMA protocol designs is inconsistently reported; therefore, this study was not able to assess the effect of these factors on the reported compliance. In addition, the average compliance rate estimated in this study may be somewhat inflated, as some reviewed studies reportedly excluded low-compliant participants from the analytic datasets used for calculating and reporting compliance. The possibility of overestimating the average compliance rate reflects the methodological limitation of conducting meta-analysis using data extracted from text of published literature. Future research that analyzes data retrieved from each individual study will be able to provide a more precise estimate of participant compliance rate and to further understand how individual participant characteristics affect participant compliance.

Conclusions and Future Directions
Using mobile technologies as data collection platforms in EMA studies has demonstrated generally moderate, but suboptimal, compliance rates among the youth population. In this review, we have further identified that sampling intensity, a possible proximate of participant burden, might impact compliance of participants from different settings. The study results suggest that youth from nonclinical settings may comply better with mobile-EMA protocol with a lowered daily prompting frequency, whereas youth from clinical settings comply better otherwise. Nonetheless, the nonexperimental nature of this review limits our ability to make further recommendations and highlights the need for experimental studies to investigate the impact of these study design factors on participant compliance. Moreover, this review identified several areas of compliance-related results that are currently inconsistently or inadequately reported among the reviewed studies. This suggests the need for thorough reports of participant compliance, which would potentially advance the current understanding of participants’ compliance to EMA protocols and to aid development of future EMA study designs. Therefore, we suggest that future studies use the proposed reporting guidelines by Liao et al (Multimedia Appendix 2) [9].

We further emphasize the importance for future studies to report results in several areas that have been most inconsistently reported. These areas include (1) the reporting of EMA design features that were used to reduce participant burden or potentially improve data quality (eg, minimizing item “over exposure” by administering items in rotated order); (2) the number of prompts delivered and actually received by the participants, and whether nonresponse was due to technical issues or participant noncompliance; (3) response latency, or the amount of time from prompt signal to prompt answering; (4) distributional characteristics of noncompliance rates (ie, standard deviation and skewness of participant prompt
completion rates), participant compliance results based on the full sample to improve the transparency and consistency in reporting prompt response rate; and (5) demographic and time-varying correlates of EMA compliance. Furthermore, we suggest that future studies should incorporate the time-frame information when defining participant compliance. As one of the central promises of EMA the collection of data with a reduced recall bias, providing this information could aid future studies and meta-analytic reviews to determine the effect of latency on data collected, which may further improve the current understanding of participant compliance.
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Abstract

Background: Use of the social media website Twitter is highly prevalent and has led to a plethora of Web-based social and health-related data available for use by researchers. As such, researchers are increasingly using data from social media to retrieve and analyze mental health-related content. However, there is limited evidence regarding why people use this emerging platform to discuss mental health problems in the first place.

Objectives: The aim of this study was to explore the reasons why individuals discuss mental health on the social media website Twitter. The study was the first of its kind to implement a study-specific hashtag for research; therefore, we also examined how feasible it was to circulate and analyze a study-specific hashtag for mental health research.

Methods: Text mining methods using the Twitter Streaming Application Programming Interface (API) and Twitter Search API were used to collect and organize tweets from the hashtag #WhyWeTweetMH, circulated between September 2015 and November 2015. Tweets were analyzed thematically to understand the key reasons for discussing mental health using the Twitter platform.

Results: Four overarching themes were derived from the 132 tweets collected: (1) sense of community; (2) raising awareness and combatting stigma; (3) safe space for expression; and (4) coping and empowerment. In addition, 11 associated subthemes were also identified.

Conclusions: The themes derived from the content of the tweets highlight the perceived therapeutic benefits of Twitter through the provision of support and information and the potential for self-management strategies. The ability to use Twitter to combat stigma and raise awareness of mental health problems indicates the societal benefits that can be facilitated via the platform. The number of tweets and themes identified demonstrates the feasibility of implementing study-specific hashtags to explore research questions in the field of mental health and can be used as a basis for other health-related research.

(J Med Internet Res 2017;19(4):e107) doi:10.2196/jmir.6173
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mental health; Twitter; social media

Introduction

Background
Use of social media websites such as Facebook and Twitter is commonplace, with around 65% of American adults [1] and 66% of British adults [2] reporting ownership of at least one active social media account. High rates of social media use are also evident by individuals who experience mental health problems [3,4]. Research in the field of social media and mental health has largely focused on the potential harm of social media engagement. For example, researchers have observed or empirically evidenced associations between social media use and the occurrence and exacerbation of experiences associated with psychosis [5-7], mood disorders [8-10] personality disorders [10], eating disorders [11,12], and obsessive compulsive disorder [13]. However, others have reported that there are no associations between mental health problems and social media use and, in some cases, significant improvements in social functioning have been observed following social media engagement [14-16]. Mixed and correlational findings in the field and limitations in the methodological design of studies highlight the infancy of our understanding of the relationship between social media use and mental health [17-19]. In addition, much of the current research has focused on the use of Facebook, rather than Twitter, but the nature of the two sites and users differ extensively. For example, a recent comparative analysis of user behavior of individuals with Facebook and Twitter accounts demonstrated no significant overlap between Facebook “friends” and Twitter “followers,” and reported that Facebook was often used as the main platform for communication, whereas Twitter was used as a secondary platform [20]. In addition, user preference for the two different social media platforms has been found to differ based on user personality traits [21]. Therefore, caution needs to be taken when applying findings relating to Facebook to Twitter use.

Twitter (www.Twitter.com) is a popular microblogging site, with 313 million monthly users [22]. Twitter users are able to post 140-character limit posts or “tweets,” which others can respond to via retweeting, replying, or liking posts [23]. Such posts are often publicly accessible and, therefore, available for collection and analysis by researchers. As such, recent studies have collected tweets that included hashtags such as #depression, #schizophrenia, and #dearmentalhealthprofessionals to analyze mental health-related attitudes and experiences [24-26]. A recent editorial argued that the use of mental health-related hashtags facilitates connections, enables sharing without barriers, and provides the opportunity to voice opinions [27]. Furthermore, a mental health ambassador and educator with lived experience described the “helping hands” of Twitter that can guide people to safety [28]. However, there is little empirical research examining reasons why individuals use Twitter to discuss mental health problems.

Aims of the Study
This study implemented the hashtag #WhyWeTweetMH to (1) examine why people use Twitter to discuss mental health problems and (2) investigate whether it is feasible for researchers to directly implement a Twitter hashtag that yields meaningful data for analysis. Twitter was specifically chosen as the social media platform of interest due to the prevalence and popularity of discourse surrounding mental health that is evident on the website.

Methods

Hashtag Development
Twitter allows users to post any information that they wish to share in the form of a 140-character tweet. Tweets posted by users can be “retweeted” so that any tweet an individual wishes to share can be posted on their Twitter profile for their followers to see. Twitter also affords users the opportunity to include hashtags within tweets, which can facilitate communication about, and efficient search for, a specific topic. To this end, the hashtag #WhyWeTweetMH was selected to be circulated on Twitter by the research team (see Figure 1). The decision to use the hashtag #WhyWeTweetMH was based on a number of discussions within the research team. The initial hashtag #WhyWeTweet was developed due to the small number of characters that would be used within response tweets and the alliterative and, therefore, memorable phrasing used. Additionally, popular mental health-related hashtags such as #MHawareness, #MHcare, and #MHservices use the acronym “MH” to refer mental health on the platform. Therefore, the letters MH were added during the development of the hashtag to ensure that the users were aware that the study was seeking reasons for discussing mental health specifically on Twitter.
Data Collection
The first author (NB) posted the circulation tweet on the researcher’s own Twitter page; this was retweeted by other members of the research team. The researcher then individually contacted various mental health charities, campaigners, and advocates asking them to retweet information about the study. Initially, we were only seeking to collect responses from people with current or past experiences of mental health problems; however, some responses were written from other perspectives; for example, academics, clinicians, and charities. Therefore, it was decided that any tweet including the hashtag #WhyWeTweetMH would be analyzed. Frequent attempts were made by the research team to circulate the hashtag until no new tweets were posted including #WhyWeTweetMH. Collection of tweets using the hashtag occurred between September 2015 and November 2015.

Tweets were automatically collected and stored in a password-protected database. We used both the Twitter Streaming Application Programming Interface (API), for real-time data [29] collection, and the Search API for daily data collection [30] to minimize the risk of missing data due to any network connection failures. This approach ensured that if network errors resulted in a loss of real-time data, past data could still be obtained through the Search API. The hashtag #WhyWeTweetMH was used as the search and streaming keyword.
Data Analysis

Once data collection was completed, all tweets including the hashtag #WhyWeTweetMH were imported to a password-protected Excel (Microsoft) file for qualitative thematic analysis. The Twitter handles (usernames) of users were removed to protect anonymity. During this process, retweets and any tweets posted to circulate the hashtag were removed. In addition, user geolocation was also collected and stored in a password-protected file.

Tweets containing #WhyWeTweetMH were visually inspected several times for common terms. Thematic analysis was used to identify the key reasons that users gave for discussing mental health problems on Twitter. The research team conducting the analysis consisted of a researcher with limited clinical experience and two clinical academics with extensive experience working with people with mental health problems. To ensure transparency and reliability, all tweets were read and analyzed by two members of the research team (NB and SB), who developed an emergent coding scheme to arrange the data. A hierarchical structure of descriptive headings and subheadings was produced and compared across all tweets. This structure was independently reviewed by FL and, as recommended by Turpin and colleagues [31], these categories were discussed again and refined with all members of the research team.

Ethical Considerations

Ethical issues surrounding research using social media websites are complex and some individuals may perceive researchers “lurking” on Internet communities as intrusive [32]. However, as Twitter is considered a public platform, content posted on Twitter is publicly available to be used for research purposes [26]. Throughout the development and implementation of this study, several guidelines for Internet research were consulted and adhered to, specifically, the Association of Internet Researchers [33], the British Psychological Society [34], and INVOLVE [35]. In addition, ethical approval was granted by the University of Manchester Research Ethics Committee (ref: 15347). The use of these guidelines and consultation with the local ethics committee during the development process enabled the formulation of several methodological considerations to protect the safety and privacy of Twitter users.

As this was the first study of its kind to implement a mental health hashtag for research purposes, rather than collecting data from an already trending hashtag, new methods were employed to ensure that the study was ethically sound. First, the tweet circulating the hashtag #WhyWeTweetMH explicitly stated that the hashtag was being used for research purposes. The tweet circulating the hashtag also contained a link to an information sheet, which detailed a list of helplines that individuals would be able to contact should they require further support. The hashtag was also monitored several times a day to ensure that any potentially offensive or bullying comments to individuals who tweeted using the hashtag could be reported to Twitter. However, it is of note that none of the tweets identified contained offensive or bullying responses. Individual Twitter handles (usernames) were removed from the tweets to maintain confidentiality and, after thematic analysis, all tweets for presentation and publication purposes were paraphrased to ensure anonymity. Tweets were paraphrased by NB and reviewed by SB to confirm that the paraphrased tweets accurately reflected the content of the original tweets. Each paraphrased tweet was inputted into search engines and the Twitter search function to ensure that users’ profiles were not identified in the search results. In line with recommendations for the reporting of research conducted via Twitter [36], a full list of paraphrased Tweets is available as a Multimedia Appendix 1.

Results

Tweet Features

After the removal of retweets, a total of 132 original tweets posted by 90 different users contained #WhyWeTweetMH. The participant information sheet from the study was viewed 145 times during the study period. Respondents were located in the United Kingdom (n=44), the United States (n=22), Canada (n=4), South Africa (n=1), and Australia (n=1). The remaining users either listed a fictional location or did not have their location available (n=18). Respondents’ tweets were analyzed to determine whether experiences of using Twitter to discuss mental health problems were from personal or professional perspectives. The majority of the Twitter users who responded to the hashtag were identified from their responses as having personal experiences of mental health problems (n=50) and others were identified as working in the field of mental health (n=8). Inferences about user experience could not be made for the remaining respondents (n=32). We identified 4 themes and 11 associated subthemes. Some tweets presented several reasons for tweeting about mental health and are, therefore, applicable to multiple themes and subthemes. The frequency of themes and subthemes derived from the data, words used within subthemes, and the numbers of retweets and “likes” for each subtheme are presented in Table 1.

Information regarding the frequency of common words in the tweets collected was recorded through splitting the text into single words. The words most frequently mentioned in the tweets were (1) stigma; (2) support or supporting; (3) alone; (4) connect; (5) awareness; (6) others; and (7) share or sharing appear in Figure 2, which was created using QSR International’s NVivo 11 software. These terms reflect some of the key themes and subthemes resulting from the tweets.
Table 1. Themes and subthemes derived from the #WhyWeTweetMHhashtag and the associated frequencies of retweets, “likes,” and popular words for each of the subthemes.

<table>
<thead>
<tr>
<th>Theme and subthemes</th>
<th>Tweet frequency</th>
<th>Number of retweets</th>
<th>Proportion of tweets retweeted n (%)</th>
<th>Number of “likes”</th>
<th>Proportion of tweets “liked” n (%)</th>
<th>Commonly used words within subthemes</th>
<th>Word frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sense of community</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>To connect or socialize and reduce isolation</td>
<td>47</td>
<td>55</td>
<td>25 (53)</td>
<td>61</td>
<td>27 (57)</td>
<td>Alone, Connect, Others</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>To send and receive messages of hope and support</td>
<td>35</td>
<td>44</td>
<td>20 (57)</td>
<td>49</td>
<td>18 (51)</td>
<td>Support or supporting, Hope</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>To share and receive information</td>
<td>21</td>
<td>20</td>
<td>9 (43)</td>
<td>15</td>
<td>9 (43)</td>
<td>Share or sharing, Information or info Resources Learn</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stigma and awareness</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Stigma, Combat, Eradicate</td>
<td>19</td>
</tr>
<tr>
<td>To combat stigma</td>
<td>23</td>
<td>40</td>
<td>15 (65)</td>
<td>29</td>
<td>14 (61)</td>
<td>Stigma, Combat, Eradicate</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>To raise awareness</td>
<td>22</td>
<td>42</td>
<td>13 (59)</td>
<td>27</td>
<td>13 (59)</td>
<td>Awareness, Raise, Educate, Understanding</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>To fight and campaign</td>
<td>11</td>
<td>29</td>
<td>9 (82)</td>
<td>15</td>
<td>7 (64)</td>
<td>Services, Advocate, Improve</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Safe space for expression</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>To share honest experiences without feeling judged</td>
<td>32</td>
<td>23</td>
<td>15 (47)</td>
<td>44</td>
<td>16 (50)</td>
<td>Experiences, Share or sharing, Honest Judge, Safe</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>To vent, give people a voice, and feel heard</td>
<td>21</td>
<td>25</td>
<td>12 (57)</td>
<td>29</td>
<td>9 (43)</td>
<td>Vent, Express, Frustration</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived benefit over Twitter and other social media platforms</td>
<td>7</td>
<td>6</td>
<td>4 (57)</td>
<td>17</td>
<td>5 (71)</td>
<td>Facebook, Networking or media</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coping and empowerment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Escape, Distract, Suspend</td>
<td>2</td>
</tr>
<tr>
<td>To escape</td>
<td>4</td>
<td>0</td>
<td>0 (0)</td>
<td>2</td>
<td>2 (50)</td>
<td>Escape, Distract, Suspend</td>
<td>2</td>
</tr>
</tbody>
</table>

Theme 1: Tweeting About Mental Health Provides a Sense of Community

The overall sense of a “Twitter community” was evident through the explicit use of the word “community” in some of the tweets. The terms “Twitter friends” and “virtual hugs” were also prevalent, which implies a reciprocal relationship within the Twitter mental health community. In total, 51% (42/83) of the tweets included within this theme were retweeted and 53% (44/83) received “likes” from other users.
Tweeting to Connect, Socialize, and Reduce Isolation

Some users expressed that Twitter is the only setting where they are able to connect and socialize with others. The use of Twitter for some people as the sole avenue for communication may be due to the accessible nature of websites:

Because it is...the one space I can speak with people.
Because I am with friends even when I am unable to go out.

Users also commented that tweeting about mental health provided them with their only opportunity to connect with others with shared understanding:

I am able to communicate with other people with the same experiences...

Additionally, tweeting about mental health was perceived by users as a way to reduce feelings of isolation and loneliness and allowed them to show others and themselves that they are not alone:

...so I do not feel that I am the only person with MH concerns.
If it helps even one person recognize they aren’t alone in their pain.

Tweeting to Send and Receive Messages of Support and Hope

Support was detailed in many tweets, with users expressing that they often tweet about mental health to provide and receive messages of hope and support:

I enjoy supporting people and receiving support from them.
Suicide might be complicated but extending a hand to someone is simple and it may save their life...
I tweet humour to show people that there is light at the end of the dark tunnel...

Some users also expressed that by sharing their experiences on Twitter, they could help people who were facing similar challenges:

So that, perhaps, my tweets and experiences may help others. Even if it’s only one person.

Twitter was perceived as an accessible avenue for support due to the instantaneous nature of the responses:

I am able to get fast, insightful and appreciated support in a way that’s meaningful for me...

Tweeting to Share and Receive Information

Some users also reported that tweeting about mental health provided them with the opportunity to ask questions, learn more about mental health, and to seek and signpost useful resources:

To advise, support, and to ask questions...
Tweeting about mental health helps people to obtain helpful info they would not normally hear about.

Theme 2: Tweeting About Mental Health to Combat Stigma and Raise Awareness

Tweets that contained information about using Twitter to raise awareness of mental health problems, combat stigma, and fight and campaign received the largest proportion of retweets (65%, 31/48) and “likes” (58%, 28/48). Additionally, 82% (9/11) of the tweets in the subtheme tweeting to fight and campaign received retweets and 64% (7/11) were “liked.” The high proportion of responses to such tweets may be due to other users sharing these tweets in an attempt to further campaign for people experiencing mental health problems and the high number of followers that campaigners or advocates may have on the site. Tweeting to raise awareness, combat stigma, and fight and campaign were often detailed by users as an attempt to achieve a final outcome; for example, developing empathy and compassion, to show people that others care and to provide hope for the future:

To raise awareness, stop stigma, create networks, & build empathy & compassion is #WhyWeTweetMH.
To bring buried, misjudged, and shameful disorders out of the darkness. To relieve the struggle of those still to come.

Tweeting to Combat Stigma

Many of the antistigma tweets contained particularly strong and emotive language such as “combat,” “demolish,” and “fight” to describe the concept of using Twitter to address stigmatizing attitudes. In addition, some Twitter users embedded the already popular hashtag #endthestigma into their #WhyWeTweetMH responses:

We do not only need to challenge stigma we have to eliminate stigma...
...to attempt to battle stigma...

Tweeting to Raise Awareness

Some users reported that Twitter was a common starting point for important conversations about mental health problems:

...begin speaking about what’s actually important...
To begin the conversation and open the barriers...

Additionally, some tweets also included already trending mental health awareness hashtags; for example, #mentalhealthawareness and #everyonesbusiness.

Tweeting to Fight and Campaign

Some people saw Twitter as an avenue for campaigning about mental health, which allowed them to represent others experiencing mental health problems:

To inform, empower, and inspire. We must advocate for and show others how to advocate for themselves.

...An advocate told me that my voice was required on here to confront the “Master Narratives” about mental health, trauma, and suicide.
Theme 3: Tweeting About Mental Health Because Twitter Is a Safe Space for Expression

Twitter was perceived as a safe setting in which users could discuss mental health honestly and openly without feeling judged by others. Perceptions of safety in comparison to other social media platforms were also evident in some tweets. On average, just under half of the tweets assigned to this theme were retweeted (48%, 22/46) and over half were “liked” by other users (54%, 25/46).

Tweeting to Share Honest Experiences Without Feeling Judged

Several respondents noted that the perceived anonymity of Twitter allowed them to feel safe and, therefore, felt comfortable in being open and honest about their experiences of mental health problems:

I tweet because I am able to be anonymous so honest...

Some users also stated that Twitter allowed them to share thoughts and feelings relating to mental health on Twitter without feeling judged by others. Although efforts have been made to reduce stigma and judgmental attitudes toward mental health problems, these issues are still prevalent in society [37,38]. However, perceptions of safety and accepting attitudes reported by users suggest that Twitter may provide a protective platform for communication and expression that is, perhaps, not available in everyday life:

...because I’m never dismissed by my Twitter friends as being over sensitive, needing attention, or not making enough of an effort.

Tweeting to Vent, Have a Voice and Feel Heard

Users expressed that tweeting about mental health was a release and provided them with an outlet to voice any worries or concerns they were experiencing:

...When I tweet about mental health it’s a release...I also want the world to see how rubbish I feel...

Respondents also reported that they tweeted to share their experiences of the mental health system and service availability:

I can voice my infuriation with the professional support systems or lack of.

I like to tweet when I am angry at mental health services, so that even if nothing is resolved, my complaint is still public.

Twitter was perceived to be a platform on which to vent because some users felt unable to share thoughts and feelings in face-to-face settings with people who they personally knew.

Mainly I use Twitter as a soapbox so I am able to avoid burdening my friends...

Benefit of Twitter Over Other Social Media Websites

Some users reported that discussing mental health on Twitter was more appropriate than other platforms because they did not feel judged by others on Twitter and could avoid the heavily embellished version of peoples’ lives evident on Facebook:

I tweet about mental health problems, information, and feelings because no one judges me on Twitter, unlike other social networking sites...

Facebook is the sparkly sunny version of people, Twitter is the authentic version...

Theme 4: Tweeting About Mental Health Is an Empowering Coping Mechanism

A smaller number of users revealed tweeting about mental health as a self-directed coping mechanism, which enabled them to escape from challenges faced in daily life; recognize and reflect on thoughts, feelings, and experiences; and facilitate feelings of empowerment. There were comparatively far fewer retweets of responses included in this theme than the other themes noted (27%, 4/15), although the proportion of “liked” tweets was similar (60%, 9/15).

Tweeting About Mental Health Provides an Opportunity to Escape

Some users reported that using Twitter provides them with the opportunity to escape from the “real-world” and distract themselves from difficult thoughts or feelings:

To distract myself from my mental health. I enjoy being able to laugh and joke on Twitter—that’s the part of me that I like...

...interrupt my irrational and obsessive thoughts—it does work.

Tweeting About Mental Health as an Empowering Self-Management Strategy

The concept of using Twitter as a mood monitor was evident in several tweets, as it allowed respondents to express themselves on Twitter and reflect back on the tweets to recognize their thoughts and feelings over time:

I began tweeting so that I will someday be able to look back at how bad things have been, as blogging was too much for me...

My Twitter timeline performs as a sort of mood monitor for myself and those who personally know me...

The potential strength of Twitter as a coping mechanism was evident in some tweets, which stated that Twitter was “cheaper than therapy,” “Twitter saves lives,” and the inclusion of the hashtag #lifehack.

Some users also commented that they felt empowered by tweeting about their mental health, which suggests that tweeting about mental health can be an empowering experience:

Tweeting’s empowering...

Discussion

Principal Findings

The aims of this study were to (1) explore reasons why people use Twitter to discuss mental health problems and (2) examine whether study-specific Twitter hashtags can be implemented by researchers as a method for data collection. The collective
The content expressed in collected tweets conveyed the notion of a “Twitter community” that allowed communication to flourish, awareness to be raised, stigma to be fought, and support that could be both offered and received. These perceived functions of Twitter support previous assertions that the platform provides a space for mental health-related discussions and self-disclosures and the wider literature regarding the social ties, sense of community, and support mechanisms that can be developed when communicating about health and experiences on the Internet. Sense of belongingness and integration within a community can benefit an individual’s mental health and may be a protective factor in the development and exacerbation of symptoms associated with mental health problems. In addition, social disconnectedness is often associated with higher rates of relapse, increased mortality, and poorer physical and mental health. Therefore, being a member of a large Twitter mental health community may act as a protective factor by facilitating communication and support. Furthermore, combating stigma and raising awareness were key reasons identified for tweeting about mental health, which may help foster the sense of community that was evident in the tweets.

The positive evaluations of the Twitter mental health community for the provision of support may, in part, be due to the value of a shared understanding on Twitter. Some users noted that Twitter allows them to communicate and receive support from others with similar experiences. There has been a growing movement in psychological practice toward the inclusion of peer support approaches, whereby individuals with experience of mental health problems provide support for people with similar experiences. The potential value of peer support has been widely discussed in the literature and is associated with improved functioning, empowerment, and confidence, reductions in hospital admissions, and increased social networks and wellbeing. The notion that social media could provide an accessible avenue for peer support is not new necessarily. A recent commentary regarding social media usage in severe mental health problems reported that social media could facilitate help-seeking behaviors, reciprocal support, and antistigma campaigns. In addition, Naslund and colleagues analyzed comments on videos created by individuals experiencing severe mental health problems on the video sharing platform YouTube. The authors reported that there was evidence of naturally occurring peer support within the comments, which provided supportive messages and coping strategies and reduced isolation. As such, the findings from this study support the view that social media websites, in this case, Twitter, could be a valuable tool for people who experience mental health problems.

Many users also noted that they were able to access resources and information on Twitter that they ordinarily would not be able to retrieve. The availability and subsequent use of Web-based material may help to facilitate self-directed psychoeducation, which is a potentially effective psychological intervention. Therefore, resources on Twitter could be employed by users as a self-directed psychoeducation intervention. In addition, access to Web-based health-related information is reportedly beneficial for improving health behaviors, awareness and care of conditions, and could facilitate help-seeking. Individuals experiencing mental health problems, clinicians, and academics could also use Web-based resources shared by other Twitter users to remain informed about recent advances in clinical practice and current research in the field. Some of the tweets that included #WhyWeTweetMH also contained other trending hashtags; for example, #everyonesbusiness and #mentalhealthawareness. The inclusion of such hashtags illustrates the popularity of incorporating mental health hashtags within tweets and supports the notion that hashtags can be an effective method to facilitate communication about specific topics.

The use of Twitter to share experiences of mental health services was also evident in some of the tweets and supports previous conclusions that mental health services could use Twitter to receive feedback on the care that they provide. Users also reported that Twitter allowed them to be open and honest about their experiences. Providing the individual consents, mental health professionals may have the opportunity to review clinically relevant information disclosed by users on Twitter accounts that they may ordinarily feel uncomfortable sharing in a formal clinical setting. However, further research assessing Twitter user and health care professional views toward the collection of clinically relevant information via Twitter is warranted. Additionally, the use of Twitter as a coping mechanism, which is evident in some tweets, suggests that social networking tools may be popular as a component for psychological interventions.

Feasibility of Circulating a Study-Specific Hashtag on Twitter for Research Purposes

Previous research using Twitter hashtags for data collection has relied on the analysis of already trending hashtags. Therefore, the second aim of this study was to assess the feasibility of circulating a study-specific hashtag for research purposes. As there was no precedence for what constituted a “sufficient” number of tweets for research purposes, we gathered a sufficient number for qualitative analysis, demonstrating that it is feasible to employ research hashtags on Twitter. Indeed, the ethical integrity of providing a study-specific hashtag that users are aware is being used for research, rather than collecting preexisting data, may negate the potential disadvantages of reduced data. However, when considering the implementation of study-specific hashtags in mental health research, researchers should remain mindful about the ethical considerations associated with asking people to tweet about their mental health and moral issues surrounding the duty of care toward users who choose to share their views. Additionally, further research should seek to identify Twitter users’ views about the collection of their data using Twitter hashtags to determine whether or not they find this approach acceptable or potentially intrusive. Researchers seeking to use study-specific hashtags in future work may also wish to consider creating a specific Twitter account for research studies. The circulation of a research
hashtag on a study-specific Twitter account may allow users to feel more comfortable tweeting about their experiences due to the anonymous nature of a study account; therefore, potentially increasing responses.

**Study Strengths**

There were some strengths and limitations to the novel methodology employed. First, the ethical integrity of the study was a considerable strength. Specifically, a research disclaimer was included in the tweets circulating #WhyWeTweetMH, usernames were removed from all tweets before analysis, and tweets were paraphrased after analysis for presentation and publication purposes. Additionally, the investigation of tweeting behavior took place in the setting in which the behavior directly occurred, which ensured that respondents to the hashtag were active Twitter users. The use of both the streaming API and search API to collect tweets reduced the likelihood of missing data. The truly interdisciplinary nature of the research team (ie, computer scientists and psychologists) ensured that the approach to collect tweets was technologically and methodologically sound, and the research question, analysis of tweets, and implications for clinical practice were appropriate. Importantly, conducting this research on Twitter allowed people to provide views for a study without the constraints of traditional research such as location, time pressures, and effort required.

**Study Limitations**

Some users may have chosen not to tweet using #WhyWeTweetMH due to the disclaimer that data would be used for research purposes, which may have led to missing data. Additionally, the use of Twitter to obtain reasons for tweeting about mental health may have led to biased responses of positive experiences, as people who do not use Twitter due to negative experiences will not have been able to detail reasons for not tweeting. As such, future research should seek to explore both the potential positive and negative experiences people have encountered when using Twitter to discuss mental health. The publicly accessible nature of Twitter may have also resulted in some users observing others responses and adapting their reasons for tweeting accordingly. The study also relied on the assumption that respondents actively tweeted about mental health and the 140-character limit of tweets may have prevented users from being able to give an in-depth insight about their reasons for tweeting. Therefore, the amount of material available for an in-depth exploration of tweet content was limited and could be utilized further as a method to identify a broad sample and purposively select participants from this sample for further questioning. It is generally seen as good practice to ask participants whether they agree that the analyzed data and paraphrased quotes accurately captured discussions during qualitative interviews. However, this is not feasible via Twitter due to the ethical issues surrounding directly contacting individuals tweeting with the hashtag. Additionally, tweets were limited to English-speakers, which may impact on the generalizability of the findings. To prevent the collection, analysis, and dissemination of potentially identifiable information, only user location (city and country) and the content of tweets containing #WhyWeTweetMH were collected. Although the majority of respondents indicated in the tweets that they experienced mental health problems, for some, interpretations regarding personal or professional experience could not be made. Finally, information such as diagnosis, age, and gender could not be collected due to the ethical considerations surrounding the collection of identifiable information without specific user consent.

**Conclusions**

The number of tweets collected in the study and the thematic analysis applied demonstrates the feasibility of researchers directly implementing a hashtag for mental health research. Furthermore, the unique methodology employed resulted in the development and identification of several ethical considerations to ensure the safety and anonymity of Twitter users. The findings from #WhyWeTweetMH tweets suggest that individuals may actively use Twitter to discuss mental health as way of developing a sense of belonging within a community, accessing support, challenging stigma and raising awareness, sharing experiences, and as an empowering coping mechanism. Future research is planned to explore whether Twitter users are open to their data being used for research purposes and the acceptability of using Twitter as an avenue for evidence-based psychological interventions. In addition, further work regarding clinician views about Twitter use in mental health and how Twitter could help or hinder clinical practice should be considered. Although potential drawbacks of Twitter use must be considered, for example, cyberbullying and Web-based predators, the strong expressions within the tweets suggest that respondents to #WhyWeTweetMH have experienced Twitter as welcoming and supportive and a useful forum for an open and honest dialog about mental health.
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Abstract

Background: Health care social media used for health information exchange and emotional communication involves different types of users, including patients, caregivers, and health professionals. However, it is difficult to identify different stakeholders because user identification data are lacking due to privacy protection and proprietary interests. Therefore, identifying the concerns of different stakeholders and how they use health care social media when confronted with huge amounts of health-related messages posted by users is a critical problem.

Objective: We aimed to develop a new content analysis method using text mining techniques applied in health care social media to (1) identify different health care stakeholders, (2) determine hot topics of concern, and (3) measure sentiment expression by different stakeholders.

Methods: We collected 138,161 messages posted by 39,606 members in lung cancer, diabetes, and breast cancer forums in the online community MedHelp.org over 10 years (January 2007 to October 2016) as experimental data. We used text mining techniques to process text data to identify different stakeholders and determine health-related hot topics, and then analyzed sentiment expression.

Results: We identified 3 significantly different stakeholder groups using expectation maximization clustering (3 performance metrics: Rand=0.802, Jaccard=0.393, Fowlkes-Mallows=0.537; P<.001), in which patients (24,429/39,606, 61.68%) and caregivers (12,232/39,606, 30.88%) represented the majority of the population, in contrast to specialists (2945/39,606, 7.43%). We identified 5 significantly different health-related topics: symptom, examination, drug, procedure, and complication (Rand=0.783, Jaccard=0.369, Fowlkes-Mallows=0.495; P<.001). Patients were concerned most about symptom topics related to lung cancer (536/1657, 32.34%), drug topics related to diabetes (1883/5904, 31.89%), and examination topics related to breast cancer (8728/23,934, 36.47%). By comparison, caregivers were more concerned about drug topics related to lung cancer (536/1657, 32.34%), procedure topics related to breast cancer (3952/13,954, 28.32% vs 5822/23,934, 24.33%), and complication topics (4449/25,701, 17.31% vs 4070/31,495, 12.92%). In addition, patients (9040/36,081, 25.05%) were more likely than caregivers (2659/18,470, 14.39%) and specialists (17,943/83,610, 21.46%) to express their emotions. However, patients’ sentiment intensity score (2.46) was lower than those of caregivers (4.66) and specialists (5.14). In particular, for caregivers, negative sentiment scores were higher than positive scores (2.56 vs 2.18), with the opposite among specialists (2.62 vs 2.46). Overall, the proportion of negative messages was greater than that of positive messages related to symptom, complication, and examination. The pattern was opposite for drug and procedure topics. A trend analysis showed that patients and caregivers gradually changed their emotional state in a positive direction.
Conclusions: The hot topics of interest and sentiment expression differed significantly among different stakeholders in different disease forums. These findings could help improve social media services to facilitate diverse stakeholder engagement for health information sharing and social interaction more effectively.

Methods

Data Collection

We chose the online health community MedHelp.org (MedHelp International, San Francisco, CA, USA) as our data source. This site is one of the most popular health care social media platforms. It consists of more than 170 discussion boards about different diseases. Since the site opened in 1994, millions of threads have been posted in the community. It also attracts over one million visitors every month.
We selected representative disease forums. Lung cancer and breast cancer are common cancers with high mortality, and some studies have shown that both cancers are among the most common cancers that Internet users seek information about [27]. Diabetes, as a chronic disease, is also among the most frequently discussed diseases in health care social media. Therefore, we chose lung cancer, breast cancer, and diabetes as our research subjects. We obtained all the webpages from these 3 disease forums by using webcrawler software Offline Explorer 6.8 (MetaProducts Systems), and then we parsed the pages to extract available messages and stored the messages in a database. Next, we filtered out noisy and unreliable data by text preprocessing. We finally collected 138,161 messages posted by 39,606 members in these 3 disease forums in the 10 years from January 2007 to October 2016 as our experimental data. Table 1 shows the statistical results.

Table 1. Data collection statistics (January 2007 to October 2016) from 3 disease forums on MedHelp.org.

<table>
<thead>
<tr>
<th>Disease type</th>
<th>No. of messages</th>
<th>No. of members</th>
<th>Messages per member</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lung cancer</td>
<td>5317</td>
<td>2416</td>
<td>2.20</td>
</tr>
<tr>
<td>Diabetes</td>
<td>35,193</td>
<td>11,571</td>
<td>3.04</td>
</tr>
<tr>
<td>Breast cancer</td>
<td>97,651</td>
<td>25,619</td>
<td>3.81</td>
</tr>
</tbody>
</table>

We only used messages that were open to the public. We never used any user identification data. Personal information such as name, age, and other demographics was not used or reported as part of the results of the study. Therefore, this study did not raise any ethical or legal concerns.

Experiment Design

In this paper, we propose a novel framework using text mining techniques to comprehensively analyze the content of the messages posted in 3 disease forums. The framework consists of 3 parts: stakeholder identification, topic identification, and sentiment analysis, as Figure 1 shows.

First, to distinguish different stakeholders engaged in the online health community, we based stakeholder analysis on text mining techniques to identify different user groups. Users were automatically partitioned into different groups based on the similarity of their posts. An unsupervised approach such as a clustering technique was applied to stakeholder identification. Then, to better understand the concerns of different stakeholders, we based topic analysis on text mining techniques to identify health-related hot topics. Next, we analyzed sentiment to assess the valence and intensity of the messages posted by different stakeholders, as the emotional support and encouragement offered by community members are also an important component of online communication.
**Stakeholder Identification**

Stakeholder identification included the following 4 steps: (1) message collection, (2) feature extraction, (3) probabilistic clustering, and (4) keyword extraction and stakeholder identification.

For message collection, we first collected all messages posted in the 3 disease forums, and then merged all the messages posted by the same user into one.

For feature extraction, we used a comprehensive textual feature representation encompassing writing style-based features and content-specific features for authorship analysis [28,29]. Writing style-based features were the number of messages, average number of sentences per message, and frequency of words per message. Content-specific features were word n-grams, medical domain-specific terminologies, and kinship terminologies. The n-grams referred to word unigrams, bigrams, and trigrams and represented important keywords and phrases in the messages. Medical domain-specific terminologies were helpful in distinguishing diverse stakeholders, as some studies have shown that patients and their caregivers used more lay concepts and fewer professional terminologies than health professionals do [30-33]. We selected Medical Subject Headings (MeSH), a controlled thesaurus, to extract health-related terminologies. Family members of patients serving as primary caregivers usually used kinship terms to refer to the patients they cared for in their posts, and therefore we selected kinship terminologies as part of the content-specific features to distinguish caregivers from other stakeholders. Kinship terminologies in this study were mainly identified by one Unified Medical Language System (UMLS) semantic type, family group, which has been used in previous studies to identify family member concepts [34].

For probabilistic clustering, without a priori knowledge of the number of user groups and their specific characteristics, we chose a probabilistic clustering that leveraged the expectation maximization algorithm among various clustering techniques for stakeholder identification [35]. We found the optimal number of clusters by cross-validating different numbers of clusters. We then used 3 metrics to evaluate the clustering results: the Rand index, Jaccard similarity coefficient, and the Fowlkes-Mallows (FM) index, which we used in our previous study [36]. The clustering result was a probabilistic distribution of instances of belonging to each stakeholder cluster. We labeled each user with a group number according to the cluster with the highest probability assignment.

For keyword extraction, the keywords were terms that best distinguished the corresponding user group from other groups. We extracted these keywords from the messages posted by each user group according to their scores. Supposing all resultant
clusters were \( C_1, C_2, \ldots, C_N \), then for each \( n \)-gram (unigram, bigram, and trigram) term \( w \) in a cluster \( C_i \), its score was calculated as
\[
f(w, C_i) \times \log \left( \frac{N}{|\{C_j|f(w, C_j) \geq f(w, C_i), j=1,2,\ldots,N\}|} \right)
\]
equation (1), where \( f(w, C_i) \) is the frequency of \( w \) in cluster \( C_i \), and
\[|\{C_j|f(w, C_j) \geq f(w, C_i), j=1,2,\ldots,N\}|\] is the total number of clusters with a frequency of term \( w \) greater than or equal to the term \( w \) frequency of the cluster evaluated. We ranked keywords with high scores, from which we could infer the stakeholder identification.

**Topic Identification**

We identified topics in a manner similar to identifying stakeholders, by the following steps: message collection, feature extraction, probabilistic clustering, keyword extraction, and topic identification.

For message collection, we only chose informational messages involving health conditions, online reviews of particular drugs or medical treatments, and so on. We filtered out messages containing no informational support but only offering emotional support and other spam messages.

For feature extraction, the features used in topic identification included 2 parts: word \( n \)-grams and domain-specific terminologies. Domain-specific terminologies were from the UMLS Metathesaurus. The UMLS Metathesaurus as the world’s largest repository of biomedical concepts, consisting of 1.7 million biomedical concepts, where each concept is assigned to at least one of the 134 semantic types. We only chose the terminologies mapped to health-related semantic types that we used in our previous study [36]. To obtain these medical terminologies automatically, we used MetaMap 2014 (US National Library of Medicine), a highly configurable program that maps biomedical text to concepts in the UMLS Metathesaurus. Using a Java application programming interface offered by MetaMap, we could parse the messages to get the health-related terminologies.

We performed clustering and keyword extraction for topic identification in the same manner as stakeholder identification.

**Sentiment Analysis**

We analyzed sentiment to assess the valence and intensity of the messages by community members. Lexicon-based approaches are widely used in sentiment analysis, and some well-known sentiment lexicons, such as SentiWordNet [37], have been successfully applied in sentiment analysis [38,39]. The SentiWordNet lexicon provides positive- and negative-intensity scores for each sentiment term. In this study, we used the SentiWordNet lexicon to extract sentiment terms from the messages and calculate their sentiment scores. We used the following 3 sentiment measures to evaluate sentiment expression: PositiveScores, NegativeScores, and SubjectiveScores [40,41], where PositiveScores is positive-polarity scores divided by the number of messages; NegativeScores is negative-polarity scores divided by the number of messages; and SubjectiveScores is subjective-polarity scores divided by the number of messages.

**Results**

**Stakeholder Analysis**

We used the expectation maximization clustering algorithm for stakeholder identification. Expectation maximization clustering can evaluate and determine the optimal number of clusters by cross-validating different numbers of clusters. We identified 3 stakeholder groups in 3 disease forums. We then performed the 2-sample \( t \) test to evaluate whether there was a significant difference in the 3 stakeholder groups. The null hypothesis was that the difference between 2 groups was 0. The conclusion was to reject the null hypothesis \((P<.001)\) and that the 3 stakeholder groups were significantly different. Then, we extracted some keywords from each group according to equation (1) after filtering out meaningless or invalid phrases. Table 2 shows the results.
Table 2. Stakeholder analysis in the 3 disease forums.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Keywords</th>
<th>Authorship</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Lung cancer</strong></td>
<td>in my chest, on my chest, my lungs, my left lung, my right lung, please help me, of my chest, I was diagnosed, my ct scan, doctor tell me, my xray result, my question, i was wondering, I have cancer, be greatly appreciated</td>
<td>Patients</td>
</tr>
<tr>
<td>1</td>
<td>my husband, thank you, my mother, my dad, my mom, my sister, my question is, my father, do you think, i am worried, on his lungs, thanks in advance, thanks so much, father in law</td>
<td>Caregivers</td>
</tr>
<tr>
<td>2</td>
<td>good luck, all the best, hope this helps, stay positive, you should, god bless, your mother, your father, your husband, with your doctor, you need to, let us know, sorry to hear, you could consider, see your doctor, your symptoms, with your physician, best of luck</td>
<td>Specialists</td>
</tr>
<tr>
<td><strong>Diabetes</strong></td>
<td>my sugar, help me, I was diagnosed, my sugar levels, my blood, I was wondering, thank you, my body, my question, thanks for your, my blood sugar, I need to, my question is, I have diabetes, be greatly appreciated, type 1 diabetic</td>
<td>Patients</td>
</tr>
<tr>
<td>1</td>
<td>my husband, was diagnosed, he was diagnosed, her blood sugar, my son, my daughter, his blood sugar, low blood sugar, want to know, he has been, she has been, thanks so much, my son is, daughter was diagnosed</td>
<td>Caregivers</td>
</tr>
<tr>
<td>2</td>
<td>your blood, you need, your doctor, you need to, good luck, you should, your glucose, your blood sugar, I would suggest, your blood sugars, with your doctor, let us know, hope this helps, I hope you, your glucose levels,</td>
<td>Specialists</td>
</tr>
<tr>
<td><strong>Breast cancer</strong></td>
<td>my breast, my nipple, my breasts, thank you, my question, should I, my left breast, in my right, on my left, in my breast, my right breast, found a lump, thanks for your, be greatly appreciated, of my breast</td>
<td>Patients</td>
</tr>
<tr>
<td>1</td>
<td>my mom, she had, my mother, her breast, she was diagnosed, family history, had breast cancer, my question is, worry about, her left breast, her right breast, my sister</td>
<td>Caregivers</td>
</tr>
<tr>
<td>2</td>
<td>I hope, you can, your doctor, you should, best wishes, your breast, good luck, you need to, your oncologist, let us know, with your doctor, hope this helps, all the best, a second opinion, second opinion</td>
<td>Specialists</td>
</tr>
</tbody>
</table>

Then, we could infer stakeholder identification according to the extracted keywords. Taking clustering results in the lung cancer forums as an example, in the cluster 1 group, members talked about their own conditions (eg, my chest, my lungs, my left lung, my right lung, of my chest, in my chest) and procedures they underwent (eg, I was diagnosed, my xray result, my ct scan). They hoped to get help (eg, please help me, my question, i was wondering) and then gave thanks (eg, be greatly appreciated). We therefore assigned cluster 1 as the patient group. In the cluster 2 group, members talked more about their family members (eg, my husband, my mother, my father, my dad, my mom, my sister, father in law) and expressed their concern about their family members (eg, i am worried). They also raised some questions of concern (eg, my question is) and gave thanks (eg, thank you, thanks in advance, thanks so much). We assigned cluster 2 as the caregiver group. In the cluster 3 group, members were more likely to give other members advice and suggestions (eg, you should, you need to, you could consider) and offer help (eg, hope this helps) or advise them to undergo further consultation and procedures with their doctors (eg, with your doctor, see your doctor, with your physician). Members in the cluster 3 group often expressed their compassion and encouragement to other members (eg, stay positive, good luck, all the best, sorry to hear, best of luck). We thus assigned cluster 3 as the health specialist group.

Then we used the 3 evaluation metrics to test whether the textual features proposed in this study could significantly distinguish different stakeholders. By incorporating writing style-based features (F1), word n-grams (F2), medical domain-specific terminologies (F3), and kinship terminologies (F4) into the feature set in turn, we evaluated the results of clustering based on different feature sets, as Table 3 shows. The results showed that the 3 measure values increased as more features were incorporated into the feature set, and reached a maximum (eg, Rand=0.802, Jaccard=0.393, FM=0.537 for breast cancer) when all features were incorporated, indicating that these textual features could improve the performance of stakeholder identification significantly.
Table 3. Performance measures for distinguishing stakeholders using different textual feature sets.

<table>
<thead>
<tr>
<th>Disease</th>
<th>Feature set</th>
<th>Performance measure</th>
<th>Rand index</th>
<th>Jaccard similarity coefficient</th>
<th>Fowlkes-Mallows index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lung cancer</td>
<td>F1</td>
<td></td>
<td>0.712</td>
<td>0.261</td>
<td>0.395</td>
</tr>
<tr>
<td></td>
<td>F1+F2</td>
<td></td>
<td>0.731</td>
<td>0.321</td>
<td>0.441</td>
</tr>
<tr>
<td></td>
<td>F1+F2+F3</td>
<td></td>
<td>0.757</td>
<td>0.349</td>
<td>0.473</td>
</tr>
<tr>
<td></td>
<td>F1+F2+F3+F4</td>
<td></td>
<td>0.785</td>
<td>0.371</td>
<td>0.501</td>
</tr>
<tr>
<td>Diabetes</td>
<td>F1</td>
<td></td>
<td>0.717</td>
<td>0.273</td>
<td>0.401</td>
</tr>
<tr>
<td></td>
<td>F1+F2</td>
<td></td>
<td>0.742</td>
<td>0.335</td>
<td>0.456</td>
</tr>
<tr>
<td></td>
<td>F1+F2+F3</td>
<td></td>
<td>0.780</td>
<td>0.367</td>
<td>0.489</td>
</tr>
<tr>
<td></td>
<td>F1+F2+F3+F4</td>
<td></td>
<td>0.792</td>
<td>0.381</td>
<td>0.523</td>
</tr>
<tr>
<td>Breast cancer</td>
<td>F1</td>
<td></td>
<td>0.725</td>
<td>0.297</td>
<td>0.421</td>
</tr>
<tr>
<td></td>
<td>F1+F2</td>
<td></td>
<td>0.779</td>
<td>0.356</td>
<td>0.481</td>
</tr>
<tr>
<td></td>
<td>F1+F2+F3</td>
<td></td>
<td>0.793</td>
<td>0.385</td>
<td>0.529</td>
</tr>
<tr>
<td></td>
<td>F1+F2+F3+F4</td>
<td></td>
<td>0.802</td>
<td>0.393</td>
<td>0.537</td>
</tr>
</tbody>
</table>

*Feature set components: style-based features (F1), word n-grams (F2), medical domain-specific terminologies (F3), and kinship terminologies (F4).*

In terms of the distributions of different stakeholders in the 3 disease forums, as Figure 2 shows, patients (24,429/39,606, 61.68%) and caregivers (12,232/39,606, 30.88%) were the majority of the population, in contrast to health specialists (2945/39,606, 7.43%). The proportions of patients (1202/2416, 49.75% vs 5738/11,571, 49.59%) and caregivers (1053/2416, 43.58% vs 4836/11,571, 41.79%) were similar in the lung cancer and diabetes forums. By contrast, in the breast cancer forum, the proportion of patients (17,489/25,619, 68.27%) was significantly greater.

The reason for the different distributions may be that women are the prominent group with breast cancer and are also more likely than men to seek online information, as indicated by a previous study [42].

Table 4 shows descriptive statistics of postings by different stakeholders. Both patients and caregivers published fewer than 2 messages (1.48 and 1.51) on average. By contrast, health specialists, although constituting a minority of the population in the online community compared with patients and caregivers, published many more postings (28.4) on average than the other 2 groups.

We speculated about the reason for different distributions of posting. Generally, most patients and caregivers aimed to seek health information they were concerned about. They would leave the site after receiving satisfactory answers. Another possibility was that they simply became frustrated with the inability to find answers and left the site soon. Most patients and caregivers thus were short-term participants.

Figure 2. Distributions of the 3 stakeholder groups.
Table 4. Clustering results in the stakeholder analysis.

<table>
<thead>
<tr>
<th>Disease</th>
<th>Cluster</th>
<th>No. of members</th>
<th>No. of messages</th>
<th>Messages per member</th>
<th>Authorship</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lung cancer</td>
<td>1</td>
<td>1202</td>
<td>1378</td>
<td>1.15</td>
<td>Patients</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1053</td>
<td>1607</td>
<td>1.53</td>
<td>Caregivers</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>161</td>
<td>2332</td>
<td>14.48</td>
<td>Specialists</td>
</tr>
<tr>
<td>Diabetes</td>
<td>1</td>
<td>5738</td>
<td>7691</td>
<td>1.34</td>
<td>Patients</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>4836</td>
<td>7136</td>
<td>1.48</td>
<td>Caregivers</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>997</td>
<td>20,366</td>
<td>20.43</td>
<td>Specialists</td>
</tr>
<tr>
<td>Breast cancer</td>
<td>1</td>
<td>17,489</td>
<td>27,012</td>
<td>1.55</td>
<td>Patients</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>6343</td>
<td>9727</td>
<td>1.53</td>
<td>Caregivers</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1787</td>
<td>60,912</td>
<td>34.09</td>
<td>Specialists</td>
</tr>
</tbody>
</table>
In terms of changes in the proportions of the 3 stakeholder groups (see Figure 3), the proportion of the specialist group tended to decrease and then stabilize. By contrast, the proportion of caregivers decreased gradually, and the proportion of patients increased.

One possible explanation is that most health specialists gradually formed a stable relationship with the online community and only a few left after short-term engagement. By contrast, as health care social media becomes more widespread and widely accepted, a higher proportion of patients than of caregivers...
prefer to seek online health information. After all, patients themselves are most concerned about their own health conditions.

**Topic Analysis**

Clustering and keyword extraction for topic identification were performed in the same manner as stakeholder identification. We identified 5 significantly different health hot topics ($P<.001$), as Table 5 shows. They were named based on the extracted keywords with similar UMLS semantic types: symptom, examination, procedure, drug, and complication.

### Table 5. Topic analysis in the 3 disease forums.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Topics</th>
<th>Keywords</th>
<th>UMLS semantic types</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lung cancer</td>
<td>Symptom 1</td>
<td>cough, pain, breathless, symptoms, chest pain, painful, shortness of breath, wheezing, short of breath, coughing up blood, nausea</td>
<td>sosy</td>
</tr>
<tr>
<td></td>
<td>Complication 2</td>
<td>infection, bronchitis, pneumonia, tuberculosis, asthma, pleural effusion, copd, emphysema, collapsed lung, atelectasis</td>
<td>dsyn, patf</td>
</tr>
<tr>
<td></td>
<td>Examination 3</td>
<td>scans, x-ray, cat scan, mri, biopsy, pet scan, chest x-ray, imaging, biopsy needle, bronchoscopy</td>
<td>diap</td>
</tr>
<tr>
<td></td>
<td>Procedure 4</td>
<td>chemo, operation, surgery, radiation, therapy, chemotherapy, removal, radiation therapy, wedge resection, lobectomy</td>
<td>topp</td>
</tr>
<tr>
<td></td>
<td>Drug 5</td>
<td>silicas, morphine, advil, tarceva, chantix, carboplatin, alimta, dilaudid, taxol, coumadin</td>
<td>phsu</td>
</tr>
<tr>
<td>Diabetes</td>
<td>Drug 1</td>
<td>insulin, lantus, januvia, metformin, glucophage, actos, avandia, amaryl, marijuana, glipizide</td>
<td>phus</td>
</tr>
<tr>
<td></td>
<td>Complication 2</td>
<td>infection, hypoglycemia, low blood sugar, dka, obesity, pcos, kidney disease, coma, diabetic neuropathy, bgs</td>
<td>dsyn, patf</td>
</tr>
<tr>
<td></td>
<td>Symptom 3</td>
<td>pain, tired, thirsty, nausea, fatique, frequent urination, hungry, dizzy, itchy, sore, tingling</td>
<td>sosy</td>
</tr>
<tr>
<td></td>
<td>Examination 4</td>
<td>blood test, glucose test, fasting test, fasting blood sugar, cat scan, hemoglobin alc test, gts, glucose tolerance test, mri</td>
<td>lbpr, diap</td>
</tr>
<tr>
<td></td>
<td>Procedure 5</td>
<td>infusion, therapy, injection, transplant, dialysis, rx, cct, insulin injection, cde, amputation</td>
<td>topp</td>
</tr>
<tr>
<td>Breast cancer</td>
<td>Examination 1</td>
<td>biopsy, mri, ultrasound, mammogram, screening, bi-rads, core biopsy, cat scan, imaging, biopsy needle</td>
<td>diap, lbpr</td>
</tr>
<tr>
<td></td>
<td>Procedure 2</td>
<td>chemo, operation, chemotheraphy, radiation, radiotherapy, mastectomy, lumpectomy, implant, removal, surgical</td>
<td>topp</td>
</tr>
<tr>
<td></td>
<td>Symptom 3</td>
<td>sore, pain, painful, breast pain, nipple discharge, itching, tingling, hot flashes, nausea, itchy</td>
<td>sosy</td>
</tr>
<tr>
<td></td>
<td>Drug 4</td>
<td>tamoxifen, arimidex, taxol, femara, taxotere, carboplatin, effexor, docetaxel, valium, raloxifene</td>
<td>phus</td>
</tr>
<tr>
<td></td>
<td>Complication 5</td>
<td>infection, rash, lymph edema, fibrocystic breast, mastitis, lide, eczema, complex cyst, complex cysts, neuropathy, fibrocystic breast disease, fibrocystic disease</td>
<td>dsyn</td>
</tr>
</tbody>
</table>

*aUMLS: Unified Medical Language System.*

We then used the 3 evaluation metrics to test whether the textual features proposed in this study could be used to distinguish different hot topics significantly. By incorporating word $n$-grams (F1) and medical domain-specific terminologies (F2) into the feature set, we evaluated the results of clustering based on a 2-feature set, as Table 6 shows. The results showed that feature set F1+F2 outperformed F1 significantly (eg, Rand=0.783, Jaccard=0.369, FM=0.495 for breast cancer), indicating that the 2 types of textual features improved the performance of topic identification significantly.
Table 6. Performance measures for distinguishing hot topics using different textual feature sets\textsuperscript{a}.

<table>
<thead>
<tr>
<th>Disease</th>
<th>Feature set</th>
<th>Rand</th>
<th>Jaccard</th>
<th>FM\textsuperscript{b}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lung cancer</td>
<td>F1</td>
<td>0.703</td>
<td>0.242</td>
<td>0.382</td>
</tr>
<tr>
<td></td>
<td>F1+F2</td>
<td>0.761</td>
<td>0.352</td>
<td>0.478</td>
</tr>
<tr>
<td>Diabetes</td>
<td>F1</td>
<td>0.718</td>
<td>0.275</td>
<td>0.411</td>
</tr>
<tr>
<td></td>
<td>F1+F2</td>
<td>0.774</td>
<td>0.351</td>
<td>0.478</td>
</tr>
<tr>
<td>Breast cancer</td>
<td>F1</td>
<td>0.722</td>
<td>0.285</td>
<td>0.417</td>
</tr>
<tr>
<td></td>
<td>F1+F2</td>
<td>0.783</td>
<td>0.369</td>
<td>0.495</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Feature set components: word n-grams (F1) and medical domain-specific terminologies (F2).

\textsuperscript{b}FM: Fowlkes-Mallows index.

To further explore the concerns of different stakeholders, we examined the distributions of the 3 stakeholder groups in the 5 hot topics (Figure 4). Among the different stakeholders in the different types of diseases, their concerns about various health topics were fairly different.

A significantly greater proportion of patients with lung cancer (536/1657, 32.34%) were involved in the symptom topics. Patients with diabetes were more interested in drug topics (1883/5904, 31.89%). Patients with breast cancer were more likely to mention their examination or tests online (8728/23,934, 36.47%).

The reasons may be that some early symptoms of lung cancer, such as coughing or wheezing, are very similar to ailments such as fevers and bronchitis. Patients with such ailments were not sure whether their conditions were signs of lung cancer and thus hoped to obtain valuable information by seeking the experiences of others or consulting about their conditions on health care social media. By contrast, patients who found an abnormality of their breast tissues usually underwent further examination. Because of a lack of other obvious symptoms, they mainly discussed their examination or tests for the diagnosis of breast cancer. Diabetes is a common chronic disease that is difficult to cure. Patients with diabetes use regular long-term medication and thus were naturally concerned about topics related to antidiabetic drugs to learn about their medical effects and possible side effects.

The distribution of hot topics among caregivers was similar to that of patients. Both groups appeared to be mainly concerned with the hottest health issues related to a specific disease, as patients and caregivers were both information requesters. However, the proportional distribution of topics was distinguishable between patients and caregivers. For example, a significantly greater proportion of caregivers than of patients were involved in drug topics (300/2721, 11.03% for caregivers vs 109/1657, 6.58% for patients) in lung cancer forums and in procedure topics (3952/13,954, 28.32% for caregivers vs 5822/23,934, 24.33% for patients) in breast cancer forums.

These results indicate that caregivers were more concerned about disease treatment topics than disease diagnosis because drug and procedure topics are both related to disease treatment. Complication was another health topic of interest to caregivers, possibly because it may greatly affect their caregiving responsibilities. As Figure 4 shows, the proportion of complication topics was significantly greater among caregivers than among patients in the 3 disease forums (4449/25,701, 17.31% for caregivers vs 4070/31,495, 12.92% for patients).

As Figure 4 shows, health specialists were equally distributed among the 5 health topics, in contrast to patients and caregivers. This result indicates that specialists, as information providers, were more likely to focus on various health topics and to share their experiences and knowledge. Broad knowledge is indispensable for health specialists to offer help to patients in their time of need.
Figure 4. Distributions of (A) patients, (B) caregivers, and (C) specialists in the 5 hot topics.

A. Patients

<table>
<thead>
<tr>
<th>Topic</th>
<th>LungCancer</th>
<th>Diabetes</th>
<th>BreastCancer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Procedure</td>
<td>21.04%</td>
<td>8.99%</td>
<td>24.33%</td>
</tr>
<tr>
<td>Drug</td>
<td>6.58%</td>
<td>31.89%</td>
<td>9.84%</td>
</tr>
<tr>
<td>Examination</td>
<td>19.46%</td>
<td>16.45%</td>
<td>36.47%</td>
</tr>
<tr>
<td>Complication</td>
<td>20.57%</td>
<td>22.72%</td>
<td>9.98%</td>
</tr>
<tr>
<td>Symptom</td>
<td>32.34%</td>
<td>19.95%</td>
<td>19.39%</td>
</tr>
</tbody>
</table>

B. Caregivers

<table>
<thead>
<tr>
<th>Topic</th>
<th>LungCancer</th>
<th>Diabetes</th>
<th>BreastCancer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Procedure</td>
<td>19.51%</td>
<td>10.03%</td>
<td>28.32%</td>
</tr>
<tr>
<td>Drug</td>
<td>11.03%</td>
<td>27.20%</td>
<td>11.17%</td>
</tr>
<tr>
<td>Examination</td>
<td>19.02%</td>
<td>17.48%</td>
<td>31.19%</td>
</tr>
<tr>
<td>Complication</td>
<td>23.42%</td>
<td>24.48%</td>
<td>11.48%</td>
</tr>
<tr>
<td>Symptom</td>
<td>27.01%</td>
<td>20.82%</td>
<td>17.83%</td>
</tr>
</tbody>
</table>

C. Specialists

<table>
<thead>
<tr>
<th>Topic</th>
<th>LungCancer</th>
<th>Diabetes</th>
<th>BreastCancer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Procedure</td>
<td>15.33%</td>
<td>18.13%</td>
<td>19.08%</td>
</tr>
<tr>
<td>Drug</td>
<td>19.10%</td>
<td>21.06%</td>
<td>16.50%</td>
</tr>
<tr>
<td>Examination</td>
<td>14.82%</td>
<td>18.48%</td>
<td>21.44%</td>
</tr>
<tr>
<td>Complication</td>
<td>22.86%</td>
<td>18.74%</td>
<td>16.64%</td>
</tr>
<tr>
<td>Symptom</td>
<td>27.89%</td>
<td>23.59%</td>
<td>26.35%</td>
</tr>
</tbody>
</table>

Sentiment Analysis

Emotional messages could be distinguished from informative messages by setting a threshold of sentiment measures in SubjectiveScores. As Figure 5 shows, informative messages (108,519/138,161, 78.54%) were more prevalent than emotional messages (29,642/138,161, 21.45%). This result suggests that most users make use of health care social media more to exchange health information than to provide a platform for emotional communication. This result is
also in agreement with the above argument that most patients and caregivers were short-term participants and that many only sought health information of interest.

The distribution of informative and emotional messages among different stakeholders indicated that patients were more likely to express their emotions than caregivers and specialists. The proportion of emotional messages was 25.05% (9040/36,081) for patients, 14.39% (2659/18,470) for caregivers, and 21.46% (17,943/83,610) for specialists. Particularly among patients in the diabetes forums, patients usually encouraged each other to overcome their diseases by pursuing long-term treatment. By contrast, caregivers preferred to share informative messages and were the least likely to exchange emotions among the 3 stakeholders.

**Figure 5.** Distributions of informative messages and emotional messages by (A) disease and by stakeholder group in (B) lung cancer, (C) diabetes, and (D) breast cancer forums.

**Figure 6.** Sentiment measures of the 3 stakeholder groups.
One possibility is that the caregiving responsibilities of caregivers do not leave sufficient time for online communication. Especially for the caregivers involved in the 2 cancer forums, most only sought diagnosis and treatment information of interest online to help their patients cure their high-survival-rate diseases.

We calculated the 3 sentiment measures of PositiveScores, NegativeScores, and SubjectiveScores to evaluate sentiment expression, as Figure 6 shows. The subjective sentiment scores of patients (2.46) were lower than those of caregivers (4.66) and specialists (5.14), indicating that, although patients were more likely to express their emotions, as Figure 5 shows, the emotional intensity of patients was lower than that of specialists and caregivers. The negative sentiment scores of caregivers (2.56) were higher than their positive scores (2.18). Among health specialists, positive sentiment scores (2.62) were higher than their negative sentiment scores (2.46).

We speculated about the reasons for the differences in sentiment expressions. Patients appear to prefer to regard health care social media as an emotion-exchange platform rather than a place to vent their negative feelings. Conversely, caregivers undertaking long-term caretaking activities usually expressed strong emotions about their patients. They preferred to use negative words with high emotional intensity to vent their emotional stress and burden [43,44], as Figure 6 shows that the negative sentiment scores of caregivers were higher than their positive scores. Many caregivers appeared to regard health care social media as a good platform to vent and relieve stress. For health specialists, higher positive sentiment scores implied that this group provided emotional support by encouraging patients and their caregivers to confront their diseases rather than expressing sympathy and pity.

Further analysis identified differences in sentiment expression by different stakeholders in different hot topics, as Figure 7 shows. Overall, for patients and caregivers, the proportions of negative emotional messages were greater than those of positive emotional messages among the topics related to symptom, complication, and examination; for example, for patients, the proportion was 30.83% (562/1823) positive versus 69.17% (1261/1823) negative in symptom topics, 36.43% (1055/2896) versus 63.57% (1841/2896) in examination topics, and 37.85% (450/1189) versus 62.15% (739/1189) in complication topics.

This result indicates that patients and caregivers who discussed complications and examination topics feared illness, depression, hopelessness, anxiety, and other negative emotions and thus were more likely to express negative emotions. In particular, among caregivers, negative emotional intensity was significantly higher for the complication topic than for the other topics, indicating that complications were a considerable burden for caregivers performing long-term caretaking activities, and this group expressed strong negative feelings of disappointment and even despair. By contrast, drug and procedure topics are usually more closely related to the treatment of disease, and thus all stakeholders who discussed these 2 topics were more likely to have a positive attitude; for example, for patients, the proportion was 47.94% (580/1210) positive versus 52.06% (630/1210) negative in drug topics and 59.11% (1136/1922) versus 40.89% (786/1922) in procedure topics. In their discussion of the 2 topics, patients were happy to be getting better, and the caregivers expressed their satisfaction with the treatment; in addition, specialists conveyed their congratulations and best wishes to the patients.

Finally, we analyzed trends in emotional changes among the different stakeholders to illustrate whether members who engaged in health care social media changed their sentiment expression based on online interactions with other users. We incorporated the messages posted by different members every half month and calculated the changes in the 3 sentiment measures of PositiveScores, NegativeScores, and SubjectiveScores over time in the first year of their involvement. Figure 8 shows the results.

As Figure 8 shows, the subjective sentiment scores of the messages from patients tended to increase in the early weeks and then stabilized. Patients preferred to express concern about their health topics of interest during their early involvement and then gradually began to express their feelings for social support. From the perspective of sentiment polarity, we found that positive sentiment scores increased gradually while negative sentiment scores decreased, implying that the patients engaged in health care social media changed their emotional state in a positive direction through online interactions with other users. Some possible reasons for this change are that the patients eliminated fears and anxiety after their problems were resolved or that professionals and fellow patients encouraged them to confront their diseases.

The subjective sentiment scores of the messages from caregivers remained high. Caregivers apparently preferred to use subjective words with high emotional intensity in their posts compared with patients. From the perspective of sentiment polarity, positive sentiment scores increased gradually while negative sentiment scores decreased, similar to the trend changes in patients, possibly for the same reasons discussed above. However, in contrast to the sentiment expression of patients, for caregivers the negative sentiment scores remained higher than the positive sentiment scores, implying that caregivers appeared to regard health care social media as a platform to share their negative feelings. Caregivers may complain about their long-term, heavy caretaking work online to relieve their stress at any time.

All 3 sentiment scores of the messages from specialists remained stable over time. This result indicates that specialists were involved long term in the online community to provide emotional support and to help patients and caregivers in various ways. They expressed their sympathy and pity for the unfortunate users by using some negative words while encouraging them to fight their illness using some positive words.
Figure 7. Distributions of positive and negative messages posted by the 3 stakeholder groups in the 5 hot topics.
**Discussion**

Understanding the concerns of different stakeholders and how they use social media is very meaningful work. In this paper, we proposed a novel framework using text mining techniques to perform a comprehensive content analysis of an online health community from the perspectives of diverse stakeholders. We used a computational social science approach to process the large amount of text data for stakeholder analysis, topic analysis, and sentiment analysis. We identified significant differences in...
hot topics of interest and sentiment expression among different stakeholders involved in different types of disease forums. These valuable conclusions provide a better understanding of health care social media use by different stakeholders that may aid improvements in social media services to facilitate diverse stakeholder engagement for more effective health information sharing and social interaction.

This study also has some limitations that must be considered further. Further research should examine how to describe and measure the impacts of health care social media use on health self-management. Users involved in social media maintained good communication and developed online social networks, and thus future studies should include social network analysis of different stakeholder groups to determine the impacts of these relationships on their engagement. In addition, some deeper stakeholder analysis by using text mining techniques, such as how to distinguish knowledgeable patients and professional doctors in specialist groups, would be considered in our further study.
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Abstract

Background: Cases of trauma resulting from the use of mobile phones while driving motor vehicles have become quite common in recent years. Road injuries incurred by people playing video games on mobile phones (or other media devices) while walking have also become a cause for concern. Pokémon Go has been the world's most popular game since it was launched in July 2016, with more than 15 million players trying to catch all Pokémon available in the game; however, the case detailed here is the first reported accident in the medical literature caused by a pedestrian distracted by the game while crossing a street.

Objective: We aim to provide additional information on the innovative nature of distractions that generate risks in road-users, and to explore the underreporting of pedestrian-motor vehicle collisions due to mobile device usage.

Methods: We included in this case report a 25-year-old male who suddenly crossed a road while playing Pokémon Go and was hit by a van, reporting several injuries and being assisted by the Emergency Medical Service of our hospital (Padova, Italy). The patient’s history, the circumstances in which the collision happened, imaging data, and clinical course information were recorded per our hospital’s privacy policy.

Results: The patient hit by the van was playing Pokémon Go on his mobile phone while crossing a street, despite red traffic lights, which he did not notice due to of the distraction induced by the game.

Conclusions: Mobile videogames that imply movement (ie, walking, running, cycling) to play are an effective way to improve physical activity practice, especially in adolescents and young adults. Nevertheless, cases like the one presented here point out that these games could pose a significant risk to users who play while walking, cycling, or driving in unsafe areas such as city streets, because players become distracted and may ignore surrounding hazards. Comprehensive, multilevel interventions are needed to reduce accidents caused by distraction, and to stress findings on the positive and negative effects of video games, which are becoming a source of public health concern. Health care providers should be aware of their chief role in these possible prevention strategies, based on their direct interactions with road incident victims.

(J Med Internet Res 2017;19(4):e86) doi:10.2196/jmir.6596
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Introduction

Cases of trauma, and even death, resulting from the use of mobile phones while driving motor vehicles have become quite common in recent years. Road injuries incurred by people playing video games on mobile phones (or other media devices) while walking have also become a cause for concern [1-5]. Several authors have reported the combination of distracted walking or driving as a frequent cause of road traffic incidents; mobile phones are a well-known cause of distraction [3]. However, only a very small number of injured individuals confess to have been using the mobile phone while walking or driving. Despite widespread and tighter regulations covering the use of mobile phones while driving, mobile phone distraction rates remain high in young drivers, and often result in fatal incidents [3,5,6]. The use of mobile phones (and other media devices) is not regulated for pedestrians, and considering virtual reality games are particularly popular among young people, emergency departments will probably see a rise in trauma cases caused by the use of video games while walking. Nasar and Troyer showed that pedestrians, like drivers, reported injuries resulting from distraction due to the use of mobile phones or digital devices [3]. In a study promoted by the Department of Health Promotion, Bungum et al [7] described the behavior of 866 individuals: approximately 20% of walkers were distracted as they crossed streets because they were talking on a mobile phone, eating, drinking, smoking, or they were walking inside the crosswalk while a red light was flashing against them. These circumstances were critical in many of the incidents reported [7]. As reported by several authors, mobile phone-related injuries among pedestrians lead to increased morbidity due to distracted attention and unsafe behavior during their use, and users risk serious injury, falls, collisions with obstacles, or even death [8,9].

Trauma in emergency departments may present health care providers with a myriad of unforeseen clinical scenarios, and the anamnestic data entered must reflect the modern context. Pokémon Go and other virtual-reality applications for mobile phones and media devices meant to be used while walking or biking have the advantage of providing entertainment in outdoor activities for children and young people, thus favoring physical exercise [3,7,8,10]. However, the indiscriminate use of mobile phones and other virtual-reality games can also pose a health hazard, as pedestrians, bikers, and drivers distracted by the games have a higher risk of causing motor vehicle collisions, or becoming their victims. More than 270,000 pedestrians die on the world’s roads each year, accounting for 22% of all road traffic deaths (1.24 million total) [11]. In addition, in 2013 more than 150,000 pedestrians were treated in emergency departments for nonfatal crash-related injuries [12]. Some reports describe situations in which an accident occurred when car drivers or pedestrians were using hand-held mobile phones. In 2014, Basch et al [1] observed walking behaviors in New York pedestrians and found that one in four pedestrians (>3500 individuals observed) were distracted by mobile electronic devices while crossing roads during the walk (28.8%) and do not walk (26.3%) signals.

Pokémon Go has been the world’s most popular game since it was launched in July 2016, with more than 15 million players trying to catch all Pokémon available in the game; however, the case reported here is the first accident described in the medical literature caused by a pedestrian distracted by the game while crossing a street. In a recent car collision in Vienna, the driver stopped in the middle of the street while playing Pokémon Go. When questioned by a police officer, the driver admitted that he and his passengers were playing the game [13]. Pokémon Go may become particularly dangerous if the player attempts to gain levels and Gym Prestige by completing the Pokedex, which involves capturing the rarest Pokémon and requires the most effort. This goal is potentially the most distracting activity in the game, although it does represent a strong motivation to increase walking speed and distance (Figure 1).

Here we briefly report details of a serious motor vehicle accident involving a young pedestrian, who was distracted while playing Pokémon Go as he was crossing a residential road with a traffic light signaling against him. The purpose of this paper is to provide additional information on the innovative nature of distractions that generate risks in road-users, and to explore the underreporting of pedestrian-motor vehicle collisions due to mobile device usage.

After obtaining appropriate patient consent, a thorough review of the incident scene, the patient's hospital records (prehospital and emergency room sources), and official police-reported incident data were examined.
Methods

This paper describes a case report of a 25-year-old male who suddenly crossed a road while playing Pokémon Go and was hit by a van (Figure 2), reporting several injuries and being assisted by the Emergency Medical Service of our hospital (Padova, Italy). The patient’s history, the circumstances in which the collision happened, imaging data, and clinical course information were recorded per our hospital’s privacy policy.
Results

The patient had been walking fast, on his own, on the sidewalk of a residential street when he unexpectedly, "jumped into the road at the intersection without attempting to look in any direction," as described by the van driver; witnesses to the incident provided similar accounts (Figure 3). The patient collided with the front of a 3-ton van driven by a man who did not expect the event. According to the driver’s expectation of the young man’s movements immediately before the collision, the driver could not have foreseen his intention, as the youth’s eyes were focused on his smartphone. The speed of the van was compatible with legal restrictions and with the conditions of the street, and the driver avoided a more severe impact by slamming on his brakes.

Later analysis of the incident showed that the young man’s violation of the red light had caused the accident, that the van was travelling at a reasonable speed, and that the violence of impact was compatible with a short man-vehicle distance (high-energy trauma). According to the young man’s statement, he was distracted; he was intensely involved in the game, and neither looked at the traffic light nor heard the noise of a rapidly approaching vehicle.

According to the existing literature, pedestrian simulation models are based on flow dynamics, traffic conditions, vehicle type, road geometry, characteristics of pedestrian behavior, and police reports. Table 1 lists the details as a report covering some aspects of the context of this particular road incident, and its potential contributing factors.
The severity of the young man’s injuries was related to many factors, including vehicle speed and the angle at which the impact occurred. The patient sustained blunt closed thoracic and lower limb trauma. In the prehospital setting the patient complained of intense pain in many areas (posterior head and neck, right arm, right leg, abdomen) but was hemodynamically stable and almost completely conscious. The patient was transferred directly from the scene of the accident to the hospital and immediately subjected to computerized tomography scanning, which revealed multiple high-energy traumas due to major injuries. In accordance with Advanced Trauma Life Support guidelines, a complete primary survey was carried out, including diagnostic chest X-rays and pelvic X-rays. The initial Focused Assessment with Sonography for Trauma examination was followed by a secondary survey with a whole-body computerized tomography scan. The powerful impact of the van had caused multiple fractures to the ribs, and a left-sided pneumothorax was identified (Figure 4), together with fractures of the left femur and right tibia. No brain damage was detected. A pleural drainage system was inserted, and the lower limb fractures were stabilized. In-hospital stay was lengthy (10 days), but no major respiratory problems or infectious diseases occurred, and repair to the lower limb fractures was uneventful.
Figure 3. Circumstances and setting of the incident.
Discussion

Walking and physical activity are important factors in reducing noncommunicable diseases, including cardiovascular disease, cancers, obesity, type 2 diabetes, and impaired quality of life. Health professionals have noted the potential benefits of Pokémon Go smartphone games, which have reached millions of people and improved outdoor physical activity and social interactions. To increase the chances of catching Pokémon characters and Pokémon eggs, participants are encouraged to walk through city streets as an extra activity, viewing the world through their mobile phones and using their cameras for 2, 5, or 10 kilometers (while incubating an egg for a new character to be born) [10].

The purpose of this paper is to provide additional and specific information on the underreporting of pedestrian-motor vehicle collisions. Knowledge of the sequence of events during the impact of the distracted pedestrian and the vehicle has been crucial for proper reconstruction of the incident, along with vehicle speed at the moment of the impact, how far the person was thrown after impact, and when the driver braked. The responsibilities of emergency medicine physicians consists of: (1) preventing severe morbidity due to injury patterns manifested in pedestrian trauma; (2) describing the incident scene and reconstructing pedestrian-vehicle collisions; and (3) identifying the mechanism(s) of injury, the initial and final positions of the pedestrian, and the sequence of events leading to trauma.

In the accident described here, the dynamic response of the pedestrian resulted in the characteristic injuries of pedestrian-road vehicle collisions in terms of severity of injury, body posture, direction of force, impact injuries and subsequent contact with the road surface, direction of acting force, and when exactly the incident happened. The interview was conducted to analyze and report data to determine all causes of the incident which, in this particular case, was due to playing a videogame in hazardous conditions. Although many studies and prevention programs have been implemented to curtail pedestrian injuries, this case is important for a better understanding of the reasons why this accident occurred, and how to plan for future preventive actions.

This case report confirms the high risk of injury to pedestrians using mobile phones, especially if playing Pokémon Go, which is a very new form of distraction. This is the first case study concerning a road incident with injuries to a pedestrian in which the essential cause was Pokémon Go game search. Such cases are helpful for pediatricians and physicians to recognize this phenomenon and its risks, and proper knowledge is important for the prevention and early detection of adolescents’ at-risk behaviors. The risks associated with distracted walking, biking, or driving can be analyzed from several viewpoints when
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considering the relationship between distraction and inattention as a prevalent causative factor of road incidents.

Conclusions

Mobile apps that integrate game play with physical exercise, such as Pokémon Go, lead to substantial physical activity increases and reach sedentary populations [10]. In the case presented here, the need to capture virtual Pokémon creatures in real locations represents a strong motivation to increase one’s walking distance and speed, but safety while walking must still be considered. The positive and negative consequences of gaming indicate that, although facilitating improved daily physical activity, gaming may result in low vigilance and secondary task distraction (a well-known phenomenon that contributes to road accidents), especially in young people.

Available data clearly indicate that distraction while moving around city streets could potentially represent a serious public health problem. Interventions should be implemented following research-based recommendations, and improved knowledge of the context is an important consideration (in this case, behaviors concerning road traffic safety). The case presented here emphasizes the difficulties involved in identifying the circumstances of a pedestrian trauma and shows the importance of implementing common strategies to reduce road users’ risks. Comprehensive, multilevel interventions and further research projects are needed to reduce incidents caused by distraction, and to more thoroughly study the positive and negative effects of video games.

Health care providers should be aware of their chief role in these possible prevention strategies, based on their direct interactions with road incidents victims. Pokémon Go was released very recently, and no follow-up studies have examined the long-term effectiveness of encouraging players to increase physical activity levels while following Pokémon creatures. Therefore, we still do not know whether the benefits of playing the game outweigh the risks, and further research over a longer observation period is needed.
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Abstract

Background: Designers of digital interventions for mental health often leverage interactions from games because the intrinsic motivation that results from game-based interventions may increase participation and translate into improved treatment efficacy. However, there are outstanding questions about the suitability (eg, are desktop or mobile interventions more appropriate?) and intervention potential (eg, do people with depression activate enough to play?) of games for mental health.

Objective: In this paper, we aimed to describe the presently unknown relationship between gaming activity and indicators of well-being so that designers make informed choices when designing game-based interventions for mental health.

Methods: We gathered validated scales of well-being (Beck’s Depression Inventory [BDI-II], Patient Health Questionnaire [PHQ-9], trait anxiety [TA], and basic psychological needs satisfaction [BPNS]), play importance (control over game behavior: control; gamer identity: identity), and play behavior (play frequency, platform preferences, and genre preferences) in a Web-based survey (N=491).

Results: The majority of our participants played games a few times a week (45.3%, 222/490) or daily (34.3%, 168/490). In terms of depression, play frequency was associated with PHQ-9 (P=.003); PHQ-9 scores were higher for those who played daily than for those who played a few times a week or less. Similarly, for BDI-II (P=.01), scores were higher for those who played daily than for those who played once a week or less. Genre preferences were not associated with PHQ-9 (P=.32) or BDI-II (P=.68); however, platform preference (ie, mobile, desktop, or console) was associated with PHQ-9 (P=.04); desktop-only players had higher PHQ-9 scores than those who used all platforms. Platform preference was not associated with BDI-II (P=.18). In terms of anxiety, TA was not associated with frequency (P=.23), platform preference (P=.07), or genre preference (P=.99). In terms of needs satisfaction, BPNS was not associated with frequency (P=.25) or genre preference (P=.53), but it was associated with platform preference (P=.01); desktop-only players had lower needs satisfaction than those who used all platforms. As expected, play frequency was associated with identity (P<.001) and control (P<.001); those who played more had identified more as a gamer and had less control over their gameplay. Genre preference was associated with identity (P<.001) and control (P<.001); those who played most common genres had higher control over their play and identified most as gamers. Platform preference was not associated with control (P=.80), but was with identity (P=.001); those who played on all devices identified more as a gamer than those who played on mobiles or consoles only.

Conclusions: Our results suggest that games are a suitable approach for mental health interventions as they are played broadly by people across a range of indicators of mental health. We further unpack the platform preferences and genre preferences of players with varying levels of well-being.

Introduction

Motivating Digital Interventions for Mental Health

The prevalence of mental illness is on the rise [1]—the National Institute of Mental Health reports that 18% of adults in the United States had a diagnosed mental illness in 2014 [2]; however, 57% of adults with mental illness in the United States do not receive treatment [3]. Untreated mental illness has serious consequences [4]. The cost of depression and anxiety alone is estimated at US $1 trillion per year [5]. In addition to these financial costs, people experience costs to their well-being that range from a lower quality of life [6] to a loss of life [7]—mental illness is the most important risk factor for suicide as more than 90% of people who commit suicide have a mental or addictive disorder [8,9].

There are several reasons why treatment of mental illness has not evolved to meet the growing demand. First, health care systems cannot handle the burden—there are not enough trained professionals to provide treatment to those in need [10]. Second, access to treatment is lower for people who live in underpopulated areas. For example, in Nunavut (a territory in northern Canada), the suicide rate is 10 times higher than in the rest of Canada [11,12], prompting Nunavut’s chief coroner to suggest that a state of emergency regarding mental illness in the north should be declared [12]. Third, access to treatment is lower for people who live in low-income areas [10]; one in five American adults with mental illness report that the cost of treatment is a barrier for them [3]. And fourth, because mental illness ranges from mild to disabling impairment [1], there are subclinical populations with mild impairment who would benefit from treatment but lack access to a system that is already heavily burdened from treating those with more severe problems.

These limitations in access to treatment cannot be addressed solely by growing the existing mental health system [13]; rather, the solution requires a variety of approaches, including a fundamental shift in delivery mechanisms that will necessarily involve digital solutions [14-16]. There are already several examples of digital systems for interventions in the domain of mental health. For example, previous research has shown that mobile phone apps can be used to treat a variety of mental health disorders such as depression or anxiety [17-19]. Self-help resources such as mobile mental health apps are available for individuals experiencing mild to moderate anxiety and depression [20]. The US Department of Veteran Affairs recommends the mobile app “PTSD coach” (US Department of Veteran Affairs, 2011) that allows people with post-traumatic stress disorder (PTSD) to get access to information about PTSD, track symptoms, and includes small tasks to help people handle their symptoms of stress [21]. The self-help app “Koko” (Koko Inc, 2015) takes a different approach by connecting people in need of emotional support with people who are willing to respond to such a demand. Koko was evaluated in a randomized control trial (RCT) and was shown to be effective [22]. Computerized cognitive behavioral therapy (CBT) has also shown promising results in combating anxiety [23-25], PTSD [21,26,27], and depression [28,29].

Results such as these demonstrate that technology-based mental health interventions offer promise for use in self-help or as an adjunct to clinical treatment [30]; however, there are also several problems that arise when moving digital mental health interventions out of the clinic and into the world. For example, digital solutions can involve interaction with a therapist or formal setting [27,31]; however, many digital solutions are intended to be used without aid from a therapist, which can result in a loss of accountability for a participant [32]. Moving out of the clinic also necessarily results in a loss of external regulation [33] for patients, as there is no longer a psychotherapist but instead a digital app guiding a participant through an exercise. Designers of digital self-help mental health interventions must compensate for these types of problems, as the efficacy of treatment cannot be sacrificed for the wider reach that digital solutions provide.

One solution is to introduce external regulation into digital interventions. For example, we could design systems that require check-ins or provide tangible benefits for daily participation [34,35]. Another solution is to highlight and reinforce the positive benefits to mental health that will eventually occur through sustained participation in the intervention [35,36]. The form of motivation used by these examples, that is, engaging in an activity (training) because it leads to a desirable but separable outcome (benefits to mental health, tangible rewards), is called extrinsic motivation [33,37]. Rather than including methods of external regulation or increasing extrinsic motivation, we could alternatively make the treatment activity engaging enough so that people participate because they actually enjoy the treatment itself, and not just because they await the beneficial outcome to their mental health that will result from sustained participation. This form of motivation, that is, engaging in an activity because it is inherently interesting, is referred to as intrinsic motivation [33]. Intrinsically motivated people have been shown to be more willing to invest effort into a task and also derive more enjoyment from it [38]. However, the question remains on how treatment activities for improved mental health can be made inherently enjoyable, rather than being undertaken because participants desire the benefits to mental health that sustained participation will eventually provide.

Game-Based Digital Interventions for Mental Health

One common approach to increasing intrinsic motivation with a digital system is to increase the inherent enjoyment of the activity itself by leveraging the motivational pull of digital games [39]. People play a lot of games; recent estimates suggest that more money is spent purchasing games (US $92 billion) than music (US $18 billion) and movies (US $62 billion) combined [40]. It was found that 4 out of 5 American households own a device that is used to play video games and 115 million Americans play games [41]. Internationally, the global game market is expected to exceed US $1 trillion by 2017 [42].
Although people sometimes assume that it is highly immersive console and desktop games that drive the game industry, 35% of those same revenues are expected to be generated through mobile phones and tablets, which people use to play games that are more casual in nature [42]. With so much time and money being spent on digital game play, researchers have started to question what it is about games that make them so compelling to play. One leading explanation for game enjoyment arises out of self-determination theory (SDT) [38] and explains that playing digital games satisfies our psychological needs of competence, autonomy, and relatedness during play itself [39], leading to enjoyment of the experience. Digital game researchers have started to deconstruct how needs satisfaction during play leads to game enjoyment for different players [39,43,44] and in varying gameplay scenarios [45-47]. Others have explored how to leverage these game design elements to motivate people in nongame contexts—a process called gamification [48,49]. Gamified systems have been evaluated in contexts such as learning [47] and behavior change [50,51], and there are also already several examples of gamified interventions in the context of health [52-58]. One of the most successful examples of gamified health interventions is Re-Mission [54], a game designed for children with cancer in which they could shoot cancer cells, manage nausea and constipation, and overcome bacterial infections. A large international study demonstrated that children who played Re-Mission exhibited better adherence to a treatment protocol, improved self-efficacy, and greater cancer-related knowledge than a group who played another computer game [59]. More recently, the application of gamification to treatment has extended beyond addressing physical health into the domain of improving mental health.

For example, a common technique used in CBT is attentional retraining of a participant’s attention away from maladaptive cognitive processes [60]; attention-bias modification training (ABMT) has been shown to be an effective technique to shift a participant’s attention away from negative stimuli [61]. Dennis and O’Toole [52] showed the efficacy of a mobile phone ABMT game in reducing the player’s response to threatening stimuli. In another example, SPARX is a fantasy role-playing game (RPG) for managing depression that is also based on CBT and was shown to be as effective as therapist-administered CBT for treating adolescents with depression [55]. Similarly, CBT principles were translated into biofeedback-supported mini-games in the serious game, Dojo. In a RCT conducted through the school system, adolescents with anxiety who played Dojo showed decreases in anxiety-related symptoms [57], although the study’s commercial control game showed similar effects. Rather than replacing CBT, some game-based approaches instead augment traditional CBT, for example, adolescents with anger-management problems were better able to improve their trait anger when the biofeedback game RAGE-Control was added to a traditional CBT protocol [53]. Finally, the biofeedback game, MindLight, was tested with children with anxiety problems and showed decreases in symptoms over a 3-week trial, although the control game used in the study showed similar effects [58]. A recent meta-analysis of game-based interventions for depression suggests a moderate effect size of game interventions at posttreatment [62]. Furthermore, the study also revealed that games based on entertainment, virtual reality exposure therapy, and exercise showed stronger results than those based on psychoeducation and training.

In an even broader context, games offer an opportunity for improving mental health at a large-scale as it is known that people use games to recover from noxious moods—a process known as mood management. Mood repair through escapism is included in validated scales on both motivations for play [63] and game addiction [64]. In addition, a recent study using gamer forums supports the idea that playing games helps players regulate their mood [65], and children have also noted that a major motivation for play is because games help them relax and forget their problems [66]. On the basis of this idea that games help promote mood equilibrium, several researchers have started to experimentally examine how games help people recover from the stress of life. Using mood management theory, Reinecke [67] used survey data to demonstrate that people use games for recovery from stressful and boring life events. Furthermore, an experiment confirmed that a game that requires interaction facilitates recovery [68]. Similarly, Bowman and Tamborini examined task demand in video games for recovery and showed that greater task demand in a game is better for mood repair, so long as the demand is not too high [69], and that participants choose games with the appropriate level of demand for recovery [70]. Finally, several researchers have suggested that digital games provide an opportunity for improved emotion regulation [71], for example, by rewarding players who successfully downregulate negative affect [72].

**Contribution of This Paper**

It is clear that there are potential benefits of motivating participation in digital interventions for mental health by introducing game-based elements; however, there are several outstanding questions about the whether or not games are really appropriate in this context and how great their intervention potential truly is in this domain. For example, we may argue that games have a high intervention potential because people who have low need satisfaction experience greater compulsion to play games [73,74] and are also more likely to experience less control over their play behavior [64]; and because low need satisfaction is related to depression, we may assume that people with depression pass significant time playing games. However, people who have moderate to severe depression find it difficult to activate behaviors [75,76]; simply getting out of bed can be a major challenge. Thus, it is unclear whether people with depression are in fact activating enough to play games. Furthermore, games are argued to have high intervention potential because they are regularly played on mobile phones or other mobile devices, which are platforms that have been targeted for digital interventions in mental health [52,77]. However, are gamers with mental health issues part of the growing group who play games on a mobile platform [41,42] or are they more likely to play in the comfort of their homes on a desktop or console platform? Finally, most game-based interventions use simple game mechanics that are found in casual games, that is, “games with a low barrier to entry that can be enjoyed in short increments” (p.9; [78]), rather than those found in more complex or immersive games, such as RPGs (eg, Mass Effect) or first-person shooter (FPS) games (eg, Call of...
Duty). If players with depression avoid casual games instead preferring the types of complex and immersive games that are generally played on dedicated gaming consoles, they may eschew playing a game with simple mechanics on a mobile phone and thus may not be motivated to play a game-based mental health intervention delivered on that platform.

Taken together, these questions highlight a problem in our understanding of how games can be used to create digital interventions in mental health: as researchers, we don’t know how to design, personalize, or market games for mental health interventions, because we don’t know the gaming habits, platform preferences, or genre preferences of people who have poor mental health, low life-satisfaction, or who suffer from depression or anxiety.

To investigate the intervention potential of digital games, we gathered survey data from 491 online participants who completed validated scales related to their well-being, including on their levels of depression (Beck’s Depression Inventory [BDI-II], Patient Health Questionnaire [PHQ-9], their trait anxiety [TA]), and their satisfaction of their basic psychological needs satisfaction (BPNS). We also asked questions about the importance of play in their lives, including about the control they felt over their gaming behavior and how much they identified as a gamer. Finally, we asked questions about play behavior, including their frequency of play, platform preferences, and genre preferences. Our results suggest that games are a suitable approach for mental health interventions as they are played broadly by people across all indicators of mental health. Throughout the remainder of this paper, we further unpack the play frequency, platform preferences, and genre preferences of players with varying levels of well-being.

Methods

Research Questions

Our study was designed to answer several research questions about the intervention potential and suitability of games for mental health interventions. Specifically:

RQ1: Are people with depression or anxiety activating enough to play games? How frequently do they play?

RQ2: Are gamers with depression or anxiety part of the growing group who play games on a mobile platform or are they more likely to play in the comfort of their homes on a desktop or console platform?

RQ3: Do players with depression or anxiety play casual games, or do they prefer more complex and immersive genres of games?

Participants, Deployment Platform, and Procedure

We recruited 491 participants through Amazon Mechanical Turk (AMT), which acts as a broker between requesters who offer Human Intelligence Tasks (HITs) and paid workers who complete them. Participants received compensation of US $2.50 for their participation, which took approximately 15 min. Ethical approval was obtained from the University of Saskatchewan Behavioral Research Ethics Board, and participants were asked to provide informed consent at the beginning of the task. To comply with ethical guidelines, the task was only available to workers from the United States who were older than 18 years. Additionally, only workers with an approval rate above 90% were offered the task as a means of quality control.

Measures

We gathered indicators of well-being, indicators of the importance of play, and information regarding gaming behaviors.

Indicators of Well-Being

Degree of depression was measured using the BDI-II [79] and the PHQ-9 [80]. Both are well-established measures that are commonly used as screening instruments in a clinical context. The BDI-II is a psychometric test that measures depression using 21 questions that address categories of behavior that are associated with depression, including pessimism, past failure, self-dislike, suicidal thoughts, crying, agitation, and loss of interest in sex. For each question, participants were asked how they have been feeling over the last two weeks, including today. Responses range from not experiencing a feeling or displaying a behavior, for example, “I do not feel sad,” or to an extreme expression of the same feeling or behavior, for example, “I am so sad or unhappy that I can’t stand it.” Responses are then mapped to a severity rating between 0 and 3. Responses are added into a total score (Cronbach alpha=.947); the BDI-II also provides threshold values that indicate categories of depression.

The PHQ-9 asks participants to rate the frequency of negative experiences, over the last two weeks (eg. “Little interest or pleasure in doing things,” “Feeling bad about yourself or that you’re a failure or have let yourself or your family down”) on a scale from “Not at all” to “Nearly every day.” Each rating was assigned a value from 0 to 3. All items were added to create a single score reflecting an overall level of depression (Cronbach alpha=.903).

TA was measured using the 20-item trait scale from the State-Trait Anxiety Scale (STAI; [81]). Participants rated their general distress using statements that people have used before to describe themselves, for example, “I’m calm,” using a 4-point Likert scale from “Not at all” to “Very much” (Cronbach alpha=.951).

Need satisfaction was measured using the BPNS scale [82]. BPNS includes subscales for the basic satisfaction of competence (Cronbach alpha=.698), autonomy (Cronbach alpha=.858), and relatedness (Cronbach alpha=.865), as three ongoing needs that people need satisfied to optimally develop and function. Participants rated their agreement to statements, “People I know tell me I am good at what I do” on a 7-point Likert scale from “Strongly Disagree” to “Strongly Agree.”

Indicators of Importance of Play

To measure how much importance gaming has in a person’s life, we measured control over play behavior (CPB) using the game addiction scale, which assesses excessive, compulsive, and generally problematic use of videogames, and includes subscales for salience (Cronbach alpha=.775), tolerance (Cronbach alpha=.750), mood modification (Cronbach alpha=.840), relapse (Cronbach alpha=.799), withdrawal

(Cronbach alpha=.869), conflict (Cronbach alpha=.827), and problems (Cronbach alpha=.770). Participants rate the frequency for which they show a behavior, for example, “Did you play longer then intended,” on a 5-point scale from “never” to “very often.” A higher score indicates greater loss of CPB. Although we were not interested in assessing addictive videogame playing on a clinical level, the scale assesses the degree of uncontrollable excessive and compulsive use of digital games’ that results in social or emotional problems. Only at the extreme end of the scale we would consider the degree of playing as pathological. Our goal was to use the full range of the scale to assess the degree of control over obsessive or harmful game play.

Additionally, we measured gamer identity, asking participants to rate how much they self-identify as a gamer on a scale from “Not at all” to “Gamer,” on a single-item scale. Correlations with time played (ρ=.425, using Spearman rank correlation), and CPB (ρ=.417), suggest that the item measures the intended construct. We have previously used this single item alongside a 6-section (60 questions) scale based on self-attributes [83] and found that the 1-item measure correlated at ρ=.735 with the longer version (see Multimedia Appendix 1).

**Measures of Play Behavior**

We gathered subjective measures of play habits and preferences.

**Frequency of play** was measured by asking participants how often on average they play games. Responses were restricted to the following categories: “Every day,” “A few times per week,” “Once per week,” “A few times per month,” “Once a month,” “A few times per year,” “Once per year,” “Not at all.” We grouped players into 3 groups according to play frequency: daily players (n=168), a few times per week (n=222), and once a week or less (n=100).

Participants indicated their genre preferences using a check-all-that-apply question. We asked participants whether or not they enjoy playing the following genres: “action games,” “platform games,” “FPS” “Beat ‘em up,” “adventure games,” “RPG,” “massively multiplayer online role-playing games (MMORPG),” “simulations,” “vehicle simulations,” “strategy games,” “music games,” “sport games,” “multiplayer online battle arena (MOBA),” and “casual games.” Our data shows that some genre categories, for example, music games, had very few true answers, whereas other groups, for example, FPS, had many members. To cluster participants into groups that represent genre preferences, we performed K-means clustering [84] on the 15 genre variables that contained true or false responses. We found the best differentiation at 4 clusters. One cluster included players who enjoy many of the most common genres (n=102); one was for players who mainly enjoy single-player games (n=117); one cluster represented players who enjoyed only FPS and action games (n=150); and one cluster was for players who enjoyed only puzzle and casual games (n=121); see Figure 1.

Participants indicated their platform preferences using a check-all-that-apply question. We asked whether participants enjoy playing on “mobile,” “desktop,” or “console” systems. Using K-means clustering on the three Boolean variables, players were separated into 4 categories of platform preference; there was one category for each individual platform (mobile only: n=35; console only: n=38; desktop only: n=214) and a combined category for players who use all gaming platforms (n=203).

**Figure 1.** Clusters of genre preferences from the K-means clustering.

<table>
<thead>
<tr>
<th></th>
<th>Cluster 1</th>
<th>Cluster 2</th>
<th>Cluster 3</th>
<th>Cluster 4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>most genres</td>
<td>single-player</td>
<td>FPS or action</td>
<td>casual or puzzle</td>
</tr>
<tr>
<td>Action</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Adventure</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Beat ‘em Up</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Casual</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FPS</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MMORPG</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MOBA</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Music</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Platform</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Puzzle</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>RPG</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Simulation</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sport</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strategy</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vehicle Simulation</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
**Statistical Analysis**

**Data Exclusion**

Although AMT has been shown to be reliable as a recruitment tool for research [85] in the domain of human-computer interaction [86] and mental health [15,87], we followed recommendations for excluding participants from the analysis if they showed indications of having not completed the questionnaires with care and attention. We calculated variance for each participant within each survey subscale and removed participants (n=1) from subsequent analyses who demonstrated response variance greater than three standard deviations above mean variance (over the sample) on three or more questionnaire subscales. Having high variance within a subscale is indicative of not paying attention to the survey questions and the reverse-coded items. After the outlier participant was excluded, 490 participants remained (58.2% female (285/490), mean age 34.4 years, SD 11.3) in all of our analyses.

**Data Analyses**

BDI-II, PHQ-9, and TA data were summed into a single score reflecting level of depression, and TA respectively. As shown in Figure 2, data for BDI-II and PHQ-9 followed a Pareto distribution, thus we log-transformed data for both scales to increase robustness of the subsequent analyses [84]. For BPNS, we calculated the mean across the three subscales of satisfaction of competence, autonomy, and relatedness, into a single score representing need satisfaction (Cronbach alpha=.925). For CPB, we calculated the average across all subscales; however, we removed the mood modification subscale, because it showed low factor loadings in the original construction of the scale [64] and because playing games as a method of dissipating noxious moods is a common behavior that allows people to recover from stress or boredom [67,88] and represents a beneficial coping strategy rather than a pathological behavior [67] (Cronbach alpha=.947).

To investigate the relationship between mental health and play behavior, we performed multivariate analysis of variance (MANOVA), with play behavior variables (play frequency, platform preference cluster, genre preference cluster) as factors, and indicators of well-being (BDI-II, PHQ-9, STAI trait, BPNS) and importance of play (control, identity) as dependent measures, controlling for sex and age. It is important to note that the predictor variables are not randomly assigned, but reflect the choices of participants. Therefore, our results cannot be interpreted as a causal relationship between the factor and the measure (as is common with ANOVA interpretation), but rather as an indicator of a statistically significant relationship between a categorical variable and a continuous variable. All analyses were performed using SPSS 24 (IBM Corp).

Figure 2. Bar charts of the constructs of well-being (Beck’s Depression Inventory [BDI-II], Patient Health Questionnaire [PHQ-9], Trait Anxiety, and Need Satisfaction) displayed for each level of time spent (less, a few times per week, every day). For each construct, the chart shows the count per bin on the x-axis, represented as a percentage of participants in that level of time spent.
Results

Sample Distribution

Figure 3 shows the distribution of responses to the question on the frequency of play. As shown, the vast majority of respondents played games at least a few times per week or every day. Furthermore, as shown in Figure 3, there was no systematic relationship between gender and game play frequency (a Kruskal-Wallis test of game play frequency on gender was nonsignificant: $\chi^2=3.8, P=.15$).

The age of our sample ranged between 18 and 73 years (mean 34.1, SD 9.8); furthermore, as Figure 4 shows, there was no systematic relationship between age and game play frequency (a Kruskal-Wallis test of game play frequency on age was nonsignificant: $\chi^2=1.2, P=.55$).

Figure 2 shows the distributions of responses for the indicators of well-being for the three frequencies of play groupings. Figure 5 shows the means and standard deviations for the indicators of well-being and importance of play separately for the frequency of play groups, platform clusters, and genre clusters.

Figure 3. Stacked bar chart of frequency of play and gender.

Figure 4. Bar charts of the constructs of age, loss of control, and identity displayed for each level of time spent (less, a few times per week, every day). For each construct, the chart shows the count per bin on the x-axis, represented as a percentage of participants in that level of time spent.
Correlations Among Dependent Measures

There were significant correlations between the dependent measures. As expected, CPB was correlated with gamer identity ($r=.42$). Furthermore, BDI-II was positively correlated with PHQ-9 ($r=.88$; they both measure mental health) and TA ($r=.70$), and negatively correlated with need satisfaction ($r=-.66$). PHQ-9 was positively correlated with TA ($r=.71$), and negatively correlated with need satisfaction ($r=-.67$). TA was negatively correlated with need satisfaction ($r=-.79$).

Importance of Play

Frequency of play showed a significant relationship with CPB ($F_{2,485}=26.48$, $P<.001$, $\eta^2_p=.098$), and gamer identity ($F_{2,485}=61.00$, $P<.001$, $\eta^2_p=.20$). Bonferroni-corrected post hoc tests showed that frequency of play differed between all levels of CPB (all $P<.01$). The more people play, the more loss of control they experience; and on all levels of gamer identity (all $P<.01$), the more people play, the more they identify as a gamer.

In terms of genre preference, we found significant relationships with CPB ($F_{2,484}=6.35$, $P<.001$, $\eta^2_p=.038$), and gamer identity ($F_{2,484}=30.56$, $P<.001$, $\eta^2_p=.159$). For CPB, Bonferroni-corrected post hoc tests revealed that playing across common genres was related to a loss of CPB compared with playing (1) action or FPS-games or (2) casual or puzzle-games. There was no difference between single player games and the other three categories (all $P>.05$). Bonferroni-corrected post hoc tests for gamer identity showed the highest identity ratings for those who played all common genres, compared with the other three clusters (all $P<.001$). The single player and action or FPS clusters also showed higher identity ratings compared with the puzzle or casual-cluster (both $P<.001$), which was the genre cluster with the lowest overall ratings of gamer identity.

Platform preference showed a significant effect on gamer identity ($F_{2,484}=5.69$, $P<.001$, $\eta^2_p=.03$); but not on CPB ($P=.80$). Bonferroni-corrected post hoc analysis revealed that people who play on all devices identify more as a gamer, compared with people who play on mobile ($P<.001$), or console ($P<.001$) only. There was no difference between all devices and desktop ($P=.09$).
Indicators of Well-Being

Measures of Depression

Frequency of play showed a significant relationship with PHQ-9 ($F_{2,485}=5.78, P=.003, \eta^2_\text{p}=.023$), and BDI-II ($F_{2,485}=5.35, P=.01, \eta^2_\text{p}=.022$). For PHQ-9, Bonferroni-corrected post hoc tests revealed that people who play every day scored significantly higher on the PHQ-9 compared with those who play less than a few times per week ($P<.001$), or play a few times per week ($P<.001$). For BDI-II, Bonferroni-corrected post hoc tests revealed that people who play every day score significantly higher than people who play less than a few times per week ($P<.001$). There was no significant relationship between genre preference and PHQ-9 ($P=.32$) or BDI-II ($P=.68$).

Furthermore, when we consider just those players who are classified as having significant depression ($n=35$) according to the BDI-II [79], we find that 12 play every day, 16 play a few times per week, and 7 play once per week or less.

Platform preferences showed a significant relationship with PHQ-9 ($F_{2,485}=2.79, P=.04, \eta^2_\text{p}=.017$), but not BDI-II ($P=.18$). Bonferroni-corrected post hoc tests revealed that people who used only a desktop computer scored higher on the PHQ-9 ($P=.03$) than people who use all devices.

Measures of Anxiety

TA shows no significant relationship with frequency of play ($P=.23$), platform preference ($P=.07$), or genre preference ($P=.99$).

Measures of Need Satisfaction

Need satisfaction showed no significant relationship with frequency of play ($P=.25$) or genre preference ($P=.53$). For platform preference, however, we see a significant relationship ($F_{2,485}=4.16, P=.01, \eta^2_\text{p}=.025$) with need satisfaction. Bonferroni-corrected post hoc tests revealed that people who play only on desktop computers score significantly lower on need satisfaction than those who play on all devices ($P=.004$). The mobile and console clusters showed no differences compared with the other clusters.

Discussion

Principal Findings and Comparison With Prior Work

In summary, our results for importance of play showed that people who play frequently identify more as a gamer and feel less in control over their play behavior. It is not a surprise that investing more in an activity makes this activity a bigger part of our life and is integrated more into our identity [83]. Additionally, we show that people who play across many genres—as opposed to a small set of closely related genres—identify more as gamers and experience less control over their play behavior. Furthermore, we show that desktop players identify more as gamers than players who use only mobile or console devices.

In terms of the effects on indicators of well-being, we showed that playing every day was associated with higher scores on the BDI-II and PHQ-9, but did not affect TA or need satisfaction. It is not surprising that playing every day is associated with indicators of poorer mental health, as research on pathological gaming has found that low need satisfaction is associated with the experience of game addiction [64]. In addition, research on disordered patterns of play has found that people with low basic satisfaction of relatedness feel more compelled to play (ie, plan to play more in the future) but get less enjoyment out of the play experience [73].

Furthermore, desktop-only players scored higher on the PHQ-9 and lower on need satisfaction; however, genre preference was not significantly related to any indicator of well-being. This last result bodes well for intervention designers who wish to incorporate game-based elements into their digital interventions, as it appears that they are not limited in terms of the appeal of different game mechanics or genres and can use what works best for their particular intervention design. However, the finding that playing on desktop computers alone (as opposed to consoles, mobile devices, or all three) is associated with indicators of poorer mental health suggests that intervention designers might want to account for this preference when deciding on a platform for delivery.

Implications for the Design of Digital Interventions for Mental Health

In terms of the research questions that we set out to answer:

RQ1. Are people with depression or anxiety activating enough to play games? How frequently do they play?

The majority of our participants played games a few times a week or daily. In addition, PHQ-9 scores were higher for those who played daily than for those who played a few times a week or less, and BDI-II scores were higher for those who played daily than for those who played once a week or less.

Our sample suggests that people with depression are activating enough to play games at least a few times per week, and often daily.

RQ2. Are gamers with depression or anxiety part of the growing group who play games on a mobile platform or are they more likely to play in the comfort of their homes on a desktop or console platform?

Depression and low need satisfaction were both significantly associated with desktop-only play.

Although players with mental health issues use all types of platforms for playing games, there seems to be an increased prevalence of desktop-only play for people with depression that designers may want to consider when creating game-based interventions for mental health.

RQ3. Do players with depression or anxiety play casual games, or do they prefer more complex and immersive genres of games?

Genre preferences were not associated with any indicators of mental health.

Our results suggest that designers can choose from a range of game mechanics and genres in creating game-based...
interventions for mental health, and should not feel limited to a specific genre or type of game.

The Benefits of Games for Mental Health Interventions

Our results suggest that games may be a valuable approach for the design of digital mental health interventions. Here, we discuss three main advantages of game-based intervention design for mental health based on our results and previous work [89].

Motivational Pull

We motivated the contribution of this paper by arguing that leveraging the motivational pull of games [39] may increase participation in a digital mental health intervention. For efficacious treatment, patients need to adhere to the intervention repeatedly over the long-term, and previous work has shown that participants who engage in training under their own volition exhibit better adherence, which may translate into greater efficacy [90]. In our previous work, we have sought out ways to use interaction design to increase intrinsic motivation with digital apps. We initially showed that how we see our own personality in a game (game-self) affects the motivation to play [91]. We then leveraged this finding to show that identification with an in-game avatar in a simple game leads to increased engagement with and invested effort in a boring task, also translating into significant differences in motivated behavior as measured by time spent in a free-choice task [92]. Additionally, we demonstrated that these motivational benefits lasted in a daily training task over the medium term (1 week) [34]. Together, this work demonstrates how we can use games to foster intrinsic motivation with apps and foreshadows how game-design could be used to facilitate longer-term engagement in interventions for the treatment of mental health issues by fostering intrinsic motivation.

Broad Appeal

Although people from different demographics may be more susceptible to mental health issues (eg, adolescents [93], lower socioeconomic status [3]), the prevalence of depression, anxiety, or personality disorders are not restricted to a specific demographic [94]; people of various ages, genders, socioeconomic statuses, and cultures are affected. Similarly, although games may have a reputation of appealing to the young male demographic, the appeal of digital games extends across a range of demographics. Our own sample in this study (n=490) shows how age and gender are not related to frequency of play. The Entertainment Software Association (ESA) [41] reports that although 26% of gamers are aged less than 18 years, 27% are over 50 years. Additionally, 44% of gamers are female—in fact, females over 18 years represent a significantly larger part of the game-playing population (33%) than boys less than 18 years (15%) [41].

Our previous research on computer games spans various ages of players, ranging from a focus on children with developmental disabilities [95] to the elderly who live in institutionalized care [96]. Although we sometimes focus our research on committed players who self-identify as gamers [97] or play specific games [98,99], our use of crowdsourcing platforms (such as AMT used in this study) to gather data and conduct experiments allows us to access a broad and representative sample of people who enjoy playing a diverse range of digital games [34,43,92]. In creating game-based interventions for mental health issues, designers do not need to be concerned that their solutions will only appeal to a narrow group of people with specific gaming interests. Our results from this study suggest that the motivational pull of games described in the previous section applies broadly across the range of demographic groups who can benefit from apps that aim to improve mental health.

Accessibility

Because mental health issues are prevalent across demographic groups, it is important to ensure that people have access to treatment, independent of their work schedule, geographic location, or the capacity of the health care system. Games are generally accessible, independent of time of the day or location (thanks to the increased prevalence of mobile games). Because digital content can be delivered to any place that has Internet access, games are accessible in most geographical locations, which gives them advantages over traditional psychotherapy for countries with distributed and remote populations, such as in Nunavut—the territory in northern Canada that has a suicide rate 10 times greater than the rest of the country [11,12]. Although games are accessible in remote locations, they also hold advantages for addressing mental health in populated regions in which the capacity for treatments is exhausted. The shortage of available treatment resources can result in greater waiting time for patients [100] and undiagnosed mental issues in early stages [101], which may translate into tangible (eg, loss of work hours) and intangible (eg, loss of life quality) outcomes. Game-based interventions may help to bridge this gap. Finally, the convenience of in-home therapy offered by game-based approaches (as opposed to visiting a clinic) may expand the reach of mental health interventions, making treatment more accessible for those who need it [95].

Limitations

Our results demonstrate several important relationships between the habits and preferences of players and indicators of their mental health. However, there are several limitations that should be addressed through future work. First, the survey uses self-report measures of play behavior and is subject to all the biases present in self-report. Although the indicators of mental health also use self-report, the measures that we used are standard in terms of diagnosing depression (ie, BDI-II) and are recommended by the World Health Organization for assessing mental health (ie, the PHQ-9). Second, the survey was only available to be taken by the US residents, and thus our results are not generalizable beyond this particular context. Third, our results provide information on the play habits and preferences of people with varying levels of depression, anxiety, and need satisfaction to provide guidance to developers of digital interventions for mental health. Because we do not randomly assign people to experimental conditions, there is no intention in this paper of claiming causal links between game play habits and mental health. Research on pathological gaming [102-104] addresses the relationship between play and mental health from that perspective; our goal was to establish that people with depression and anxiety activate enough to play games from a variety of genres, and on a range of platforms. Finally, we only
examined how much people played and what their play preferences were in terms of platform and genre. It is possible that there are other factors regarding the context of play that are also important to understand, for example, Lemola et al. [103] showed how habitual computer game playing at night (between 10 pm and 6 am) is associated with an increase in depression scores, even after controlling for the total time played, suggesting that the timing of play is also relevant in this context. In future work, we will investigate the patterns of play in addition to the habits and preferences of players.

Conclusions

In this paper, we use data from a Web-based survey (N=491) to describe the relationships between gameplay habits, gameplay preferences, and indicators of mental health by answering research questions about the differential gameplay habits of people with varying levels of depression, anxiety, and need satisfaction. In general, we reveal that the vast majority of people in our sample play games a few times a week or more, and that playing daily is associated with indicators of depression. Desktop play was also associated with higher indicators of depression and lower need satisfaction. As expected, those who played more had identified more as a gamer and had less control over their gameplay.

Our results suggest that games are a suitable approach for mental health interventions as they are played broadly by people across a range of indicators of mental health, have strong motivational pull, and are accessible to players from a broad range of demographics. Our contribution is of interest to the community as we establish that games are an approach with great potential to add to the growing literature on digital interventions for improving mental health.
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Abstract

Background: Physicians frequently use continuing medical education (CME) in journals. However, little is known of the evaluation of journal CME by readers and also user and participation characteristics. Deutsches Ärzteblatt, the journal of the German Medical Association, is distributed to every physician in Germany and regularly offers its readers CME articles. Therefore, it provides a unique opportunity to analyze a journal CME program directed at an entire population of physicians.

Objective: The aim is to show key sociodemographic characteristics of participants, frequency and temporal distributions of participations, and to analyze whether the articles are suitable for a general medical audience, how physicians rate the CME articles, how successful they were in answering simple multiple-choice questions, and to detect distinct clusters of participants.

Methods: Using obligatory online evaluation forms and multiple-choice questions, we analyzed all participations of the entire 142 CME articles published between September 2004 and February 2014. We compared demographic characteristics of participants with official figures on those characteristics as provided by the German Medical Association.

Results: A total of 128,398 physicians and therapists (male: 54.64%, 70,155/128,393; median age class 40 to 49 years) participated 2,339,802 times (mean 16,478, SD 6436 participations/article). Depending on the year, between 12.33% (44,064/357,252) and 16.15% (50,259/311,230) of all physicians in the country participated at least once. The CME program was disproportionately popular with physicians in private practice, and many participations took place in the early mornings and evenings (4544.53%, 1,041,931/2,339,802) as well as over the weekend (28.70%, 671,563/2,339,802). Participation by specialty (ranked in descending order) was internal medicine (18.25%, 23,434/128,392), general medicine (16.38%, 21,033/128,392), anesthesiology (10.00%, 12,840/128,392), and surgery (7.06%, 9059/128,392). Participants rated the CME articles as intelligible to a wider medical audience and filling clinically relevant knowledge gaps; 78.57% (1,838,358/2,339,781) of the sample gave the CME articles very good or good marks. Cluster analysis revealed three groups, one comprised of only women, with two-thirds working in private practice.

Conclusions: The CME article series of Deutsches Ärzteblatt is used on a regular basis by a considerable proportion of all physicians in Germany; its multidisciplinary articles are suitable to a broad spectrum of medical specialties. The program seems to be particularly attractive for physicians in private practice and those who want to participate from their homes and on weekends. Although many physicians emphasize that the articles address gaps in knowledge, it remains to be investigated how this impacts professional performance and patient outcomes.

(J Med Internet Res 2017;19(4):e49) doi:10.2196/jmir.6052
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Introduction

Proof of continuing medical education (CME) has become mandatory for physicians in many countries across the world. For example, in Germany proof of CME is required by law for those who finished residency training. As a result, medical specialists have to show that they continue learning.

The type of CME through which physicians in Germany satisfy this requirement is largely left open to the physicians themselves. Certified courses offered by various institutions (e.g., hospitals, medical associations, private providers) are wide-ranging in form. They include lectures, symposia, sitting-in at a clinic, workshops, and structured interactive courses via print and online media, as defined by the Model Regulations on Continuous Medical Education and Certification of the German Medical Association. The Chambers of Physicians accredit a wide range of CME activities [1].

Although data on the “CME mix” (live events, print media, e-learning) as practiced by the individual physician are lacking, there are some data on the use of CME modalities in general on the national level. In 2015, all German Chambers together accredited approximately 360,000 CME activities. CME in print media constitute approximately 1% of all CME activities. However, this type of CME generated approximately 20% of all CME points earned by German physicians, demonstrating wide acceptance of this print article-based CME. For comparison, live CME events represented approximately 95% of all activities accredited, but generated approximately 70% of all CME points. This situation has shown only minor variations since these data have been recorded in 2006 (written personal communication, Reinhard Griebenow, Member of the Senate for medical education of the German Medical Association, August 2016). Accordingly, many journals in Germany offer CME articles. In 2014, there were 75 medical journals with an impact factor, and CME activities were offered in 60% of these.

International data are scarce, but in the United States where CME activity is an educational offer that is planned, implemented, and evaluated in accordance with the Accreditation Council for Continuing Medical Education (ACCME) Accreditation Criteria, journal CME represented 4% of all CME courses without commercial support. However, journal CME contributed 9% to all physician interactions related to CME in 2014 [2].

Potential and Challenges of Journal Continuing Medical Education

Offering CME in print media has several advantages. In contrast to almost all other forms of CME, print articles are often peer reviewed. Also, print CME is accessible independent of time and place, and a wide variety of courses with considerable content diversity can be offered. The challenges facing print CME include very diverse (and sometimes unknown) backgrounds of participants, which makes it more difficult to tailor the course to the participants’ abilities and interests. Also, feedback and the possibility to raise questions from participants are lacking or delayed. Similarly, discussion among participants is restricted, although online lists and communities can be a substitute for direct interaction. Finally, there is less control over evaluation of the participants’ success.

Accredited CME in print media consists of an article accompanied by 10 multiple-choice questions, of which at least seven have to be answered correctly (see Multimedia Appendix 1). For quality control, readers are asked to give feedback on several aspects of the articles (e.g., presence of a current treatment strategy on the part of the participant, comprehensibility of the paper, completeness). In addition, participants are asked to provide basic demographic data and information regarding their specialty and work setting. It is mandatory for participants to submit these data to receive CME credits.

So far, studies analyzing print CME programs on the basis of such or similar data have mainly been related to specialist journals with CME units addressing a certain group of qualified specialist physicians. They are also based on a limited number of participants. For instance, in 2004 [3] and in 2005 [4] participations in CME offered in specialty journals were evaluated in two doctoral theses. Participants gave largely positive ratings, including the appropriateness of the content for their specialty.

In contrast to specialty journals, a comprehensive analysis of a CME print program addressing the general medical audience is lacking. Deutsches Ärzteblatt (Christopher Baehge is chief scientific editor), the journal of the German Medical Association, offers an ideal setting for such a study because of its interdisciplinary nature and its unique geographical coverage: all physicians in Germany receive a copy of Deutsches Ärzteblatt. For international readers, English translations of all CME, original, and review articles, as well as all editorials and letters to the editors, are provided in Deutsches Ärzteblatt International, the global edition of Deutsches Ärzteblatt.

In Deutsches Ärzteblatt, 142 CME articles have been published since the start of accredited CME in Deutsches Ärzteblatt in September 2004 until February 2014. There was a mean of 16,000 participants per unit. Because personal details have to be provided to receive CME points, it can be assumed that data have been conscientiously and accurately recorded. Furthermore, this provides a good opportunity to analyze the characteristics and evaluations of the physicians. A pilot study showed the feasibility of such an analysis, although the data basis was small (only 37 CME articles were evaluated) [5-7].

Accordingly, this investigation aimed to describe the personal, professional, and participation characteristics of all participants in the CME program of the Deutsches Ärzteblatt between 2004 and 2014. Specifically, we aimed to (1) describe the participants in terms of age, gender, and professional position; (2) describe the success rate and the evaluation of the scheme by the participants; (3) estimate the percentage of German medical
professionals using this CME scheme; and (4) identify participant subgroups using cluster analysis and to assess the frequency and temporal distribution of participation.

**Methods**

This is a retrospective analysis of primary data based on the records of 142 accredited CME articles in *Deutsches Ärzteblatt*. Because membership in a Chamber of Physicians is mandatory for all licensed physicians in Germany and the subscription fee for *Deutsches Ärzteblatt* is covered by the membership fee for the Chamber, every German physician receives *Deutsches Ärzteblatt* for free, resulting in a circulation of approximately 450,000 copies as of the first quarter of 2015.

Topics and authors of the CME articles are selected by the scientific editorial board of *Deutsches Ärzteblatt*. All articles have to pass peer review and the accreditation process of the Chamber of Physicians North-Rhine, which demands that not only the content of the article, but also the article pages, have to be free of any commercial influence and advertisements. Terms used in the German health care system are explained in Multimedia Appendix 2.

A CME unit consists of an article and a corresponding knowledge test with 10 multiple-choice questions, in which only one of five answers is correct (with a pass mark of 70%). The articles can be read in the printed edition of the journal or on the Internet, but test participation always takes place online. During the period of this study, each test was available online for six weeks (since then it has been extended to 12 weeks). In addition to the assessment of knowledge, all participants had to answer the following evaluation form:

1. Time required to finish the course: up to 30 minutes / 31 to 45 minutes / 46 to 60 minutes / more than 60 minutes.
2. Prevalence of the topic in everyday clinical practice: “The course topic arises in my professional activities frequently / regularly / seldom / never / not relevant for me.”
3. Presence of a treatment strategy for the clinical problem addressed in the article: “For the diagnosis and treatment of the disease concerned, I had already before my involvement with the course: a fixed treatment regimen / unsolved problems / no fixed strategy / not relevant for me.”
4. Completeness of information: “From the point of view of daily practice, important aspects of the course topic were not mentioned / treated too briefly / overemphasized / very well presented / not relevant for me.”
5. Comprehensibility of the article: “The article is comprehensible to specialists only / comprehensible to all physicians.”
6. Difficulty of the test questions asked: “The questions can be answered by studying the article only / only with additional literature.”
7. Overall satisfaction with the course (1=very good; 6=insufficient).

In addition, the date and time of participation was recorded. The data were stored in a database by an independent data host. For comparison with official figures, data on demographic characteristics and on medical specialties were taken from official statistics of the German Medical Association (Bundesärztestatistik).

Data analysis was performed using the statistical software SPSS version 22.0.0. Nominal and ordinal data are presented in tables using frequencies and percentages, contingency tables or bar charts. To identify groups of participants, a two-step cluster analysis (maximum: 4 clusters; distance measure: loglikelihood; cluster criterion: Schwarz-Bayes criterion) was performed. In view of the large sample size and because this is a descriptive investigation, *P* values are not presented.

**Results**

**Participants**

Of the 128,398 participants 98.36% (126,302/128,398) were active physicians. Per year, between 12.33% (44,064/357,252) in 2013 and 16.15% (50,259/311,230) in 2006 of all licensed physicians had participated [8].

The participants’ ages were distributed as follows: 5.78% (7420/128,393) were younger than 30 years; 21.34% (27,398/128,393) were aged between 30 and 39 years; 32.79% (42,096/128,393) were aged between 40 and 49 years; 28.51% (36,610/128,393) were between 50 and 59 years; and 11.58% (14,869/128,393) were 60 years or older. The age distribution showed a declining proportion of women with increasing age (see Figure 1).

The largest fraction of participants worked in private practice, with a larger proportion of men than women (8% more, see Figure 2). In all, 40.56% (52,069/128,390) of participants were employed in hospitals, with fewer women in senior positions (9.04%, 5265/58,237 vs 20.75%, 14,561/70,152). The proportion of residents who were female was higher (31.68%, 18,448/58,237 vs 19.66%, 13,795/70,152).

The most frequent specialty of all participating physicians was internal medicine with 18.25% (23,434/128,392), followed by general medicine (16.38%, 21,033/128,392), anaesthesiology (10.00%, 12,840/128,392), and surgery (7.06%, 9059/128,392). In the cluster analysis, three groups of participants could be identified. The variables age, gender, position in the health care system, specialty, number of participations, median handling time (article and multiple-choice questions, hours), and mean number of CME points earned per course were employed. Age and gender emerged as the most strongly heterogeneous variables for characterizing the clusters (see Table 1).
One cluster consisted of male physicians, mainly aged between 40 and 60 years, with 63.19% (34,821/55,101) working in outpatient care and 21.29% (11,730/55,101) being senior specialists.

A further cluster of exclusively female physicians had a similar composition, but with a lower fraction of senior specialists; instead, nearly one-fifth (19.22%, 7278/37,873) were occupied in other institutions.

The third cluster consisted almost exclusively of residents, 66.68% (23,616/35,415) being younger than 40 years and more than half (57.50%, 20,364/35,415) of them were women.

The mean number of course participations in cluster 1 was mean 21.26 (SD 27.48), in cluster 2 mean 21.26 (27.48), and in cluster 3 mean 12.21 (SD 19.54).

Using the example from 2013, a comparison of the most important demographic data of the participants with the active physicians of Germany is given. Of the 357,252 active physicians in Germany, 44,064 (12.33%) were participants [8]. The proportion of women among CME participants (46.46%, 20,471/44,064) was very similar to that among all physicians in Germany (45.03%, 160,869/357,252). The proportion of those younger than 35 years among CME participants (7.92%, 3489/44,063) was less than half of that among all physicians in Germany (18.01%, 64,355/357,252; see Figure 3), whereas the participants aged between 40 and 60 years were overrepresented (67.56%, 29,772/44,063 vs 54.86%, 195,983/357,252).

The proportion employed in inpatient care was 14.68% lower among CME participants (35.69%, 15,728/44,064) compared with all physicians in Germany (50.67%, 181,012/357,252; see Figure 4).
Figure 1. Age classes of German physicians participating in journal CME activities by gender.

Figure 2. Positions in the health care system of German physicians participating in journal CME activities by gender.

Figure 3. Age of CME participants compared with all active physicians in Germany.
Figure 4. Position in health care system of CME participants compared with all active physicians in Germany.

Table 2. Articles with highest and lowest numbers of participants between September 2004 and February 2014.

<table>
<thead>
<tr>
<th>Article</th>
<th>Participants, (n)</th>
<th>Overall satisfaction, mean (SD)</th>
<th>Questions correctly answered, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Top ranking</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>“Lyme borreliosis: current state of knowledge”</td>
<td>25,886</td>
<td>1.75 (0.68)</td>
<td>9.83 (0.46)</td>
</tr>
<tr>
<td>“The acute abdomen from the internists’ point of view”</td>
<td>25,547</td>
<td>1.87 (0.68)</td>
<td>9.86 (0.46)</td>
</tr>
<tr>
<td>“Key symptom diarrhea”</td>
<td>25,494</td>
<td>2.21 (0.83)</td>
<td>9.32 (0.83)</td>
</tr>
<tr>
<td>** Lowest ranking**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>“Asperger syndrome: a disorder of the autism spectrum”</td>
<td>2407</td>
<td>2.17 (0.86)</td>
<td>8.98 (1.26)</td>
</tr>
<tr>
<td>“Unwanted weight loss in the elderly”</td>
<td>2401</td>
<td>2.05 (0.82)</td>
<td>8.96 (0.85)</td>
</tr>
<tr>
<td>“Obligatory reporting of infectious diseases”</td>
<td>2341</td>
<td>2.01 (0.85)</td>
<td>8.95 (1.06)</td>
</tr>
</tbody>
</table>

**Course Participations**

The number of participants in each of the 142 CME courses published between September 2004 and February 2014 ranged from 2341 to 25,886 (mean 16,477, SD 6436). Table 2 displays the articles with the highest and lowest numbers of participants, respectively.

During this period there were 2,339,802 participations by 128,398 physicians and therapists (female: 45.68%, 1,068,559/2,339,032; male: 54.32%, 1,270,473/2,339,032) whose courses had been evaluated and whose data could therefore be analyzed.

The analysis of number of participations considered both inter- and intraindividual differences because 81.09% (104,122/128,398) of the participants took part more than once. For instance, both the workloads of the various participants in a course unit and the workloads of the same participant in various course units were analyzed.

Concerning participation frequency, approximately one-third (30.00%, 38,522/128,398) of participants each read 1 to 2, 3 to 10 (29.55%, 37,947/128,398), and 11 to 50 articles (29.15%, 37,422/128,398), respectively; 11.30% (14,507/128,398) of participants read more than 50 articles. Of those participating 1 to 10 times, 29.47% (11,352/38514) were residents versus 19.03% (9883/51,929) of those participating more than 10 times.

Participations were recorded for all days of the week, although most frequently on Sundays and Mondays (see Table 3).
### Table 3. Days of participations in journal CME activities.

<table>
<thead>
<tr>
<th>Day</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monday</td>
<td>394,232 (16.85)</td>
</tr>
<tr>
<td>Tuesday</td>
<td>345,400 (14.76)</td>
</tr>
<tr>
<td>Wednesday</td>
<td>334,516 (14.30)</td>
</tr>
<tr>
<td>Thursday</td>
<td>298,312 (12.75)</td>
</tr>
<tr>
<td>Friday</td>
<td>295,779 (12.64)</td>
</tr>
<tr>
<td>Saturday</td>
<td>244,447 (10.45)</td>
</tr>
<tr>
<td>Sunday</td>
<td>427,116 (18.25)</td>
</tr>
</tbody>
</table>

Although the great majority of participations (90.25%, 2,111,675/2,339,802) took place between 09:00 and 22:00 hours, 3.66% (85,702/2,339,802) occurred between 23:00 and 24:00 hours, 1.18% (27,809/2,339,802) between 01:00 and 06:00 hours, and 4.89% (114,616/2,339,802) between 07:00 and 08:00 hours (see Figure 5).

The temporal distribution of participations mirrors the general working times of the various sectors of health care. The proportion of physicians working in hospitals or being retired was larger at nighttime. Physicians not active in patient care tended to participate from 06:00 to 09:00.

More than three-quarters of participants (78.56%, 1,838,358/2,339,781) ranked the CME article as 1 or 2 (1=very good, 6=insufficient) and the knowledge test was passed by 99.07% (2,318,040/2,339,781) of participants (see Table 4). Between participations with ratings of 1 and 6, there was a difference of 6 percentage points in pass rates.

The materials were rated as “intelligible for all physicians, not only for specialists” in 95.65% (2,236,963/2,338,664) of participations. In 92.36% (2,156,478/2,334,986) of participations, the knowledge questions could be answered by studying the article materials only. However, for psychological psychotherapists (0.16%, 3677/2,338,664 of all participants), this number was lower (84.96%, 3124/3677).

Figure 5. Time of day of participation in journal CME activities.
Table 4. Overall satisfaction and pass rates of participants taking CME courses.

<table>
<thead>
<tr>
<th>Overall satisfaction&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Frequency, n (%)</th>
<th>Passed, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>527,951 (22.56)</td>
<td>525,622 (99.56)</td>
</tr>
<tr>
<td>2</td>
<td>1,310,407 (56.01)</td>
<td>1,301,059 (99.29)</td>
</tr>
<tr>
<td>3</td>
<td>377,073 (16.12)</td>
<td>370,874 (98.36)</td>
</tr>
<tr>
<td>4</td>
<td>87,803 (3.75)</td>
<td>85,563 (97.45)</td>
</tr>
<tr>
<td>5</td>
<td>27,635 (1.18)</td>
<td>26,575 (96.17)</td>
</tr>
<tr>
<td>6</td>
<td>8914 (0.38)</td>
<td>8347 (93.64)</td>
</tr>
</tbody>
</table>

<sup>a</sup> 1 = very good; 6 = insufficient.

The question “The topic occurs in my clinical routine” was answered “frequently” in 16.66% (389,624/2,339,049) of participations, “regularly” in 21.99% (514,296/2,339,049), “rarely” in 39.17% (916,280/2,339,049), “irrelevant” in 13.71% (32,072/2,339,049), and “never” in 8.74% (198,125/2,339,049) of participations (see Figure 6).

In 25.61% (599,046/2,339,175) of participations, physicians had already “an established treatment strategy for the disease concerned” before reading the article, 32.88% (769,185/2,339,175) had “unresolved problems,” 20.44% (478,175/2,339,175) had “no established strategy,” and for 21.07% (492,769/2,339,175) the question was irrelevant. Physicians in private practice, senior specialists, and principal physicians showed the highest percentages for having a definite treatment regimen (see Figure 7).

In 70.27% (1,643,825/2,339,275) of the participations, important issues were treated “very well” from the point of view of daily practice. Exclusion of participations that rated the content of the article as irrelevant for their medical practice increased this value to 84.44% (1,643,825/1,946,694). Physicians in private practice, principal physicians, senior specialists, and retired physicians gave higher ratings (see Figure 8).

Figure 6. Representation of CME topics in clinical practice of participants.
Discussion

This study yielded the following important results:

1. Interdisciplinary CME articles in *Deutsches Ärzteblatt* attract a significant percentage of all German physicians and were positively evaluated by the participants.
2. The time of day and day of week when participants worked on the articles as well as judgments on content indicate that CME in print media meets the needs of self-directed learning.
3. Three groups of participants in interdisciplinary CME articles in *Deutsches Ärzteblatt* could be identified, indicating distinct target audiences of print CME.

Participants and Participations

The high participation rate in the CME articles of *Deutsches Ärzteblatt* supports the idea that print CME is an important pillar among CME programs. With regard to *Deutsches Ärzteblatt*, in any given year, approximately 15% of all licensed physicians take part. Moreover, most participants take part repeatedly, with one-third participating between 11 and 50 times over the years. Therefore, print CME contributes considerably to the sum of CME credits awarded to physicians obliged to prove continuing education. Of note, not only physicians obliged to collect CME credits take part: in our analysis, we found a cluster almost entirely consisting of residents, a group of physicians that under German law is exempt from collecting CME credits because residents are considered to be in a constant process of learning. Although the cluster of residents is the smallest cluster in our study, roughly one in four participants were grouped there.
indicating that continuing education for physicians is not entirely driven by legal obligations.

Among a broad range of participants, we were able to identify two other well-defined groups, with age and gender being key characteristics. One cluster consisted of male physicians mainly in outpatient care, and a second cluster comprised of female physicians occupied in various fields (outpatient care, other areas of health care). It is obvious that the clusters are not representative of the entirety of German physicians; for example, older and younger physicians are underrepresented among our participants.

**Evaluations and Knowledge Tests**

In general, the participants’ evaluations demonstrated a high degree of satisfaction with the articles; almost 80% rated them as good or very good. For 70% of all participations, important aspects of the topic were considered to have been very well presented. In a similar vein, in 90% of all participations readers found the content understandable even to physicians not belonging to the specialty mainly addressed in the article. It is reassuring that in the majority of participations the topic of the article occurred at least rarely, and often regularly and frequently, in participants’ everyday work and that many participants reported unresolved problems in dealing with the clinical topics. The high marks for satisfaction and understandability show that by a well-defined editorial process it is possible to deliver useful CME articles on a long-term basis.

The knowledge test was passed in 99% of participations, and in more than 92% the questions could be answered without use of any other additional material than article content. In Germany, knowledge tests are considered as formative and supporting the main messages of the article rather than reflecting the whole content of the CME article; they are not intended to be exams in the strict sense [9]. Nevertheless, knowledge tests add an element of quality assurance unique (in Germany) to CME in print media.

**Meeting the Learning Needs of Physicians**

Our data further demonstrate that CME in print media meets the needs of self-directed learning not only with regard to content, but also to day and time of “attendance.” Articles were read on all days of the week, most frequently on Sunday. Further, almost 40% of participations occur before 09:00 or after 18:00, which clearly distinguishes them from live meetings. These data suggest that flexibility regarding location and hours is one of the main advantages of the CME program in print media. Therefore, if compatibility of family and work remains important or becomes even more important in medicine, print CME certainly has an important place among the variety of CME programs.

Among hospital physicians, articles are read less frequently by residents than by senior specialists and principal physicians, reflecting the fact that only specialists are obliged by law to document their CME activities. This is further supported by the fact that 46% of all participants worked in outpatient care, whereas hospital physicians were underrepresented compared to their nationwide representation [8].

**Factors Contributing to a Successful Print Continuing Medical Education Program**

Our experience with CME at the *Deutsches Ärzteblatt* suggests that the following factors are important for a successful print CME program: topic diversity, comprehensibility, active intellectual involvement (hands on approach), regularity, easy-to-reach hotline and maintenance, and well-crafted multiple-choice questions that are fair and achievable. The commitment needed on the part of the journal is substantial: the time and effort involved in producing a CME article in *Deutsches Ärzteblatt* far exceeds that of a normal narrative review article. Producing CME articles encompasses, for example, the selection of authors and introducing authors into the specifics of CME articles (eg, formulating learning objectives, take-home messages, or multiple-choice questions). For educational material, both editorial and peer review need to be particularly thorough, and all multiple-choice questions have to be pretested. In total, we estimate that, compared to an average review article, CME articles take twice as much time and effort to publish. As a result, we devote approximately one-sixth of our staff resources to CME alone.

**Limitations**

This investigation is limited to participants of the *Deutsches Ärzteblatt* CME scheme from 2004 to 2014. The characteristics of nonparticipants and the reasons for nonparticipation lie outside our scope. It would be interesting to see whether there are certain groups of physicians that cannot not be convinced to take part in print CME and what could be done to accommodate their needs. One obvious disadvantage of print CME is its lack of interaction between experts and participants. Therefore, in the future we are planning to offer an online question-and-answer format. Another problem of print CME regards the test format; although other forms of knowledge evaluation, such as interviews, are superior to multiple-choice questions in many ways, the sheer number of participants renders the multiple-choice question format inevitable. Two publications have summarized the relevant factors for good multiple-choice questions, demonstrated an improvement from 2006 to 2012 in *Deutsches Ärzteblatt* and showed the journal to be in a leading position among German journals offering CME [10,11]. Further, the consequences of print CME for everyday clinical practice remain unclear because no follow-up data concerning the application of gained knowledge or abilities are available. This aspect should be investigated in future studies.

**Conclusions**

In summary, this investigation into the largest print CME program in German-speaking countries indicates that delivery of interdisciplinary CME articles is feasible and attracts a broad range of physicians with regard to medical specialty, age, gender, and position in the health care system. Nevertheless, we have identified certain clusters of physicians for whom self-directed learning by reading CME articles may be especially attractive.
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Abstract

Background: Information and communication technologies (ICTs) are becoming an impetus for quality health care delivery by nurses. The use of ICTs by nurses can impact their practice, modifying the ways in which they plan, provide, document, and review clinical care.

Objective: An overview of systematic reviews was conducted to develop a broad picture of the dimensions and indicators of nursing care that have the potential to be influenced by the use of ICTs.

Methods: Quantitative, mixed-method, and qualitative reviews that aimed to evaluate the influence of four eHealth domains (eg, management, computerized decision support systems [CDSSs], communication, and information systems) on nursing care were included. We used the nursing care performance framework (NCPF) as an extraction grid and analytical tool. This model illustrates how the interplay between nursing resources and the nursing services can produce changes in patient conditions. The primary outcomes included nurses’ practice environment, nursing processes, professional satisfaction, and nursing-sensitive outcomes. The secondary outcomes included satisfaction or dissatisfaction with ICTs according to nurses’ and patients’ perspectives.

Reviews published in English, French, or Spanish from January 1, 1995 to January 15, 2015, were considered.

Results: A total of 5515 titles or abstracts were assessed for eligibility and full-text papers of 72 articles were retrieved for detailed evaluation. It was found that 22 reviews published between 2002 and 2015 met the eligibility criteria. Many nursing care themes (ie, indicators) were influenced by the use of ICTs, including time management; time spent on patient care; documentation time; information quality and access; quality of documentation; knowledge updating and utilization; nurse autonomy; intra and interprofessional collaboration; nurses’ competencies and skills; nurse-patient relationship; assessment, care planning, and evaluation; teaching of patients and families; communication and care coordination; perspectives of the quality of care provided; nurses and patients satisfaction or dissatisfaction with ICTs; patient comfort and quality of life related to care; empowerment; and functional status.

Conclusions: The findings led to the identification of 19 indicators related to nursing care that are impacted by the use of ICTs. To the best of our knowledge, this was the first attempt to apply NCPF in the ICTs’ context. This broad representation could be kept in mind when it will be the time to plan and to implement emerging ICTs in health care settings.
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Introduction

Background

The use of information and communication technologies (ICTs) for health, referred to as eHealth [1,2] represent a means to support health care delivery [3]. These technologies change how nurses plan, deliver, document, and review clinical care; this will only continue as technology advances. The processes whereby nurses receive and review diagnostic information, make clinical decisions, communicate and socialize with patients and their relatives, and implement clinical interventions will be fundamentally modified with further integration of ICTs into nursing practice [4,5].

There is a wide range of ICTs used for supporting and providing health care. Mair et al [6] suggested four general domains of eHealth that include a variety of ICTs: management systems, communication systems, computerized decision support systems (CDSSs), and information systems. Management systems allow for the acquisition, storage, transmission, and display of administrative or clinical activities related to patients, such as electronic health records (EHRs) or electronic medical records (EMRs). Communication systems can be used for diagnostic, management, counseling, educational, or support purposes. They can be implemented to facilitate communication between health professionals or between health professionals and patients. There are a wide range of communication systems, varying from email and mobile phones to telemedicine and telecare systems. CDSSs are automated systems accessible from various devices, such as computer, mobile phone, or personal digital assistants (PDAs). They support decision-making for health professionals and assist them in practicing within clinical guidelines and care pathways. Information systems, such as Web-based resources and eHealth portals, refer to the use of Internet technology to access health-related information sources.

To support complex and diversified practices and interventions in nursing, myriad ICTs can be adopted, though not without challenges. Some ICTs, such as EHRs and computerized nursing care plans, facilitate access to patient information and help to document and plan nursing care [7]. However, with the use of these technologies, nurses are expected to change the way they document patient care by shifting from paper-based records to electronic systems. The features (eg, copy and paste, electronic interface, drop-down menus) of electronic nursing documentation may affect critical thinking and accuracy of documentation [8]. Telehealth technologies are another example, which include a wide range of ICTs such as remote patient monitoring, videoconferencing, and computer-mediated communications [9]. In the case of remote patient monitoring (telemonitoring), nurses must be able to process a large quantity of data from the system (eg, vital signs, symptoms) and then use clinical decision skills to respond properly to each patient’s condition [10]. In order to discern cues within the interactions via technological modalities, specific communication skills remain essential, that is, active listening, facilitating conversation, questioning, redirecting, and verifying [11-13].

ICTs are becoming an impetus for quality health care delivery by nurses. It is thus relevant to study the role of nurses in the clinical use of ICTs [3] as well as the impact of ICTs on nursing practices [14]. The use of any type of ICT to provide direct or indirect care to patients may transform nurses’ day-to-day practice [3]. In some systematic reviews, different types of ICTs have been reviewed, for instance, EHRs [15], nursing computerized records systems [16], or CDSSs [17]. In general, nursing practice or nursing care was not well-defined in those reviews, and there was no conceptual framework enabling reflection on the way ICTs could influence indicators of nursing care. To overcome this gap, we used a broad and comprehensive conceptualization of nursing care based on the nursing care performance framework (NCPF) [18] to embrace a multidimensional perspective of nursing care. The NCPF is composed of three distinct but interrelated subsystems: nursing resources, nursing services, and patients’ conditions. It is defined as “the capacity demonstrated by an organization or an organizational unit to acquire the needed nursing resources and use them in a sustainable manner to produce nursing services that effectively improve patients’ conditions ([18], p.6).” However, an integrated body of knowledge was lacking with respect to the effects of ICTs on nursing care, because of the heterogeneity of ICTs used in the literature as well as the poor conceptualization of nursing care. We conducted an overview of systematic reviews to develop a broad picture of the indicators of nursing care that have the potential to be enhanced or constrained by the use of ICTs. The use of an overview is an interesting starting point from which to compare and contrast outcomes of separate reviews [19] regarding the positive, negative, and neutral effects of ICTs on nursing care.

Objectives

We conducted an overview of systematic reviews to systematically summarize the evidence that comes from qualitative, quantitative, and mixed-method systematic reviews regarding the effects of ICTs on nursing care.

Nursing Care Performance Framework

In order to illustrate how ICTs interventions influence nursing care and impact health outcomes, an organizational model was used [18]. The NCPF represents a synthesis of the most recent developments in the field and is part of leading initiatives aiming...
to conceptualize nursing care performance. Conceptualization of nursing care performance is based on a system perspective that builds on system theory [20], Donabedian’s earlier works on health care organization [21], and Parsons’ theory of social action [22].

This model, illustrated in Figure 1, is composed of 14 dimensions and 51 indicators and shows how the interplay of three nursing subsystems (resources, processes or services, and patients’ outcomes) can operate to achieve three key functions: (1) acquiring, deploying, and maintaining nursing resources; (2) transforming nursing resources into nursing services; and (3) producing changes in patients’ conditions in response to the nursing services provided (“nursing-sensitive outcomes”). The first function refers to the human and material resources needed to provide effective nursing care, such as nursing staff supply, working conditions, staff maintenance, and economic sustainability. The second function encompasses nurses’ practice environments (eg, nurse autonomy; collaboration), nursing processes (eg, assessment, care planning, and evaluation; problems and symptom management), nurses’ professional satisfaction, and patient experience. The desirable end result of the interactions between nursing staff and nursing processes is to improve patients’ conditions. The third function is then described as the positive changes that can be detected among patients (also called “nursing-sensitive outcomes”).

The 51 indicators capture the content currently supported by the scientific literature and cover all major areas of nursing care performance. More than a simple list of indicators, the NCPF provides an integrative and systemic framework that has been used in recent studies to analyze various dimensions of nursing care [23,24]. The NCPF has been used, for example, to structure a scoping review undertaken to identify indicators that are sensitive to ambulatory nursing care and furthermore, five new indicators have been added to the framework. The authors of the NCPF have suggested that further studies should be conducted to assess the implementation of the framework in different contexts of nursing care [18]. This overview constitutes a first attempt to use and apply the NCPF to structure and analyze the indicators of nursing care that are influenced by ICTs. We expect that using the NCPF will confirm existing indicators, add new indicators specific to the context of ICTs, and eventually modify existing indicators.

In this overview, our main interest was to extract data related to nurses. For instance, if results of a systematic review were exclusively on patient outcomes without describing nursing resources, services, or processes, the review was excluded. However, we considered nursing sensitive outcomes (ie, patients’ outcomes) as long as they could be related to ICTs use by nurses.
Methods

Overview and Eligibility Criteria

The protocol of this overview has been registered on PROSPERO (CRD42014014762) and published elsewhere [25]. We followed the Cochrane Collaboration methodology [26] and other relevant works in this domain [19,27] to develop the overview. The scope was formulated using PICOS (participants, interventions, comparisons, outcomes, study design) [28,29].

All types of qualitative, mixed-method, and quantitative reviews, published in French, English, or Spanish from January 1, 1995 and that aimed to evaluate the influence of ICTs (four eHealth domains) used by nurses on nursing care were eligible. The inclusion of reviews using multiple methodological approaches is justified by the possibility of broadening the understanding of the impact of ICTs on nursing care. The populations of interest were registered nurses (RN), nurses in training, nursing students, or patients receiving care from qualified RN through the medium of ICTs. The interventions targeted were the use of ICTs covered in the four eHealth domains suggested by Mair et al [6]: (1) management systems; (2) communication systems; (3) CDSSs; and (4) information systems. The following ICTs were excluded: (1) nurse management systems, which are purely administrative and designed for the management of human resources and working conditions (e.g., scheduling) and nursing staff maintenance (such as retention); (2) educational systems, for example, e-learning initiatives used for the training of nursing students, unless they are applied to direct patient care;
and (3) telephone systems, because according to most definitions of ICTs [30,31], they are not digital technologies and cannot support the electronic capture, storage, processing, and exchange of information. Further details of the inclusion criteria for the selection of systematic reviews are described in Table 1.

Table 1. Inclusion criteria for the selection of systematic reviews.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Description of inclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of reviews</td>
<td>All types of qualitative, mixed-method, and quantitative reviews that aimed to evaluate the influence of ICTs (four eHealth domains) used by nurses on nursing care, which stated a methodology (a “Methods” section) with explicit eligibility criteria, had systematic research strategies to identify selected reviews and provided a systematic presentation and summary of the characteristics and outcomes of the included reviews [28].</td>
</tr>
<tr>
<td>Publication type</td>
<td>Reviews published in French, English, or Spanish from January 1, 1995.</td>
</tr>
<tr>
<td>Population</td>
<td>RNb, nurses in training, nursing students, or patients receiving care from qualified RN through the medium of ICTs.</td>
</tr>
<tr>
<td>Intervention: ICTs covered by four eHealth domains</td>
<td>Four eHealth domains were considered in the overview [6]: management systems, communication systems, computerized decision support systems, and information systems. ICTs embody all digital technologies that support the electronic capture, storage, processing, and exchange of information, in order to promote health, prevent illness, treat disease, manage chronic illness, and so on [30,31].</td>
</tr>
<tr>
<td>Management systems</td>
<td>Management systems are computer-based systems used for acquiring, storing, transmitting, and displaying patient administrative or health information from different sources. They can support administrative or clinical activities. Electronic health records (EHRs) and personal health records (PHRs) are examples of management systems.</td>
</tr>
<tr>
<td>Communication systems</td>
<td>Telecommunication systems are employed when users are distant in space and/or time. This kind of communication takes place in a synchronous or an asynchronous way, between health professionals, or between health professionals and patients or caregivers. It involves a targeted sharing of information between specific individuals, or individuals who play distinct roles for diagnostic, management, counseling, educational, or support purposes. There are a wide range of communication systems, from email and mobile phones to telemedicine and telecare systems.</td>
</tr>
<tr>
<td>Computerized decision support systems (CDSSs)</td>
<td>Refer to an automated computer-based system that aims to support health professionals in practicing within clinical guidelines and care pathways. These systems are usually operated in real-time and involve decision support that comes from artificial intelligence (eg, a software program).</td>
</tr>
<tr>
<td>Information systems</td>
<td>Are defined by the use of Internet technology to attain access to different information resources, such as health and lifestyle information. The information remains general, and it is not tailored to specific individual needs. Web-based resources and eHealth portals for retrieving information are some types of information systems.</td>
</tr>
<tr>
<td>Comparisons</td>
<td>Usual care, any other ICT, and other types of interventions.</td>
</tr>
<tr>
<td>Outcomes</td>
<td>The primary outcomes included nursing resources, nurses’ practice environment, nursing processes or scope of practice, professional satisfaction, and nursing-sensitive outcomes (eg, patient outcomes, such as risk outcomes and safety, patient comfort, and quality of life related to care). The secondary outcomes included nurses’ and patients’ satisfaction or dissatisfaction with ICTs.</td>
</tr>
</tbody>
</table>

aICTs: information and communication technologies.  
bRN: registered nurse.

Search Strategy
A medical librarian developed and conducted the search strategies, drawing on other reviews of similar topics and using well-established search filters where appropriate. We searched publications in English, French, or Spanish in the following electronic databases from January 1, 1995: Cochrane Database of Systematic Reviews (until January 15, 2015); Epistemonikos (until December 25, 2014); PubMed (until December 8, 2014); Embase (until January 7, 2015); Web of Science (until January 9, 2015); and Cumulative Index to Nursing and Allied Health Literature (CINAHL) (until December 25, 2014).

Structured search strategies were developed using the thesaurus terms of each database (eg, Medical subject heading (MeSH) for PubMed) and using free text, targeting the “title” and “abstract” fields. The strategies were then adapted to the other databases. The results of each database search were collected in a single reference database, and duplicate citations were removed. The specific search strategies for databases are presented in Multimedia Appendix 1.

Selection of Reviews
Two reviewers (GR, JPG) independently screened the title and abstract of the papers in order to assess their eligibility. References that did not meet the preestablished inclusion criteria were excluded. Full-text copies of publications were retrieved.
and were assessed by the same two reviewers. Any discrepancies were resolved through discussion. A third reviewer was available for arbitration when consensus was not reached.

**Data Extraction and Management**

Three reviewers (GR, JPG, and EH) were involved in the data extraction and management process. Information on each review was independently extracted by two of the reviewers. Any disagreement arising during the data extraction process was discussed among the two reviewers. The third reviewer was involved in case of disagreement.

Characteristics of included reviews were extracted and summarized: objectives, type of review, number of included studies, search dates, population, setting, eHealth domain, types of general and specific ICTs, examples of included interventions, comparisons, primary and secondary outcomes, review limitations, and authors’ conclusions. A data extraction form was developed based on the NCPF [18] and the dimensions of the actual scope of nursing practice [32]. The data extraction grid was modified during the extraction process by adding dimensions or categories of results. To facilitate teamwork between the three reviewers (GR, JPG, and EH) in performing the data extraction, we used a shared file in Google Sheets. Reviewers communicated with each other through Google Sheets and added comments on the extraction when needed. The three reviewers reviewed the completed data extraction grid to eliminate discrepancies and errors.

**Methodological Quality Assessment of Included Reviews**

The three reviewers (GR, JPG, and EH) were involved in the methodological quality assessment of the reviews that met the eligibility criteria, using the assessment of multiple systematic reviews (AMSTAR) tool [33,34]. Two reviewers assessed each review independently, and disagreements were discussed. The third reviewer was available for arbitration when needed. AMSTAR is an 11-item checklist from which reviewers assign one point when the criterion is met. AMSTAR items provide an assessment of methodological criteria such as the comprehensiveness of the search strategy and whether the quality of included studies was evaluated and accounted for [35]. AMSTAR characterizes quality at three levels: 8-11 is high quality (ie, minor or no methodological limitations), 4-7 is medium quality (ie, moderate methodological limitations), and 0-3 is low quality (ie, major methodological limitations) [36].

In this overview, we included different types of systematic reviews, that is, quantitative reviews (randomized and nonrandomized designs), mixed-method synthesis reviews, and qualitative reviews. AMSTAR is used primarily for quantitative reviews using randomized controlled trial (RCT) design. When undertaking an overview, challenges encountered are the assessment of limitations (risk of bias) as well as the quality of evidence in systematic reviews [37,38]. There were no reporting guidelines on assessing methodological quality of mixed-method and qualitative reviews at the time of the overview. We decided to apply AMSTAR to all reviews in order to use the same criteria for quality assessment, although this had limitations (ie, inappropriateness of applying some criteria to mixed-method and qualitative reviews).

**Data Synthesis**

A statistical meta-analysis of outcomes was not possible because the included studies were too heterogeneous. We therefore conducted a narrative synthesis, which is defined as an approach of summarizing and explaining outcomes from multiple studies by employing the use of words and text [39]. The core characteristic of a narrative synthesis is the adoption of a “textual approach to the process of synthesis to ‘tell the story’ of the outcomes from the included studies” [39]. We categorized the reviews into subgroups according to the type of intervention and their effects (positive, negative, or no effect) on a specific dimension of nursing care (eg, practice environment, nursing processes, professional satisfaction, and nursing-sensitive outcomes).

**Results**

**Description of the Reviews**

A total of 6187 titles or abstracts were identified. After removing duplicate references, 5515 titles or abstracts were assessed for eligibility. Full-text papers of 72 articles were retrieved for detailed evaluation. It was found that 22 reviews published between 2002 and 2015 met the eligibility criteria. The list of these included reviews is presented in Multimedia Appendix 2. Twelve reviews used a mixed-method synthesis approach, nine used a quantitative approach, and one used a qualitative approach (meta-ethnography). Fifty reviews were mainly excluded because they did not present primary outcomes related to nursing care (n=24), or because outcomes related to nurses were indistinguishable from other populations (n=13). In Multimedia Appendix 3, details are provided regarding the primary reasons for exclusion and the full references of the excluded articles. The preferred reporting items for systematic reviews and meta-analyses (PRISMA) study flow diagram [40] are illustrated in Figure 2 to show the overall process of review selection.

The general characteristics (ie, type of reviews, search dates, target population, and health care settings) of the included reviews are presented in Multimedia Appendix 4. The review objectives, limitations, and main conclusions are synthesized in Multimedia Appendix 5. The eHealth domains covered were management systems (n=14), communication systems (n=7), and CDSSs (n=10). No reviews dealt with information systems. Five reviews included more than one eHealth domain [3,41-44]. Articles reviewing management systems included the following ICTs: electronic medical or health or patient records, computer-based nursing records or computerized nursing care planning, and regional health care information system. The ICTs covered in the communication systems were email, mobile phone, bedside communication tool or bedside terminals, iPod technology to assist in educational conferences, and telemedicine or telehealth with the use of videophone or videoconferencing. The CDSSs covered were medication management technology—e-prescribing, electronic medication administration record systems, computerized provider order entry (CPOE), bar-code medication administration (BCMA) —and PDAs.
These eHealth services can be categorized as belonging to more than one domain [6], depending on their components. Details about eHealth domains, examples of included interventions, and comparisons are presented in Multimedia Appendix 6.

**Figure 2.** The preferred reporting items for systematic reviews and meta-analyses (PRISMA) study flow diagram. ICT: information and communication technology.

### Assessment of Review Quality

The AMSTAR tool was used to assess the methodological quality of all reviews. Four reviews, mostly quantitative ones, were high quality (scores: 8-9); nine were medium quality (scores between 4 and 7), and nine scored low quality (between 0 and 3). AMSTAR scoring for each review is presented in Table 2. We adapted the interpretation of two criteria (#7 and #9) of the AMSTAR tool to assess the quality of mixed-method and qualitative reviews. For the criteria 7—reporting and assessment of scientific quality of the included reviews—we answered “yes” if authors mentioned having assessed and documented quality of quantitative reviews, and if they acknowledged clearly the difficulty of assessing qualitative or mixed-methods reviews. For criteria 9, entailing the inappropriateness of methods used to combine findings, we answered “yes,” based on the decision rules developed by Kitsiou et al [45]: “reviews’ authors made a statement regarding the inappropriateness of pooling data (eg, highlighted issues about heterogeneity or variability between the studies), that is, the authors summarized and synthesized the available evidence narratively according to a defined analysis plan and/or using appropriate qualitative methods and techniques (eg, construction of common rubrics, content analysis, tabulation, groupings, and clustering).” Regarding criteria 10, about the assessment of publication bias, it seems that empirical evidence on this topic in qualitative research is very limited [46]. We presume that this is the same reality regarding the mixed-method reviews.

### Dimensions of Nursing Care That Are Influenced by Information and Communication Technologies

The results (see Figure 3) will be presented in association with the NCPF: the function, the dimension, and the theme (which correspond or not to a particular indicator in the framework). Table 3 presents the frequency of extracted data per dimensions, themes, and ICTs.
<table>
<thead>
<tr>
<th>References</th>
<th>Type of reviews or designs</th>
<th>AMSTAR score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Free [42]</td>
<td>Quantitative (RCT&lt;sup&gt;a&lt;/sup&gt;)</td>
<td>9 (high)</td>
</tr>
<tr>
<td>Mador [47]</td>
<td>Quantitative (various designs)</td>
<td>9 (high)</td>
</tr>
<tr>
<td>Urquhart [16]</td>
<td>Cochrane review—quantitative (RCT+1 other design)</td>
<td>8 (high)</td>
</tr>
<tr>
<td>McKibbon [43]</td>
<td>Mixed</td>
<td>8 (high)</td>
</tr>
<tr>
<td>Nieuwlaat [48]</td>
<td>Quantitative (RCT)</td>
<td>7 (medium)</td>
</tr>
<tr>
<td>Mickan [49]</td>
<td>Quantitative (RCT)</td>
<td>6 (medium)</td>
</tr>
<tr>
<td>Finkelstein [41]</td>
<td>Mixed</td>
<td>6 (medium)</td>
</tr>
<tr>
<td>Randell [50]</td>
<td>Quantitative (RCT)</td>
<td>5 (medium)</td>
</tr>
<tr>
<td>Georgiou [51]</td>
<td>Quantitative (various designs)</td>
<td>5 (medium)</td>
</tr>
<tr>
<td>Dowding [52]</td>
<td>Quantitative (various designs)</td>
<td>5 (medium)</td>
</tr>
<tr>
<td>Poissant [53]</td>
<td>Quantitative (various designs)</td>
<td>4 (medium)</td>
</tr>
<tr>
<td>Husebo [54]</td>
<td>Mixed (integrative)</td>
<td>4 (medium)</td>
</tr>
<tr>
<td>Jones [55]</td>
<td>Mixed (integrative)</td>
<td>4 (medium)</td>
</tr>
<tr>
<td>Meißner [56]</td>
<td>Qualitative (meta-ethnography)</td>
<td>3 (low)</td>
</tr>
<tr>
<td>Bowles [44]</td>
<td>Mixed</td>
<td>3 (low)</td>
</tr>
<tr>
<td>Anderson [17]</td>
<td>Mixed</td>
<td>3 (low)</td>
</tr>
<tr>
<td>Maenepa [57]</td>
<td>Mixed</td>
<td>2 (low)</td>
</tr>
<tr>
<td>NGuyen [58]</td>
<td>Mixed</td>
<td>2 (low)</td>
</tr>
<tr>
<td>Bartoli [59]</td>
<td>Mixed</td>
<td>1 (low)</td>
</tr>
<tr>
<td>Kelley [60]</td>
<td>Mixed (integrative)</td>
<td>0 (low)</td>
</tr>
</tbody>
</table>

<sup>a</sup>RCT: randomized controlled trial.
Figure 3. Presentation of results.
### Table 3. Frequency extracted data.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Themes (Number of reviews) (Types of eHealth domain)</th>
<th>Positive effects of ICTs(^a)</th>
<th>Negative effects of ICTs</th>
<th>No effect</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time and efficiency</strong></td>
<td></td>
<td>20</td>
<td>17</td>
<td>7</td>
<td>44</td>
</tr>
<tr>
<td>Time management (4) (MS(^b), CS(^c), CDSS(^d))</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Time spent for patient care (7) (MS, CS, CDSS)</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>Documentation time (7) (MS(^e))</td>
<td>14</td>
<td>11</td>
<td>3</td>
<td>28</td>
<td></td>
</tr>
<tr>
<td><strong>Nurses’ practice environment</strong></td>
<td></td>
<td>19</td>
<td>5</td>
<td>1</td>
<td>25</td>
</tr>
<tr>
<td>Knowledge updating and utilization (3) (CS, CDSS)</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Information quality and access (5) (MS(^f), CDSS)</td>
<td>11</td>
<td>2</td>
<td>0</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>Nurse autonomy (1) (CS(^e))</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Intra and interprofessional collaboration (6) (MS(^f), CS, CDSS)</td>
<td>4</td>
<td>3</td>
<td>0</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td><strong>Nursing processes</strong></td>
<td></td>
<td>30</td>
<td>12</td>
<td>3</td>
<td>45</td>
</tr>
<tr>
<td>Nurses competencies-skills (4) (MS, CDSS)</td>
<td>9</td>
<td>1</td>
<td>1</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>Nurse-patient relationship (3) (CS(^e))</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Quality of documentation (7) (MS(^f), CS)</td>
<td>6</td>
<td>4</td>
<td>1</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>Assessment, care planning, and evaluation (10) (MS, CS, CDSS)</td>
<td>13</td>
<td>8</td>
<td>2</td>
<td>23</td>
<td></td>
</tr>
<tr>
<td>Teaching of patients and families (4) (CS(^f), CDSS)</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Communication and care coordination (2) (CS, MS)</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td><strong>Professional satisfaction</strong></td>
<td></td>
<td>29</td>
<td>18</td>
<td>1</td>
<td>48</td>
</tr>
<tr>
<td>Nurses’ perspectives of the quality of care provided (6) (MS, CS, CDSS)</td>
<td>15</td>
<td>2</td>
<td>0</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>Satisfaction or dissatisfaction of nurses using ICTs (10) MS, CS, CDSS</td>
<td>14</td>
<td>16</td>
<td>1</td>
<td>31</td>
<td></td>
</tr>
<tr>
<td><strong>Nursing sensitive outcomes</strong></td>
<td></td>
<td>28</td>
<td>5</td>
<td>5</td>
<td>38</td>
</tr>
<tr>
<td>Patient comfort and quality of life related to care (7) (CS, CDSS)</td>
<td>7</td>
<td>0</td>
<td>1</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>Empowerment (4) (CS(^f), MS)</td>
<td>6</td>
<td>0</td>
<td>1</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>Functional status (3) (CS(^e))</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Satisfaction or dissatisfaction of patients using ICTs (5) (CS, MS)</td>
<td>12</td>
<td>5</td>
<td>2</td>
<td>19</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)ICTs: information and communication technologies.
\(^b\)MS: management systems.
\(^c\)CS: communications systems.
\(^d\)CDSSs: computerized decision support systems.
\(^e\)One eHealth domain covered exclusively a particular theme.
\(^f\)Majority of one eHealth domain covered a particular theme.

### Function 1: Acquiring, Deploying, and Maintaining Resources

#### Time and Efficiency

Overall, 11 reviews [15,16,43,44,47,48,51,53,56,58,60] had results related to time: time management (time consumed or time saved resulting the use of ICTs); time spent for patient care; and documentation time.

#### Time Management

Four reviews [43,44,48,53] targeting CDSSs, communication, and management systems had findings on “time management” in a general way: one review showed no effect [48], another showed negative effects [43], and two reported positive effects [44,53]. In Nieuwlaat et al’s [48] review, results demonstrated that nurses perceived that conventional care compared with CDSSs were equally time-consuming (no effect). The other review reported that reminder systems were “time-consuming” [43]. The results in the Poissant et al [53] review revealed that the use of EHRs has been shown to reduce the time devoted to the verbal transmission of information at the end-of-shift. Consequently, this caused a change in the workflow, which may have been a strong incentive for nurses to become efficient users of the system. In the Bowles and Baugh [44] review, the effect of telehomecare was also reported positively in terms on “saving time.”
Time Spent for Patient Care

Almost one-third of the reviews (7/23) [16,43,47,51,56,58,60] outlined positive [16,47,56,58] and negative effects [43,51,56,60], as well as no effect [43,51,58] of CDSSs, management systems, and communication systems on time spent for patient care. Nurses are sometimes concerned that using electronic nursing documentation or the BCMA for documenting and for administering medication might take away or reduce time for patient care [43,56]. Conversely, other reviews including communication systems (eg, telehomecare) and management systems (eg, EHRs) found that time spent for patient care has significantly improved [16,47,56,58] and particularly, nurses using EHRs spent more time with patients in assessment, education, and communication [58].

Documentation Time

Nurse documentation time was reported in seven reviews [15,16,43,47,53,56,60] touching on management systems, such as EHRs, e-prescribing system, and critical care information system (CCIS). Effects of these ICTs on documentation time were mixed within and across the reviews: six reviews demonstrated positive effects [15,16,47,53,56,60], six demonstrated negative effects [15,16,43,47,53,60], and three demonstrated no effect [43,47,60]. Negative results showed that nurses spent more time documenting when they used management systems and the positive results showed the contrary: documentation time diminished with ICTs. The time saved for documenting was sometimes reallocated for patient care and had positive outcome on the improvement of health care [15]. Otherwise, when the task of documenting took much more time, nurses had less time to spend with patients [60].

Function 2: Transforming Resources into Services

Nurses’ Practice Environment

Knowledge Updating and Utilization

Three reviews found positive effects [17,44,54] of CDSSs and communication systems on knowledge updating and utilization, whereas one review found no effect [17]. CDSSs are useful tools to increase knowledge and information use, and translate outcomes from research into practice by improving nurses’ compliance with established guidelines [17]. The potential of communication systems (eg, telehomecare or telehealth) to transfer nursing knowledge was also reported [44,54].

Information Quality and Access

The eHealth domain that was the most covered in relation to information quality and access was management systems, covered in four reviews [43,57,58,60], followed by CDSSs in two reviews [17,43]. One review documented the improvement of information quality as perceived by doctors and nurses after the implementation of EHRs [58], and the results of five reviews highlighted information access [17,43,57,58,60]. Management systems and CDSSs had positive impact in three reviews [43,57,60] on information access regarding patient issues, clinical data, medication information or profile, and other information (policies, guidelines, drug resources, patient files). Nurse practitioners felt that CDSSs could assist them with patient care when data is easily accessible with the use of the technology [43]. The negative impact were pointed out in two reviews [58,60] that cited the results of the same primary study [61], that is, nurses could not retrieve the information perceived as essential for patient care within the electronic nursing documentation system.

Nurse Autonomy

Only one review mentioned nurse autonomy as a positive effect. In this review [59], nurses were expected to handle most cases autonomously and to refer to doctors only in exceptional cases when using the tele-triage system designed to monitor chronic heart failure patients remotely.

Intra- and Interprofessional Collaboration

Four reviews highlighted positive [17,42,52,59] effects regarding intra- and interprofessional collaboration, one showed negative effect [43] and one reported no effect [60] with the use of CDSSs [17], communications [42,59], and management systems [43,52,60]. Reviews including CDSSs reported improved communication between members of the interdisciplinary team [17], such as between nurses and surgeons [42], better and more trustworthy relationships between nurses and doctors by using telehomecare systems [59], and more frequent collaboration between members of the health care team when using management systems (ie, clinical dashboards) [52]. In one review, results showed that electronic nursing documentation systems negatively affected collaborative working relationships between nurses and physicians [60].

Nursing Processes

Nurses’ Competencies and Skills

Four reviews that encompassed CDSSs and management systems showed that they had a positive influence on these domains of nurses’ competencies and skills: decision support or decision-making [17,43,56], observation skills [56], clinical judgment [17,56], and critical thinking [60]. Additionally, due to some features of CDSSs and management systems (eg, readability of data, remote accessibility of data, better quality of patients’ records, presence of reminders, or automatic alerts), these ICTs supported clinical judgment and decision-making [43,56]. Conversely, some features of the ICTs not previously available on paper, such as copy and paste, drop-down menus, and check boxes, affected the nurses’ capacity to employ critical thinking regarding their patients [60]. Finally, the results presented in Anderson and Willson [17] review showed no effect of CDSSs on the knowledge or clinical decision-making of nurses associated with pressure ulcer prevention.

Quality of Documentation

Positive effects on documentation quality were highlighted in six reviews [3,15,43,56,58,60]; five on these reviews encompassed management systems. Negative effects were reported in three reviews [15,56,60], and another review documented no effect [41]. Results from the Stevenson et al [15] review: nurses reported that EHRs did not reflect their thinking regarding their patients [60]. Finally, the results presented in Anderson and Willson [17] review showed no effect of CDSSs on the knowledge or clinical decision-making of nurses associated with pressure ulcer prevention.
accommodate it, for example, when providing emotional and psychological support. Since EPRs lack sensitivity, they cannot capture “the being there stuff,” for example, caring for a dying patient by sitting on their bedside and holding their hand. Two reviews [15,56] stated that when the quality of documentation is improved, quality of care and patient safety can be fostered since it allows a complete overview of the patient’s situation [56].

Nurse-Patient Relationship

In three reviews, use of communication systems (virtual visits using videophones, telehomecare, telehealth) positively impacted nurse-patient relationship. Reviews mentioned the potential of ICTs to provide a pathway for communication [55], create new types of bonds with patients [44], establish trust through the videoconference system, and create a sense of connection (from the patients’ perspective) [54].

Assessment, Care Planning, and Evaluation

Impact of CDSSs, management, and communication systems were mixed, that is, positive effects were mentioned in seven reviews [15,17,41,44,49,55,56], negative effects were mentioned in five reviews [15,16,41,42,54], and no effect was documented in two reviews [16,55]. For example, a handheld computer-based support system for preference-based care planning led to a higher consistency between patient preferences and nursing care plan priorities [17]. An “email intervention” cited in the Finkelstein et al [41] review led to a more comprehensive heart failure and medication adherence assessment by nurses being recorded. EHRs contain templates that guide nurses for assessment and help them identify problems [56]. The mixed review by Stevenson et al [15] revealed negative impact of EHRs regarding poor care plans updates, the difficulty of individualizing care plans within the systems, and the difficulty of capturing a broad picture of the patient within the electronic personal record. Similarly, the Urquhart et al [16] review showed that computerized nursing care planning compared with manual planning led to (1) no effect between groups regarding planning; and (2) negative effects, because planned tasks were not carried out as expected for nurses using ICTs.

Teaching of Patients and Families

Four reviews reported teaching benefits: three with the use of communication systems [41,54,55] and one with CDSSs [43]. For example, virtual visits simplified teaching and information sharing with patients and thus became a way to transfer knowledge [54]. Also, patients had clearer instructions on discharge and on their medication administration at home as reported by nurse practitioners [43].

Communication and Care Coordination

Two reviews found that communication systems had positive impact on delivering continuous and coordinated care, on the prevention of prevent relapses into poor health [54], and on improving communication about resident care [56].

Professional Satisfaction

Nurses’ Perspectives of the Quality of Care Provided

In six reviews, positive effects [41,43,44,54,56] of CDSSs, management, and communication systems were reported: improvement of quality of care and patient safety; nurses’ perceptions that BCMA reduce medication errors and improve medication administration processes [43]; and the provision of comprehensive and adaptive care related to the patients’ needs with the help of telehealth used with elders [55]. In four reviews [15,43,56,58], negative results were discussed: EHRs do not improve patient care as perceived by nurses [58]; and patients do not receive necessary care because the quality of residents’ records is lacking [56].

Satisfaction or Dissatisfaction of Nurses Using ICTs

The results in ten reviews, targeting the three eHealth domains, found that nurse satisfaction was mixed: nine reviews reported positive effects [17,41,43,44,48,54,56,60], eight reported negative effects [15,43,44,48,54,56,58,60], and one reported no effect [43]. Results pertained to overall acceptance of ICTs and their satisfaction was described in general ways, such as “nurses were satisfied with ICTs.” There were also elements associated with ICTs, such as system navigability (eg, complexity, ease of use, user-friendliness, and flexibility), nurses’ attitudes, concerns about patients’ privacy, and perceived benefits or inconveniences. Some nurses found EHRs to be irrelevant for practice [58].

Function 3: Producing Changes in Patients’ Condition

Nursing-Sensitive Outcomes

Patient Comfort and Quality of Life Related to Care

The positive effects of CDSSs and communication systems on comfort and quality of life related to care [3,17,41,44,50,54,55] were described in terms of patient outcomes: fewer number of wetting occurrences [17], reduction of malnourished patients [3,50], the reduction of pain and anxiety [44], better quality of life [41], and lower burden related to care [55]. One review reported little improvement on quality of care with the use of telehomecare [44].

Empowerment

Four reviews [16,41,44,54] highlighted empowerment as a positive effect of communication systems. One management system showed no effect [16]. Some examples of positive impact include diabetic patients, who felt that the telehomecare empowered them [44] and had positive results in terms of diabetes management with an eHealth application [41]. One review also cited videoconferences for conducting nursing virtual visits as tools to increase patients’ abilities to manage self-care [54].

Functional Status

In three reviews [41,54,55], the results regarding the effects of communication systems on functional status (eg, physical, cognitive, psychosocial functional capacity) were discussed in a positive way. Computer use (in a telehealth context) and elders’ self-esteem have been positively associated [55]. In another review [54], the results showed that communication systems (eg, virtual visits using videoconference) decreased loneliness and melancholia, enhanced psychosocial and social activity, and aided memory among home-dwelling elders. In the Finkelstein et al [41] review, the results revealed that the
Satisfaction or Dissatisfaction of Patients of Using ICTs

Patients’ satisfaction with ICTs was documented in five reviews that demonstrated positive effects [41,44,54,55,58], three that showed negative effects [54,55,58], and two that showed no effect [55,58]. Patient results indicated their degree of satisfaction or dissatisfaction with ICTs; their acceptance, acceptability, and receptiveness of their usage of ICTs; and their appreciation for being able to schedule videoconferences about topics of their choice [44,54,58]. The results were presented in terms of usefulness (or uselessness); perceived and actual benefits or advantages, such as accessibility and flexibility [54]; ease of use, usability, complexity; and the degree to which the ICTs were well-designed and functioned fully [41,55,58]. Some patients were confident in using ICTs [44], whereas others were concerned about the confidentiality of their health information [58]. Results from the Husebo and Storm [54] review indicate that patients who had visual contact with nurses through communication systems felt cared for and perceived a sense of connection.

Summary Description of eHealth Domains Related to Specific Themes

On the basis of the content of Table 3, we propose a summary description of which eHealth domains cover specific themes of nursing care.

Management Systems

The only eHealth domain reported to influence the documentation time was management systems, such as electronic nursing documentation [60], CCIS [47], CPOE, eMAR [43], and EHRs [53]. The other themes reported with these systems were time spent on patient care; time management; information quality and access, intra and interprofessional collaboration; quality of documentation; nurses’ competencies and skills; assessment, care planning, and evaluation; nurses’ perspectives of the quality of care provided; empowerment; and satisfaction or dissatisfaction of nurses and patients using ICTs.

Communication Systems

Communication systems was the only eHealth domain found to be applicable to the themes of nurse-patient relationship, autonomy for nurses in their role, and patients’ functional status. These themes were also discussed related to communication systems: teaching patients and families, knowledge update and utilization; intra and interprofessional collaboration; quality of documentation; assessment, care planning, and evaluation; communication and care coordination; nurses’ perspectives of the quality of care provided; satisfaction or dissatisfaction of nurses and patients using ICTs; patient comfort and quality of life related to care; and patients’ empowerment.

Computerized Decision Support Systems (CDSSs)

CDSSs are mentioned in nurses’ practice environment dimension (3/4): knowledge updating and utilization; information quality and access; and intra and interprofessional collaboration. Regarding the nurses’ competencies and skills, CDSSs are involved with decision-making processes. Some other themes discussed in relation to CDSSs are assessment, care planning, and evaluation; teaching of patients and families; nurses’ perspectives of the quality of care provided; satisfaction or dissatisfaction of nurses and patients using ICTs; and patient comfort and quality of life related to care.

Discussion

Summary of Main Results

This overview allowed a broad understanding of the dimensions of nursing care influenced by using ICTs for providing care. Regarding the primary outcomes of interest, the themes that were most frequently reported are documentation time; assessment, care planning, and evaluation; nurses’ perspective of the quality of care provided; information quality and access; and time spent for patient care. For secondary outcomes, satisfaction or dissatisfaction of nurses and patients using ICTs was frequently mentioned.

Discussion of Results With Respect to the First Function of the NCPF

In relation to the first function of the NCPF (acquiring, deploying, and maintaining nursing resources), many reviews outlined outcomes linked to “time.” The use of ICTs affected time management, time spent for patient care, and documentation time. This theme could also refer to a dimension of the NCPF called maintenance and economic sustainability of the nursing staff [18]. Sustainability refers to the importance of having quality resources at the lowest cost. This dimension highlights productivity and the necessity to optimize the outputs produced from a given set of inputs; in other words, to minimize the amount of nursing tasks, materials, and equipment without sacrificing the quality of nursing services. The “time” dimension can be understood in terms of how ICTs can impact staff, productivity, optimization of the staff’s time management, and resources utilization. We do believe that time is an interesting outcome related to the resources of the overall structure (nursing staff), but it does not reflect directly on how ICTs can transform or support what nurses do (nursing activities or interventions) within their actual scope of practice. Considering our results, we do not believe that further research should focus on “time” in order to better understand the effects of ICTs on nursing care (and specifically, on nursing processes).

This review did not explore other dimensions and indicators related to the first function of the NCPF, such as nursing staff supply. These dimensions include quantity and quality indicators. As an example, it would be interesting to explore whether the availability of ICTs in specific health care settings impacts the quantity of nurses needed to perform nursing services.

Another relevant topic would be to probe whether ICTs act as facilitator or motivator to enhance nurses’ working conditions, or serve as a barrier that inhibits them. To what extent can ICTs create favorable conditions that attract nurses and reinforce stability in the workforce? A systematic review was undertaken on the effect of ICTs on retention and recruitment of health care professionals [62]. The results revealed that, in 9 out of the 13 studies, ICT use demonstrated a positive, though often indirect,
The capacity of nurses to deliver nursing interventions is intimately and consistently linked with organizational processes that capture the nursing practice context and mediate its outcomes. These processes, defined as interventions, support nursing work and sustain a professional environment. We hypothesize that, if nurses have access to a comprehensive set of information about patients, this would trickle down on nursing processes, such as quality of documentation, assessment, care planning, and evaluation. It would also impact communication and care coordination to benefit patient outcomes.

A surprising result is the following: only one review mentioned nurse autonomy in relation to the use of ICTs. It would be interesting to know more about questions such as: How can we define “autonomy” in a context in which nurses use or are exposed to ICTs to provide nursing care? How can ICTs support or influence nurse autonomy? Can ICTs be a required training tool in nurses’ practice environments to support their own autonomy?

The NCPF model reflects the deployment of nurses’ full scope of practice, including assessment, planning, and evaluation; problem and symptom management; health promotion and illness prevention; care coordination; and discharge planning, which are conceptualized through interventions and processes in the model.

From a health care provider perspective, these processes grasp the technical elements of care and reflect the extent to which staff are capable of using and mobilizing their competencies to deploy their entire scope of practice. These processes demonstrate the capability of nurses to engage the needs of patients. Our results show that, in reference to the processes described in the NCPF, few such processes have been described in the studies included in this overview. However, assessment, care planning, and evaluation are the most cited themes in the nursing processes dimension, followed by teaching of patients and families and, finally, by communication and care coordination. Despite these outcomes, it would be helpful to conduct primary studies on how ICTs could influence or support other nursing processes, such as problem and symptom management, health promotion and illness prevention, and discharge planning.

Nurses’ professional satisfaction is conceived as the result of nursing processes. Our results revealed two facets of this satisfaction: nurses’ perspective of the quality of care provided and nurses’ satisfaction or dissatisfaction using ICTs. The NCPF included additional indicators that were not mentioned in the included reviews to capture the nurses’ professional satisfaction: having the time to do their job and the enjoyment derived from it.

Discussion of Results With Respect to the Third Function of the NCPF

We believe that nursing-sensitive outcomes, which are the “patient outcomes,” are underrepresented in our overview because of our inclusion criteria that focused on reviews of the impact or effect of ICTs on nursing resources and services. Thus, patient outcomes were only considered if nursing outcomes were reported. This means that we included patients’ outcomes as primary outcomes as long as they fell within the usage of ICTs by nurses, and then, when outcomes related to the second function of the NCPF (nursing services and processes) were reported. Dubois and colleagues undertook a systematic work including three literature reviews to identify the priority indicators in evaluating the nursing contribution to quality of care. The results revealed that the most frequently examined nursing sensitive outcomes are pressure ulcers, medication administration errors, urinary infections by catheter, and falls. These indicators are located in the “risk outcomes and safety” dimension of the NCPF. Despite this, there are several systematic reviews on the effects of ICTs on patients’ outcomes. However, these reviews do not necessarily explore the impact of ICTs on nursing processes and processes (second function of the NCPF) when considering patients’ outcomes.

Strengths and Potential Biases

There are many strengths of this overview. First, it employed a comprehensive search strategy, which was developed and implemented by a medical librarian. Second, data extraction and quality assessment were conducted by three reviewers working independently. Third, the data extraction process was done with the use of the NCPF, which supported the organization and the analysis of results. This framework supported reflection on the way ICTs could influence specific aspects of nursing care. Some new, redefined, or adapted dimensions and indicators have been suggested in the framework: time management, time spent for patient care and documentation time, information quality and access, quality of documentation, knowledge updating and utilization as part of the nurses’ practice environment, communication and care coordination, and nurse and patient satisfaction or dissatisfaction regarding their use of ICTs. Fourth, one of the authors of the NCPF (CAD) challenged the analysis and interpretation of the
results. Some debriefing meetings were held to discuss the way the themes were presented related to their organization in the NCPF (under specific subsystems, functions, dimensions, and indicators).

There are also limitations to this overview. First, as mentioned by other authors [27,72], we were limited by the information provided by the review authors. The granularity of details available was limited and some information was lacking regarding both the description of ICTs (eg, their features, components, contexts of use, and area of practice) as well as findings regarding the dimensions of nursing care influenced by ICTs. Therefore, it was not possible to make significant conclusions about how a specific ICT influenced one or many indicators (themes) of nursing care, and it was challenging to categorize these extracted findings (impact of ICTs) within the NCPF. A comprehensive description of interventions (ICTs) would have been helpful. Further research could be done to gain knowledge about how a specific ICT used in a certain area of practice can impact on one or many dimensions and indicators of nursing care.

Third, the nature of the topic was not easy to capture in the reported data of systematic reviews. It was difficult to establish if nurses experienced changes in their practice with the use of ICTs, or if instead they believed that ICTs would change their practice and work environment without really experiencing these transformations. Some outcomes related to the use of ICTs are reported in terms of “barriers.” However, it is not always clear if it is a barrier to use ICTs or an effect or impact of having used them. Systematic reviews on the determinants of nurses’ acceptance and use of ICTs are plenty [31,73-75], but do not inform on the real effects of ICTs on nursing practice.

Fourth, we used AMSTAR to assess methodological quality of qualitative and mixed-method reviews even if this tool was not developed for types of reviews other than quantitative using mainly RCT designs. The results of this work should be interpreted with caution. Although it provides a broad perspective on the phenomenon of interest, the main shortcoming of a review of systematic reviews is the heterogeneity in terms of population, interventions (types of ICTs), types of reviews, and the variety of outcomes, which might lead to the possibility of biased conclusions. For further research and methodological development in this domain, we strongly recommend a consolidated tool to evaluate the quality of different types of reviews on a common scale. The results of the assessment of methodological quality of mixed-method and qualitative reviews must be interpreted with caution, considering that AMSTAR is not used and designed for that purpose. In fact, some criteria do not fit the specifics of other types of reviews because there are no gold standards or guidelines allowing us to perform this task. Consequently, mixed-method and qualitative reviews started with a lower score, which cannot lead to a judgment about the likely bias and methodological limitations inherent in the majority of reviews summarized in Table 2.

Finally, this overview draws a picture of the reality of ICTs that covered a period extended from 2002 to the start of 2015. The emerging or novel ICTs that have been published from 2015 until now could not be captured.

**Differences Between Protocol and Overview**

As stated in the protocol [25], one of the objectives was to explore whether specific categories of ICTs (management systems, communication systems, CDSSs, or information systems) could have an impact on nursing care. As mentioned earlier, the heterogeneity of reviews and the lack of granularity regarding extracted data or information were some reasons why we could not pursue the initial objective.

When we planned this overview, we were particularly interested in the dimensions of nursing care inherent to the second and the third function of the NCPF, which are nurses’ practice environment, nursing processes, professional satisfaction (second function or subsystem), and nursing-sensitive outcomes (third function or subsystem). Throughout the data extraction process, we realized that some outcomes, particularly those related to the time and efficiency, were frequently mentioned. We then decided to extract these results based on their frequency and their impact on the nursing care.

**Authors’ Conclusions**

To the best of our knowledge, this is the first attempt to draw a broad understanding and a schematization of specific dimensions and indicators of nursing care influenced by ICTs. Using the NCPF was useful to illustrate the way ICTs can impact 3 subsystems (nursing resources, nursing services or processes, and nursing sensitive outcomes or patients’ outcomes), 5 dimensions, and 19 themes corresponding to the NCPF indicators. Findings of this overview are a good starting point from which we could deepen our conceptualization on the way nursing care system performance can be affected by ICTs. According to a systemic perspective, it is plausible to believe that the adoption and implementation of ICTs in the nursing care system must be addressed under a multidimensional perspective, considering that the 3 subsystems are interrelated. If nurses use ICTs to support their interventions, and the impact of such ICTs are positive or negative on the work they do, this could possibly reverberate on patient outcomes. We have to keep this broad representation in mind when it will be the time to plan and to implement emerging ICTs in health care settings.

**Takeaway Messages**

Using the NCPF was relevant to draw a broad, multidimensional, and a system-based perspective on the dimensions and indicators of nursing care that can be impacted by ICTs.

ICTs have a mixed impact on 19 indicators related to nursing care: documentation time, time spent for patient care, time management, knowledge updating and utilization, information quality and access, nurse autonomy, intra and interprofessional collaboration, nurses competencies-skills, nurse-patient relationship, quality of documentation, assessment, care planning and evaluation, teaching of patients and families, communication and care coordination, nurses’ perspectives of the quality of care provided, patient comfort and quality of life related to care, empowerment, functional status, and satisfaction or dissatisfaction of nurses and patients using ICTs.
Management systems, including, for instance, electronic nursing documentation system, CCIS, CPOE, eMAR, and EHRs, have been discussed exclusively with the theme “documentation time” (in the included reviews). Communication systems have been described exclusively regarding nurse-patient relationship, autonomy for nurses in their role, and patients’ functional status (eg, physical, cognitive, and psychosocial functional capacity).
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Abstract

Background: Health care is changing with a new emphasis on patient-centeredness. Fundamental to this transformation is the increasing recognition of patients' role in health care delivery and design. Medical appointment scheduling, as the starting point of most non-urgent health care services, is undergoing major developments to support active involvement of patients. By using the Internet as a medium, patients are given more freedom in decision making about their preferences for the appointments and have improved access.

Objective: The purpose of this study was to identify the benefits and barriers to implement Web-based medical scheduling discussed in the literature as well as the unmet needs under the current health care environment.

Methods: In February 2017, MEDLINE was searched through PubMed to identify articles relating to the impacts of Web-based appointment scheduling.

Results: A total of 36 articles discussing 21 Web-based appointment systems were selected for this review. Most of the practices have positive changes in some metrics after adopting Web-based scheduling, such as reduced no-show rate, decreased staff labor, decreased waiting time, and improved satisfaction, and so on. Cost, flexibility, safety, and integrity are major reasons discouraging providers from switching to Web-based scheduling. Patients’ reluctance to adopt Web-based appointment scheduling is mainly influenced by their past experiences using computers and the Internet as well as their communication preferences.

Conclusions: Overall, the literature suggests a growing trend for the adoption of Web-based appointment systems. The findings of this review suggest that there are benefits to a variety of patient outcomes from Web-based scheduling interventions with the need for further studies.
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Introduction

Background of Web-Based Appointment System

Traditionally, medical appointments have been made with schedulers over the telephone or in person. These methods are based on verbal communications with real people and allow for maximum flexibility in complicated situations [1]. However, because these traditional methods require the intervention of schedulers, the ability to get a timely appointment is not only limited by the availability of appointment slots, but also by the schedulers and phone lines [2,3]. Patients’ satisfaction with appointment booking is influenced by their ability to book at the right time with the right health service providers [4].

The Internet has recently emerged as another means to make appointments. Web-based appointment scheduling has been a popular research topic. Several studies conducted satisfaction surveys and found that Web-based appointment scheduling is an extremely important feature, and most patients would use the service again [2,5-7].

There are two major types of Web-based medical appointment services, medical scheduling software as a service (SaaS) and proprietary Web-based scheduling systems. Medical scheduling SaaS has gained increasing prominence in recent years. These appointment systems are not built up by health care practices themselves, but are provided and maintained by health IT companies such as ZocDoc and InQuicker on a paid subscription basis [8]. The appointment services are cloud-based and can be integrated into health care providers’ own management systems. The other type of appointment service is proprietary appointment systems, which are integrated into patient portals on providers’ websites [9]. A patient portal is a secured Web-based service that allows patients to access their health information and communicate with their health care providers at any time [10]. In the United States, the growth of patient portals has largely been spurred by meaningful use (MU) requirements [11] because of the federal incentive program for adoption of electronic health records. To meet the requirements of MU and receive its incentives, the portal should be actively used by both the practice and patients [12].

There are two modes of Web-based appointment systems, asynchronous and real-time. In the asynchronous mode, appointments are requested through emails or electronic forms on providers’ website and then manually processed by schedulers. In the real-time mode, patients can directly interact with providers’ scheduling management systems [3,13]. Although the asynchronous Web-based appointment systems also use the Internet as a medium, they basically replicate the process of telephone-based appointment scheduling [13]. Under the asynchronous mode, if an appointment is requested outside of a provider’s business hours, it will not be processed until schedulers return to work. Normally, Web-based appointment requests are put in the same queue as phone-call appointments, and are thus limited by the backlog of phone calls in the queue [14].

Aims of the Study

Despite the increasing adoption of Web-based appointment systems, their potential benefits are yet to be systematically studied. The purpose of this review was to examine the current body of literature about Web-based medical appointment systems, specifically in regard to their potential benefits to patients and providers. We also want to identify the most effective services or components of them and explore the benefits and barriers of implementation. It is not the intention of this work to review the literature regarding fundamental theories of medical scheduling or system design, which have been studied and reviewed by Cayirli et al [15] and Gupta et al [16]. To the best of our knowledge, this study is the first systematic literature review of the impacts of implementing Web-based medical scheduling systems.

Methods

Data Source

In this study, we present a systematic literature review of Web-based medical appointment systems following the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) statement for systematic reviews [17].

A literature search was performed in MEDLINE using PubMed to identify pertinent articles relating to the impacts of Web-based appointment scheduling. The MeSH terms used in the search included “Internet,” “computers,” “cell phones,” “electronic mail,” and “appointments and schedules.” “Smartphone” used to be an entry term for “cell phones,” and it became a MeSH Descriptor in 2016. To include articles indexed by “smartphone” after 2016 and articles involving smartphones before 2016, “smartphone” was included in the search without any restrictions. Figure 1 shows the logical relationships among the search keywords and their restrictions in the search builder of PubMed.

The literature search was initially performed in April 2016. Since then, in order to make this literature review up-to-date (by including new articles), we regularly conducted literature searches with the same search keywords. Our last literature search was carried out in late February 2017.
Inclusion and Exclusion Criteria
In this study, articles published only after January 1, 1990, were included, because articles published earlier than this time were unlikely to be relevant to Web-based appointments. We only included articles mainly discussing general Web-based medical appointment services or a specific automated or Web-based tool that assisted patients in choosing a provider or making a medical appointment. The exclusion criteria were systems that solely discussed email- or phone-based appointment reminders and systems not designed for use by patients. Articles not written in English were excluded too.

Study Selection
The process of identifying eligible articles is shown in Figure 2. The initial query returned 587 articles, which were then filtered by publication date and language. 145 articles were excluded because they were published before January 1, 1990. Also, 16 non-English articles were filtered out. The remaining 426 articles were reviewed based on titles and abstracts and 336 of them were excluded due to low relevancy. The remaining 90 articles were then reviewed in full text, and 54 of them were excluded as they do not mainly discuss Web-based medical appointment services or a specific automatic or Web-based tool helping patients to choose a provider or make a medical appointment. The remaining 36 highly relevant articles discussing 21 Web-based medical scheduling systems were used in this literature review.
Results

Literature on this topic is very recent, with 16/36 articles published after 2010 and 35/36 published after 2000. The studies are highly heterogeneous in research design. More than one third (14/36) of the articles [3,13,18-29] discuss Web-based scheduling as standalone systems or components of portals, and report measurable or perceived (unquantified) improvements in some metrics after the implementation. Eight studies [1,2,5,7,30-33] conducted structured or semistructured interviews to sample patients’ attitudes toward specific Web-based appointment systems, and one study [34] surveyed both patients and providers regarding the transformation to patient-centered access to care. Six articles [9,35-39] discuss the necessity and the potential of computerized or Web-based appointment services. Three studies [8,14,40] retrospectively analyzed Web-based appointment data and compared them with traditional appointments. Two studies [6,41] surveyed people’s interest in using the Internet to schedule appointments (not tied to any specific Web-based appointment systems). One study [42] used a randomized controlled trial to assess the impact of a Web-based health management system. Another study [43] reported a Web-based provider recommendation system and validated it with a field experiment. These articles also vary in interventions and the granularity of information provided. Many studies were implemented in only a single clinic and had interventions that spanned from basic websites to detailed patient portals. Details provided about the specific components of each system and functionality vary from study to study and many offer only a vague description. Many studies also used multiple interventions simultaneously, such as a Web-based scheduling system with automated reminders and patient decision tools and patient portals. As a result, these studies cannot be directly compared.

Multimedia Appendix 1 summarizes the characteristics of the 21 Web-based appointment systems discussed in the literature. Of these 21 Web-based scheduling systems, 1 is based in Australia, 1 in Canada, 1 in mainland China, 1 in Taiwan, 2 in the United Kingdom, and the remaining 15 in the United States.

Many articles specifically measured reductions in no-show rate and waiting time as metrics to evaluate Web-based scheduling services.

Siddiqui et al [8] reported a no-show rate of 6.9% for dermatology appointments made with ZocDoc, significantly lower than the no-show rates of appointments made by traditional appointment making means (17-31%). The UK national online electronic referral and booking service “Choose and Book” was reported to have a significantly better rate of attendance than traditional appointment methods (95% CI 4.3, 20.5%, \(P<.01\)) [40]. Walters et al [25] reported the Web-based communication tool “Patient Online” reduced no-shows by 42%. The Dartmouth-Hitchcock Medical Center in New Hampshire has reduced no-shows by 40% after implementing an asynchronous clinical messaging service that allows patients to request, review, reschedule, and cancel appointments [26]. The US Department of Defense’s health care program TriCare achieved a no-show rate of 2% from Web-based scheduling compared with 8% from phone-based scheduling [20]. The Murry Hill Medical Group based in New York had a similar pattern in the no-show rate: less than 1% of Web-based appointments were missed compared with about 8% of phone-based appointments [21].

Cao et al [31] reported the Web-based appointment system (WAS) reduced the total average waiting time to 7 min from 98 min in a Chinese hospital because patients don’t need to queue up for the appointments when they use WAS. In the United Kingdom, the Department of Health requires the maximum waiting time for sexual health service appointments to be 48 h. The introduction of eTriage increased the percentage of patients offered an appointment within 48 h from 48% to 100% [2].

Besides reductions in no-show rate and waiting time, many other improvements were also reported from the literature and they are summarized in Figure 3. The horizontal axis indicates the number of mentions of Web-based scheduling systems for each impact after implementing the 21 Web-based scheduling systems. To limit the number of categories (on the vertical axis), some of the close metrics were merged into a broader category. For example, “optimizing the referral process” and “streamlining operations” were merged into “improving efficiency,” as they both indicate improvements in the internal operations of the practices. Figure 3 shows that the most cited (10/21) positive change is “reducing staff labor,” closely followed by “improving satisfaction” (7/21), “improving efficiency” (6/21), “reducing no-show” (6/21), “reducing wait time” (6/21), “increasing revenue” (4/21), “increasing popularity” (4/21), “reducing cost” (3/21), “balancing patient load” (1/21), and “reducing wrong appointment type” (1/21).
Figure 3. Impacts after implementing the 21 Web-based scheduling systems.

**Discussion**

**Principal Findings**

The Web-based medical appointment reframes the way to communicate with providers’ appointment management systems. Compared with traditional appointment methods, Web-based appointment scheduling has unique advantages and disadvantages. In this section, the key benefits and barriers to the adoption of Web-based appointment scheduling will be discussed.

**Patient-Centeredness**

Patient-centeredness is one of the six quality aims proposed by the Institute of Medicine to improve health care quality in the United States [34]. Web-based medical scheduling as a medical self-service offers a more patient-centered means to make appointments [6]. Most Web-based appointment systems are interfaced with a calendar-like list. Patients can browse and select the most convenient appointment time from the available time slots [21]. In contrast, patients are only given very limited options of available time slots in traditional appointment systems. Besides time slots, some of the Web-based systems allow patients to filter physicians by physicians’ attributes such as education background, experience, gender, and reviews from other patients [8].

Another convenience from improved patient access is that patients can fill out registration forms [26], get prescreened and review practice policies online [23] before they show up and this can smooth workflow and reduce misunderstandings.

In the self-servicing Web-based appointments, patients’ own descriptions of the reason for visit are often more detailed and illuminating [13]. Sometimes, patients might be uncomfortable or unable to vocalize certain symptoms (eg, sexual health problems) to the scheduler over the phone or in person, and they may make an untrue statement [2,13]. They tend to be more candid when they schedule online by themselves [13,20].

**Reduced No-Show Rates**

No-show is a significant cause of wasted clinical resources [40]. The patient-centered design in Web-based appointments has the potential to decrease no-show rates [8,25]. The reasons for the reduction of no-shows after implementing Web-based scheduling have not been systematically studied in the literature, but it could be attributed to the improved access in Web-based scheduling that allows patients to easily verify, cancel, and reschedule their appointments [25]. A possible reason is that patients feel more responsible for their appointments when they make appointments by themselves [44].

**Reduced Waiting Time**

Waiting is an indicator of service quality and a source of dissatisfaction that affects health care outcomes and patient retention [45,46]. Long waiting time may make patients seek care from other providers and thus this can potentially cause a loss in revenue.

The most cited benefit of real-time scheduling is after-hour access [1,3,21]. Real-time scheduling requires minimal intervention of schedulers and thus can help reduce the waiting time caused by human factors. The available time slots are transparent to patients through the Web interface. Patients are free to claim available appointment slots anytime and anywhere [3,20,37].

The support of same-day or soon appointments by some real-time systems can help further shorten the time between when the appointment is requested and when the medical service
is fulfilled [3]. Although there is a concern that the ability to book in advance for chronic conditions might be diminished by same-day appointments due to the limited number of appointment slots [47], same-day appointments could produce positive outcomes as long as the provider can find a balance in his or her capacity. For providers, it is possible to reuse the time slots released due to late cancellations. These allotted time slots will be otherwise wasted if traditional appointment methods are used because of the longer turnaround time [8].

**Barriers to Adoption**

It is well known that medicine has lagged in the adoption of new technologies. Although Web-based appointment scheduling comes with many benefits, some providers and patients are reluctant to use it. By 2007, only about 3.2% of the population in 7 European countries (Denmark, Germany, Greece, Latvia, Norway, Poland, and Portugal) had used the Internet to make medical appointments [41]. Only about 15% of public hospitals and 18% of private hospitals in Italy allowed appointments to be made online in 2008–2009 [39]. According to a study conducted by Google and Compete (a research vendor) in 2012, only 21% of patients booked appointments via computer or mobile devices [48]. Only about 7% of primary care practices in Canada and 30% in the United States offered Web-based appointment services in 2012 [49]. As of 2014, 67% of general practitioner (GP) practices in Scotland have websites and only 10% of them support Web-based appointments [35].

There are many reasons for the slow adoption. First, the transition requires the practices to give up legacy systems they have relied on and change the fundamental workflow and administration already established [3,13,28,37]. A large investment would be required for the providers to move toward new centralized Web-based scheduling systems [28].

Second, real-time Web-based scheduling lacks flexibility in the medical setting because the automatic appointment systems are not intelligent enough to handle cases not predefined. Unlike the appointment scheduling in other industries such as airline ticket booking, which has strict rules, medical appointments are tailored based on the knowledge of physicians and patients, and thus can be rather flexible [13,28]. Physicians have their own preferences in appointment patterns, whereas the booking preferences for different patients can be rather distinct and can change over time [4]. The “Mabel factor” depicts a situation in which a scheduler knows how to balance the practice’s available resources and human factors such as physicians’ preferences and patients’ needs [3,13]. It is challenging for real-time Web-based scheduling systems to achieve the same level of flexibility. In reality, physicians have to give up their preferred scheduling patterns to accommodate the simplified real-time scheduling rules [3,13].

Third, safety is a concern. It is challenging to triage patients who made appointments through real-time Web-based appointment systems. Patients may misuse Web-based appointment systems for urgent conditions that need to be handled immediately by an emergency room or urgent care [13,20]. Because schedulers are no longer involved in the appointment process, the systems should be capable of triaging patients and stratifying their risks accurately. Some practices just display static warning messages on their Web presence to stop patients from using their appointment systems for urgent conditions [13]. Some real-time systems still rely on human reviewers to screen for possible emergencies [3]. Very few real-time appointment systems reported in the literature can automatically identify emergency conditions [2].

Finally, many providers have a fear of losing control of their appointment systems, as they think patients may abuse the systems [20,23,44]. For example, patients may book appointment slots and end up with no-shows or late cancellations. As a result, valuable clinical time would be wasted. However, this issue can be addressed by enforcing predefined appointment rules, such as rules for cancellation and a penalty for no-shows [37]. Providers can also block out appointment slots and limit visit types to accommodate their schedules [20]. Blocking patients with no-show history and collecting copay up front when making an appointment can discourage no-shows [37]. Automatically generated email- or message-based reminders can also help reduce no-shows [37]. Some practices refuse to expose physicians’ open time slots, because they believe that patients might think the physicians do not work hard enough when they see many openings [21].

In addition to the four main barriers, studies found that the following common problems from the patient side considerably affect the adoption of Web-based scheduling: unawareness of the Web-based appointment service, low penetration and distrust of the Internet, low computer skills, and the preference for verbal communications [1,8,30,31].

**Limitations**

This review has a few limitations. First, the collection of literature has a long time span ranging from 1990 to 2016. With the rapid development of information technology, many systems, especially those implemented in 1990s and early 2000s, experienced significant changes after they were introduced and reported. Some of the original services have been discontinued and replaced with other services [24], whereas some practices have switched software service vendors [28].

Second, many studies lack statistical research designs and have used multiple interventions at once. Although there are many improved metrics reported in the literature, it is difficult to determine whether these improvements are solely resulted from the implementation of the Web-based appointment systems. In addition, as many reported Web-based appointment services are components of health care Web services or patient portals, it is possible that the positive changes could be attributed to other components of the system.

Third, several studies have discrepant and even contradicting results. This is because the studies are from various sources with differences in care type, patient population, study period, and study design. Therefore, it is hard to compare their results systematically.

Fourth, many studies failed to report the information about assessment methods used in their studies, making it hard to judge their findings.
Finally, this work only reviews Web-based scheduling systems reported in the academic literature and does not reflect all systems available in the market.

**Conclusions**

In this study, we sought evidence from the literature to discuss the benefits and challenges of implementing Web-based medical appointment systems. Compared with traditional appointment methods, Web-based appointment scheduling is more patient-centered and has many advantages due to improved access. After implementing Web-based appointment systems, many practices have shown positive changes such as reduced no-show rate, decreased staff labor, decreased waiting time, and improved patient satisfaction.

Although these changes suggest Web-based appointment systems could produce positive outcomes, this assertion should be further reinforced by more sophisticated study designs. As in some studies, the Web-based appointment services are components of portals and it is hard to measure their impacts statistically. Some studies reported results without controlling for other factors. It is possible that the positive outcomes are produced by the other factors or by the combination of the Web-based appointment systems and the other factors.

Providers and patients both have reasons for the slow adoption of Web-based appointment scheduling. Cost, flexibility, safety, and integrity are major reasons discouraging providers from using Web-based scheduling. Patients’ reluctance to adopt Web-based appointment scheduling is mainly influenced by their past experiences using computers and the Internet, as well as their communication preferences.

Overall, the literature suggests a growing trend for the adoption of Web-based appointment systems. The findings of this review suggest that there are benefits to a variety of patient outcomes from Web-based scheduling interventions with the need for further studies.
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Abstract

Background: Secure messaging with health care providers offers the promise of improved patient-provider relationships, potentially facilitating outcome improvements. But, will patients use messaging technology in the manner envisioned by policy-makers if their providers do not actively use it?

Objective: We hypothesized that the level and type of secure messaging usage by providers might be associated with messaging initiation by their patients.

Methods: The study employed a dataset of health care and secure messaging records of more than 81,000 US Army soldiers and nearly 3000 clinicians with access to a patient portal system. We used a negative binomial regression model on over 25 million observations to determine the adjusted association between provider-initiated and provider-response messaging and subsequent messaging by their patients in this population over a 4-year period.

Results: Prior provider-initiated and response messaging levels were associated with new patient messaging when controlling for the patient’s health care utilization and diagnoses, with the strongest association for high provider-response messaging level. Patients whose providers were highly responsive to the messages of other patients initiated 334% more secure messages (P<.001) than patients with providers who did not personally respond to other patients’ messages.

Conclusions: Our results indicate that provider messaging usage levels and types thereof predict their patients’ subsequent communication behavior. The findings suggest the need for more study into the factors associated with provider messaging to fully understand the mechanisms of this relationship.

(J Med Internet Res 2017;19(4):e103) doi:10.2196/jmir.6804
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Introduction

Background

Better patient-provider communication is important because their relationship is at the center of health care service delivery [1]. A supportive patient-provider relationship has been shown to be associated with many positive outcomes, including increased patient compliance [2], decreased pain [3], and shortened recovery periods [4]. Opportunities to interact with one another are critical to the development of ideal patient-provider relationships [5]. In “Crossing the Quality Chasm,” the Institute of Medicine (2001) [6] recommended the use of phone and email communication between appointments.
as a visit extender to support a continuous patient-provider relationship [5,7].

Ongoing and expanded communication stands in contrast to the historical, episodic patient-provider relationship that mainly comprises infrequent office visits. Secure messaging could facilitate the development of deeper relationships by increasing interaction time, making patients more comfortable about asking questions and discussing embarrassing issues [8], and allowing physicians to provide better advice and education [9]. However, such benefits are likely to be realized only if patients and providers are both committed users of the technology.

Secure messaging is often provided as part of a patient portal. Unfortunately, studies show that portal use among patients is low, with only 10-32% of patient portal adopters actually using the portal [10,11]. The Centers for Medicare & Medicaid Services recently proposed a change to the Health Information Technology for Economic and Clinical Health Act because providers appear to struggle to engage their patients via electronic means. This recommendation would reduce the current requirement that 5% of patients use secure messaging to simply requiring the presence of the feature [12].

Reducing the communication recommendation may be the wrong approach, given that relatively little evidence has been developed in this area. Researchers have paid surprisingly limited attention to provider and patient usage of secure messaging, and the associated factors are potentially complex. Patients perceive the overall health service quality they receive and develop an associated level of trust and comfort with their clinicians [13], potentially driving behavior such as secure messaging. Patients may lose interest in such resources if providers do not encourage the use of electronic tools or lead by example by becoming active users of the tools themselves [14]. Furthermore, the way and degree to which providers generally engage in messaging may represent a marker of the level of approachability that is perceived by their patients during care. Provider receptiveness to communication, an otherwise difficult-to-assess factor, might be indicated by the willingness of patients to initiate secure messages with their clinicians.

Aim of This Study

Our associated hypothesis was that providers’ overall messaging behavior might serve as an indicator of their accessibility for or interest in communication, which patients directly or indirectly perceive. Therefore, patients’ use of secure messaging might be related to the extent to which their providers generally use it. Our resulting specific aim was to answer the question: What is the relationship between providers’ past secure messaging types and levels and the initiation of messaging by patients?

We defined provider messaging levels as the extent to which a patient’s primary care provider exchanges messages with his or her other patients, compared with the messaging rates of other providers in the same population. We further distinguished between messages the provider initiated on their own (defined as “provider-initiated messages”) and messages the provider sent in response to patient messages (defined as “provider-response messages”) due to the potentially different causes for these messaging events.

We theorized that provider-initiated messages might be mostly representative of routine operational matters, rather than a personal philosophy or stance on communication that patients could perceive and act upon. For example, such messages could occur due to specific clinical needs including notifications of laboratory or imaging results or reminders. In contrast, choosing to personally respond to patient messages (rather than delegating this function to the supporting clinical team, or even ignoring messages) might represent a stronger commitment to communication. This receptive mindset could be perceived by other patients, creating increased comfort among them for message initiation. Because we had no data on the specific content of messages, controlling for the distinct message types provided an initial method for isolating any difference in impact between them.

Methods

Data

We employed messaging data from the Army Medicine Secure Messaging Service (AMSMS) used by the US Army Medical Department (AMEDD), introduced in January 2011. Patients in this health system use AMSMS to securely message their primary care and medical teams to request medical advice, appointments, lab results, referrals, and prescription renewals; record medical information; and access educational materials. Providers initiate messages in AMSMS to send care reminders, appointment reminders, and direct patient messages. AMSMS was rolled out in a consistent manner across Army hospitals and clinics, with a team visiting each location to conduct training and provide system access.

We theorized that AMEDD would be an excellent setting for this study because it is a large, integrated organization providing health care to the Army’s 3.95 million service members, retirees, and family members. We were able to utilize a rich, extensive dataset with over 25 million observations constituting eligible months for health care within the Army’s medical system. The system comprises 8 medical centers, 27 community hospitals, and 180 primary care clinics [15], with common policies and procedures and similar patient populations across medical facilities.

The primary dataset therefore consisted of de-identified administrative, medical, and training data from official military information systems documenting AMEDD care. This repository was established at the University of Maryland Center for Health Information and Decision Systems (CHIDS) as the Military Medical Informatics Data Set (MMIDS). MMIDS contains data on over 820,000 active duty soldiers in total, capturing military service and associated events during January 2011 through December 2014. The data are arranged into a longitudinal record of observed person-months of military service during this time, across which values for the selected variables were free to vary with time. Data elements in the dataset include, among other variables, age, deployment history, time-in-service, rank, race, marital status, body mass index, self-reported health measures,
medical diagnoses, medical appointment data, prescription medications, physical fitness test scores, and tobacco use.

We obtained AMSMS usage logs from its implementation in January 2011 through November 2014, and linked the patients in the MMIDS who were portal users with their specific messaging actions. The AMSMS data included 727,951 secure messages for 439,368 patient users, of which 81,645 were active duty soldiers, involving 2983 provider and staff users. We studied active duty soldiers only because MMIDS solely consists of information on these soldiers.

This study was reviewed and determined to be exempt by the University of Maryland Institutional Review Board and underwent secondary review at the Defense Health Agency’s Human Research Protection Office. All statistical analysis was conducted using Stata 13 software (StataCorp).

Variables
Our dependent variable represented the number of messages, if any, sent by each patient registered to use the AMSMS in each observed person-month. Values for this parameter varied with time within each such month across the longitudinal dataset, where applicable. Our requirement was that qualifying messages were initiated by the patient and did not represent a reply to providers. To control for each primary care provider’s overall AMSMS message rate, we calculated the number of messages which a patient’s provider initiated and responded to other patients in each month (excluding the focal patient). We then divided this value by the number of patients enrolled in AMSMS for that provider. The quotients were then categorized by tertiles into low, medium, and high messaging when compared with the messaging values of all providers in the sample. We note that these measures were exogenous to the patient, and therefore expected to be uncorrelated with individual outcomes. Our approach appeared adequate to control for provider workload because the providers in our sample worked full-time and had approximately equal patient empanelments in accordance with Army policy.

We expected that patients might have been more likely to send secure messages following health care visits and in response to ongoing medical issues. The patient-specific number of health care visits could have been associated with problem severity and chronicity, which in turn could have been associated with an individual increased need for messaging. Therefore, we included health care utilization measures and medical conditions within the previous 3 months as independent variables to eliminate variance explained by these factors.

The International Classification of Disease System, 9th Revision, Clinical Modification (ICD-9) remained in use by the Military Health System at the time of the studied events. We included medical conditions in the following categories defined by ICD-9 codes because we observed these to be the five most prevalent condition types among the active duty Army soldiers in our dataset: musculoskeletal issues, mental health diagnoses, hypertension, sleep apnea, and dyslipidemia. Additionally, we controlled for calendar month and location. Table 1 describes each of the variables.
Table 1. Description of variables.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Variable name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Independent variables</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recently diagnosed patient medical conditions</td>
<td>mentaldx</td>
<td>Whether or not the soldier had a diagnosis of anxiety disorder, adjustment disorder, personality disorder, depression, or post-traumatic stress disorder within the previous 3 months</td>
</tr>
<tr>
<td></td>
<td>mskdx</td>
<td>Whether or not the soldier had a diagnosis of musculoskeletal issue (e.g., back injury, joint pain) within the previous 3 months</td>
</tr>
<tr>
<td></td>
<td>sleepapndx</td>
<td>Whether or not the soldier had a diagnosis of sleep apnea within the previous 3 months</td>
</tr>
<tr>
<td></td>
<td>hypertensiondx</td>
<td>Whether or not the soldier had a diagnosis of hypertension within the previous 3 months</td>
</tr>
<tr>
<td></td>
<td>dyslipidemiadx</td>
<td>Whether or not the soldier had a diagnosis of dyslipidemia within the previous 3 months</td>
</tr>
<tr>
<td>Health care utilization measures</td>
<td>primecaretot</td>
<td>Number of monthly primary care visits</td>
</tr>
<tr>
<td></td>
<td>ervisit</td>
<td>Number of monthly emergency room visits</td>
</tr>
<tr>
<td></td>
<td>specaretot</td>
<td>Number of monthly specialty care visits</td>
</tr>
<tr>
<td>Secure messaging factors</td>
<td>provinitiatecat</td>
<td>The number of messages the focal patient’s provider initiated to other patients in a month, representing the providers’ messaging level, categorized by tertiles. Message types included are care reminders, appointment reminders, and patient communication. Three categories: low, medium, and high</td>
</tr>
<tr>
<td></td>
<td>provresponsecat</td>
<td>The number of messages in which the focal patient’s provider responded to other patients in a month, representing the providers’ messaging level and categorized by tertiles. Message types included responses to appointment requests, billing questions, lab or test results, doctor notes, referral requests, and prescription refills. Three categories: low, medium, and high</td>
</tr>
<tr>
<td><strong>Dependent variable</strong></td>
<td>patientmsg</td>
<td>The number of messages initiated by each patient in each observed person-month (excludes replies to provider messages)</td>
</tr>
<tr>
<td><strong>Other factors</strong></td>
<td>installation</td>
<td>Patient’s site of military service, one of 32 possible locations</td>
</tr>
<tr>
<td></td>
<td>month</td>
<td>Monthly dummies for time controls</td>
</tr>
</tbody>
</table>

**Analysis**

Because the outcome measure was a count variable and was overdispersed, we utilized a negative binomial regression model [16]. We included patient-level fixed effects to control for patient-level heterogeneity that could impact portal usage. We note that the fixed effect is able to account for differences in patient characteristics such as demographics as well as technology acceptance factors idiosyncratic to a patient, such as perceived usefulness of the technology, perceived incompatibility with needs, and so on [17]. Patient-level fixed effects allow for a separate intercept for each patient, controlling for unobserved differences among individuals [16]. The provider messaging categories and health care utilization measures were lagged to the previous month to ensure they occurred before the patient sending the message. As data were reported at the monthly level, it was not possible to distinguish order of events within a month. The regression model was as follows:

\[
\log(\text{patientmsg}_i) = \beta_0 + \beta_{\text{provinitiatecat}}_{i,t-1} + \beta_{\text{provresponsecat}}_{i,t-1} + \beta_{\text{primecaretot}}_{i,t-1} + \beta_{\text{ervisit}}_{i,t-1} + \beta_{\text{speccaretot}}_{i,t-1} + \beta_{\text{Patient Medical Conditions}}_{i,t-1} + \beta_{\text{installation}} + \beta_{\text{month}} + \epsilon_i
\]

**Results**

**Descriptive Statistics**

Tables 2 and 3 provide descriptive statistics of the 81,645 patients who adopted the portal between January 2011 and November 2014. Each month, 7% of patients initiated a secure message. Health care providers initiated on average 0.007 (SD 0.06) messages per patient per month, and responded on average to 0.09 (SD 0.19) messages per patient per month.
Table 2. Patient messaging and health care utilization characteristics.

<table>
<thead>
<tr>
<th>Description</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of patient-initiated messages per month per patient</td>
<td>0.07 (0.38)</td>
</tr>
<tr>
<td>Patient primary care visits</td>
<td>0.48 (0.87)</td>
</tr>
<tr>
<td>Patient specialty care visits</td>
<td>0.23 (1.39)</td>
</tr>
<tr>
<td>Patient emergency room visits</td>
<td>0.01 (0.14)</td>
</tr>
</tbody>
</table>

aSD: standard deviation.

Table 3. Characteristics of patients who adopted the portal (N=81,645).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Portal adopter², n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>64,206 (78.64)</td>
</tr>
<tr>
<td>Female</td>
<td>17,439 (21.36)</td>
</tr>
<tr>
<td><strong>Age category (in years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-22</td>
<td>13,496 (16.53)</td>
</tr>
<tr>
<td>23-27</td>
<td>17,652 (21.62)</td>
</tr>
<tr>
<td>28-35</td>
<td>23,187 (28.40)</td>
</tr>
<tr>
<td>36+</td>
<td>27,310 (33.45)</td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
</tr>
<tr>
<td>High school equivalency</td>
<td>4139 (5.07)</td>
</tr>
<tr>
<td>High school diploma</td>
<td>39,018 (47.79)</td>
</tr>
<tr>
<td>Some college</td>
<td>13,733 (16.82)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>14,957 (18.32)</td>
</tr>
<tr>
<td>Graduate</td>
<td>9798 (12.00)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>21,367 (26.17)</td>
</tr>
<tr>
<td>Married</td>
<td>54,253 (66.45)</td>
</tr>
<tr>
<td>Divorced</td>
<td>6025 (7.38)</td>
</tr>
<tr>
<td><strong>Had a dyslipidemia diagnosis within the previous 3 months</strong></td>
<td>2792 (3.42)</td>
</tr>
<tr>
<td><strong>Had a hypertension diagnosis within the previous 3 months</strong></td>
<td>727 (0.89)</td>
</tr>
<tr>
<td><strong>Had a mental health diagnosis within the previous 3 months</strong></td>
<td>1755 (2.15)</td>
</tr>
<tr>
<td><strong>Had a musculoskeletal diagnosis within the previous 3 months</strong></td>
<td>6572 (8.05)</td>
</tr>
<tr>
<td><strong>Had a sleep apnea diagnosis within the previous 3 months</strong></td>
<td>1886 (2.31)</td>
</tr>
</tbody>
</table>

²Adopters were all patients who signed up for the portal. Not all of them were actual users.

Main Results

As displayed in Table 4 and Figure 1, we found that patients receiving care from high response- and high initiation-messaging providers were substantially more likely to initiate a secure message than patients with nonmessaging providers, that is, those providers who did not send a message in the previous month. Patients with high initiation-messaging providers were 60% more likely to send a secure message than patients with noninitiation-messaging providers. Strikingly, patients with high response-messaging providers sent 334% more messages than those with nonresponse-messaging providers. Patient message initiation among low response-messaging providers was 254% higher than among nonresponse-messaging providers. Among medium response-messaging providers, patients demonstrated increased messaging by 167% when compared with nonresponse-messaging providers.

As might be expected, health care utilization and medical conditions also impacted patient messaging. For every additional primary care visit during the month prior, patients sent 14% more messages in a given observed month. Specialty care and emergency room visits in the month prior were not associated with the number of messages a patient sent. Having a musculoskeletal or dyslipidemia diagnosis in the previous 3
months were each associated with statistically significant increases in the number of patient messages by 14% and 13%, respectively. But, mental health, hypertension, and sleep apnea were not associated with patient messaging habits. For comparison, we conducted regression analysis without including the five medical conditions. Results were largely unchanged, with very modest differences. The incidence rate ratios (IRRs) for high provider-initiated messaging and medium and high provider-response messaging increased by 0.01, and the specialty care visits last month became statistically significant when excluding medical conditions, but only provided an IRR of 1.01. It appeared that when only controlling for specialty care visits, the model failed to adequately address the more specific information provided by selected medical conditions.

Table 4. Regression results. The model included time controls, location controls, and patient fixed effects.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Patient-initiated messages</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Monthly provider-initiated messaging</strong></td>
<td></td>
<td>IRR&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>No provider-initiated messaging last month</td>
<td>1.00 Referent</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low provider-initiated messaging last month</td>
<td>1.18 1.12-1.24 &lt;.001&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medium provider-initiated messaging last month</td>
<td>1.23 1.17-1.30 &lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High provider-initiated messaging last month</td>
<td>1.60 1.51-1.70 &lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Monthly provider-response messaging</strong></td>
<td></td>
<td>IRR&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>No provider-response messaging last month</td>
<td>1.00 Referent</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low provider-response messaging last month</td>
<td>2.67 2.53-2.82 &lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medium provider-response messaging last month</td>
<td>3.54 3.37-3.73 &lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High provider-response messaging last month</td>
<td>4.34 4.13-4.55 &lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary care visits last month</td>
<td>1.14 1.12-1.15 &lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emergency room visits last month</td>
<td>1.02 0.97-1.07 .49</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Specialty care visits last month</td>
<td>1.00 0.99-1.01 .21</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Musculoskeletal diagnosis within the previous 3 months</td>
<td>1.14 1.10-1.19 &lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mental health diagnosis within the previous 3 months</td>
<td>1.01 0.95-1.07 .76</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hypertension diagnosis within the previous 3 months</td>
<td>1.00 0.92-1.07 .92</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sleep apnea diagnosis within the previous 3 months</td>
<td>1.01 0.96-1.07 .64</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dyslipidemia diagnosis within the previous 3 months</td>
<td>1.13 1.08-1.19 &lt;.001</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>IRR: incidence rate ratio.

<sup>b</sup>P value in italics indicate statistical significance (P<.05).
**Figure 1.** Graph of relative associations of patients’ provider messaging and health care factors with patient messaging.

### Discussion

**Principal Findings**

In this study, we demonstrated that among US Army soldiers, increased provider-initiated and provider-response messaging were associated with statistically-significant increases in the adjusted probability of patient-initiated secure messaging. We also demonstrated that provider-response messaging had a much larger impact on patient messaging than provider-initiated messaging. Given our ability to control for health care utilization and medical conditions, the study offers strong evidence that provider messaging usage is a critical, overlooked factor associated with their patients’ behavior.

We can suggest no direct mechanism by which provider messaging with a given patient would impact the decision of another patient to initiate a message. We therefore theorize that patients’ willingness to initiate messages may stem from their appreciation of provider traits that, in turn, are associated with the provider’s propensity to robustly engage in different types of secure messaging. These traits might be more evident among clinicians who choose to personally respond to patient messages and do so at high rates. Provider-response messaging may be more influential than provider-initiated messaging because provider-response messaging is likely a more personal type of messaging, tailored to each specific patient’s needs.

Patients may appreciate the general communicative nature of providers who take the time to respond to messages personally, rather than having a staff member respond. Alternatively, it is possible that patients may initiate messages due to frustration with their ability to communicate with providers because their providers use secure messaging to avoid face-to-face and telephone encounters. Provider messaging use therefore requires substantial further study in order to better understand how providers differ when stratified by secure messaging usage levels and types.

Our findings carry implications for policy addressing the wider diffusion and uptake of critical patient-centered health information technologies. Health information technologies have been heralded as one possible solution to addressing the high cost and often low quality of health services delivery. However, as noted, authorities may reduce the pressure on providers to engage in patient portal and secure messaging use. Perhaps a more useful approach would be to require that providers demonstrate a minimum level of engagement with secure messaging and to sponsor studies that examine the factors associated with all use levels and types.

Additionally, our findings revealed that medical problem types were related to patient message initiation in the studied population. Health care organizations may therefore expect increased secure messaging from patients following primary care visits and recent diagnoses of certain conditions, such as musculoskeletal issues and dyslipidemia. Organizations that are at early stages of implementing secure messaging resources might need to ensure that health care teams and patients in care settings in which these problems predominate are notified of the potential for high messaging rates. These settings might also provide the greatest opportunities for the study of secure messaging and the emergence of associated best practices.
Limitation
A limitation of this study is that the findings may not be broadly generalizable because we studied a younger, more male population than that seen in the general public, and this population is preselected for health as a requirement of military service.

Future Work
Further study in other groups will be required to assess the external validity of our findings. However, we note that the patient portal software, including secure messaging capability used by the military, is the same software used in many civilian health care settings. The ability to verify or refute our findings in large civilian medical systems should therefore be feasible in future research employing data from this or similar systems.

Conclusions
This was the first study to use a large, robust dataset to empirically investigate provider messaging behavior and its potential relationship with the willingness of patients to send secure messages. New data will be needed to address the potential, unobservable factors that explain our main finding of a provider-patient usage association. Candidate data might include new surveys assessing patient perceptions, supporting a study comparing those cared for by clinicians with varying secure messaging use levels and types. In preparation for such research, we will leverage the datasets employed for this study that include large reserves of additional information on patient trajectories and provider behavior. We expect these data to provide new insights with our ongoing research to better understand the impact of patient and provider utilization of technologies and the factors associated with these critical contributors to health.

The project also revealed relatively high outpatient health care utilization (Table 2) for a generally young population of individuals who were preselected for health in order to serve. As the military is an environment with universal, free health care, this finding suggests the potential to study care utilization behavior in such an environment. We will assess this study concept for feasibility as part of our ongoing review of the substantial data resources available to the research team.

Acknowledgments
We thank Dr Guodong (Gordon) Gao, University of Maryland, College Park, for his insightful ideas and suggestions for improvement. This research was supported by the University of Maryland-Leidos seed grant program. The grant program sponsors had no role in the review or approval of the manuscript. The views expressed in this paper are those of the authors and do not necessarily reflect the views or official policies of the US Government, Department of Defense, Defense Health Agency, Department of the Army, or the US Army Medical Department.

Conflicts of Interest
None declared.

References
9. Houston TK, Sands DZ, Jenckes MW, Ford DE. Experiences of patients who were early adopters of electronic communication with their physician: satisfaction, benefits, and concerns. Am J Manag Care 2004 Sep;10(9):601-608 [FREE Full text] [Medline: 15515992]


**Abbreviations**

AMEDD: US Army Medical Department
AMSMS: Army Medicine Secure Messaging Service
CHIDS: Center for Health Information and Decision Systems
IRR: incidence rate ratio
MMIDS: Military Medical Informatics Data Set
Abstract

Background: Young people (aged 16-24 years) with long-term health conditions can disengage from health services, resulting in poor health outcomes, but clinicians in the UK National Health Service (NHS) are using digital communication to try to improve engagement. Evidence of effectiveness of this digital communication is equivocal. There are gaps in evidence as to how it might work, its cost, and ethical and safety issues.

Objective: Our objective was to understand how the use of digital communication between young people with long-term conditions and their NHS specialist clinicians changes engagement of the young people with their health care; and to identify costs and necessary safeguards.

Methods: We conducted mixed-methods case studies of 20 NHS specialist clinical teams from across England and Wales and their practice providing care for 13 different long-term physical or mental health conditions. We observed 79 clinical team members and interviewed 165 young people aged 16-24 years with a long-term health condition recruited via case study clinical teams, 173 clinical team members, and 16 information governance specialists from study NHS Trusts. We conducted a thematic analysis of how digital communication works, and analyzed ethics, safety and governance, and annual direct costs.

Results: Young people and their clinical teams variously used mobile phone calls, text messages, email, and voice over Internet protocol. Length of clinician use of digital communication varied from 1 to 13 years in 17 case studies, and was being considered in 3. Digital communication enables timely access for young people to the right clinician at the time when it can make a difference to how they manage their health condition. This is valued as an addition to traditional clinic appointments and can engage those otherwise disengaged, particularly at times of change for young people. It can enhance patient autonomy, empowerment and activation. It challenges the nature and boundaries of therapeutic relationships but can improve trust. The clinical teams studied had not themselves formally evaluated the impact of their intervention. Staff time is the main cost driver, but offsetting savings are likely elsewhere in the health service. Risks include increased dependence on clinicians, inadvertent disclosure of confidential information, and increased risk of inappropriate use of personal information.

http://www.jmir.org/2017/4/e102/
information, and communication failures, which are mostly mitigated by young people and clinicians using common-sense approaches.

**Conclusions:** As NHS policy prompts more widespread use of digital communication to improve the health care experience, our findings suggest that benefit is most likely, and harms are mitigated, when digital communication is used with patients who already have a relationship of trust with the clinical team, and where there is identifiable need for patients to have flexible access, such as when transitioning between services, treatments, or lived context. Clinical teams need a proactive approach to ethics, governance, and patient safety.


**KEYWORDS**
digital communication; long-term conditions; young people; digital health care; patient communication; NHS; National Health Service

**Introduction**

Young people living with long-term conditions are vulnerable to disengagement from health care, which endangers their current and future health [1-5]. Health service factors affecting young people’s engagement with health care include poor patient-clinician communication, inflexible access to people and information, lack of person-centered health care, and the need for continuity and relationship development [2,6-9].

In the United Kingdom, 90% of young people aged 16-24 years own a smartphone [10]. Studies have reported requests from young people to be able to communicate via email, text message, and social media with their health care team [6,11]. There are reports of specialist clinical teams using digital channels for monitoring and information sharing [12,13]. In the United Kingdom, government policy and investment is driving the digitization of the National Health Service (NHS) [14,15]. With the rollout of NHSmail 2 [16], NHS clinicians now have access to secure email and other digital channels for communicating with patients on clinical matters.

Evidence for effectiveness on health outcome of the use of digital channels with patients on clinical matters is not strong. Prior to starting our project, we found 16 systematic reviews [17-32] and 1 clinical review [33] published from 2010 to 2012 on the effectiveness of digital communication between clinicians and patients with long-term conditions, where the long-term condition was relevant to young people (only 2 reviews focused on young people [25,32]). Evidence of an impact on clinical outcomes was equivocal, although no trials reported poorer outcomes in the intervention arm. The reporting of interventions was generally poor. The systematic reviews identified the following gaps in evidence: how digital communication might work [19,21,27,30,33,34], in particular examining the function of the communication rather than the communication channel [33]; what was important to patients and clinicians [19,20,22,23,25-27,32,33,35]; cost and resource use [17,19,21,23,25,27-29]; risks including privacy and data security [19,22,23,27,33]; the need to focus on widely used digital communication rather than being future focused [29]; and research to inform policy, practice, and implementation or rollout [21,22,28].

Given the poor quality of the evidence, and the gaps in the evidence about how digital communication might work, its value to patients and clinicians, and its cost and risks, we had the following aims. First, we wanted to identify how the use of digital channels for communication between young people and their clinicians was addressing the health service factors influencing young people’s engagement with health care, and the perceived impact and value of the digital communication. Second, we aimed to identify cost, ethical, and patient safety issues that need to be considered in the NHS policy-driven rollout of digital communication. To meet both these aims, we studied NHS clinicians and young people with long-term conditions requiring specialist care, who were already using, or considering using, digital channels for communication about clinical issues, where the communication was two-way (synchronous or asynchronous), and where both the clinician and the young person could be mobile.

**Methods**

This was an observational mixed-methods study of cases [36] undertaken in the UK NHS, where services are free at the point of delivery.

**Case Study Sampling**

We used multiple strategies to identify clinical teams. First, between December 2013 and February 2014, using Google (Google Inc, Mountain View, CA, USA), we searched the Internet for reports of the use of digital communication with patients in the NHS using the keywords “e-health,” “telehealth,” “telemedicine,” “digital communication,” “young people,” and “young persons.” We scrutinized the first 35 pages of each search for relevant reports. Further information was then sourced from individual NHS Trust websites, documents, and reports and by contacting key individuals. Second, we listed the project on the UK National Institute for Health Research (NIHR) portfolio inviting participation. Third, we contacted clinicians we knew personally or had encountered at applied health conferences and asked them to distribute information about the project to their networks. Fourth, clinical teams expressing interest in the study were asked to pass on the study information to potentially interested colleagues.

Study inclusion criteria were that (1) the clinical team was providing specialist care for young people (age 16-24 years) with long-term conditions (eg, sickle cell, liver disease, cystic fibrosis, cancer, or mental health issues), (2) the team had interest in the use of two-way digital communications with the
young people, and (3) the long-term condition had considerable cost implications for the NHS.

We sampled 20 teams purposively for diversity of clinical condition, use of digital communication with patients, size, and geographic location. Studying 20 teams ensured both diversity and anonymity of study teams. Anonymity was important as; at the time of undertaking the study, some study teams may have been in breach of information governance policies.

We obtained ethical approval (14/WM/0066) from National Research Ethics Service Committee West Midlands - The Black Country.

Data Collection

We collected data between November 2014 and March 2016. Prior to commencing fieldwork with each clinical team, we requested to see any in-house evaluations of their digital communication with patients that they had done. During recruitment of clinical teams, some teams mentioned that they were using digital channels without formal approval from their Trust. We therefore sought to interview the Trust information governance specialist before collecting data from any clinical teams.

To understand how digital clinical communication was used, including its perceived impact, and to identify issues related to ethics and patient safety, we observed and interviewed clinical team members at all study sites. We collected data within a 2-week data collection period during the team’s day-to-day work, recruiting as many team members as were prepared to participate. To explore the cost of using digital communication with patients, we collected data on equipment and clinician time spent on the use of digital communication with patients and its cost. To gather these data, we developed a questionnaire based on early interview data and used this as part of clinical team interviews.

We also recruited for interview young people aged 16-24 years under the care of the clinical team and due to be seen by the team during the 2-week data collection period. The young people were sent study information prior to their scheduled encounter. The clinical team or the study researcher approached each young person at the scheduled encounter—usually before the appointment time—to take consent and confirm interview arrangements. Those not attending were further contacted to request participation. At the interview, we asked the young people about their use of digital communication with the clinical team, its impact on their day-to-day life and ability to manage their health condition, and ethical and safety issues. To explore the value young people placed on digital access to their clinical team, we asked them what they would be willing to pay for the service. Young people were each offered a £20 store voucher as a thank-you token. Interviews used any communication channel preferred by the participant, such as phone, in person, or email. We recruited for interview until we were confident we were not gaining any new data from the young people on their experience and views of the use of digital communication with clinicians at their clinic.

Data Management and Analysis

Observation notes were taken, and then typed up and expanded immediately after observation. Interviews were audio-recorded or notes taken, typed up, and expanded. We made reflective notes after each observation or interview. Recordings were transcribed and checked for accuracy. All identifiers were removed, and data were identified with a site and participant number. Independent coding was undertaken on 20% of all coding, and discrepancies were discussed. Quality checks were undertaken on data entry of survey data.

We coded all qualitative data for the major prespecified analysis themes related to our aims: (1) how digital communication with patients is used and its perceived impact, (2) the value of the communication to young people, (3) its ethical impact, and (4) patient safety and governance issues and their mitigation. Within these coded data, we undertook (1) further analysis identifying the mechanisms by which the digital communication had an immediate impact, and its context [37], (2) thematic analysis [38], (3) thematic analysis informed by theory [39], and (4) thematic analysis with an established safety framework [40].

Using staff questionnaire data, we calculated, for each respondent, the annual direct costs associated with digital communication with patients. We used NHS Agenda for Change pay scales 2014-2015 [41] for salaries and University of Warwick information technology service price lists for employer-provided equipment, annualized assuming a 3-year life span and a discount rate of 3.5% [42]. We estimated total costs at each site where over 50% of clinical team members responded to the survey. Where data permitted, we estimated cost per patient based on the size of each clinic’s patient list.

Patient, Public, and Stakeholder Involvement

We explored early research ideas with an experienced Patient, Public, and Stakeholder Involvement group with which we had worked for over 10 years (Warwick Diabetes Research and Education User Group). Subsequently, to gain input from young people, 20 students (15-17 years of age) from 5 local schools collected opinions from their peers and reported this as a film [43]. Patient, Public, and Stakeholder Involvement coapplicant and coauthor JF drew on this to advise the project team about collecting data from the young people living with long-term conditions. He subsequently chaired the project management group. This group included 4 young adults and a parent of a young person living with a long-term condition, and representation from NHS Digital (UK Department of Health, Leeds, UK). They advised on recruitment, data collection procedures, analysis, and impact strategies.

Each clinical team is receiving a copy of the project report. Study results in the form of Quick Reference Guides [44] are being disseminated to patient support and advocacy groups, professional organizations, and all NHS Trusts, Health Boards, and Clinical Commissioning Groups.
Results

Study Sites and Participants

We identified 104 clinical teams (via Internet search, 15; NIHR portfolio, 7; networks and contacts, 58; contacts of already interested clinical teams, 24), of which 47 were eligible and interested in participating (see Figure 1). We initiated site setup at 25 sites and studied 20, covering 13 clinical specialties (see Table 1). Clinic populations included children and adolescent services, transition services, young adult services, and adult services. There were 9 clinical teams in the South and East of England, 7 in the Midlands, 3 in the North of England, and 1 in Wales. At recruitment, clinical teams variously reported using with their young people the following communication channels: mobile phone calls, text messages, email, voice over Internet protocol, and personal health records. A total of 3 clinical teams used no digital communication with their young people.

Figure 1. Flowchart showing case site recruitment.
Table 1. Case study site health condition, clinic type, age group, digital communication used with patients, and data collected.

<table>
<thead>
<tr>
<th>Site identifier</th>
<th>Clinic population</th>
<th>Patient age range (years)</th>
<th>Digital communication channels used in clinic</th>
<th>No. of young people interviewed</th>
<th>No. of staff interviewed</th>
<th>No. of information governance specialists interviewed</th>
<th>No. of staff shadowed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diabetes 1</td>
<td>Transition</td>
<td>12-19</td>
<td>Mobile phone, text message, email</td>
<td>12</td>
<td>8</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>Mental Health 1 (Early Intervention)</td>
<td>Age independent</td>
<td>&gt;16</td>
<td>Mobile phone, text message, email</td>
<td>1</td>
<td>8</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Cystic Fibrosis 1</td>
<td>Adult</td>
<td>&gt;16</td>
<td>Email</td>
<td>2</td>
<td>5</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Dermatology</td>
<td>Adult</td>
<td>&gt;18</td>
<td>Email</td>
<td>7</td>
<td>4</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Mental Health 2 (CAMHS(^b))</td>
<td>Child and adolescent</td>
<td>&lt;18</td>
<td>None</td>
<td>4</td>
<td>11</td>
<td>1(^c)</td>
<td>4</td>
</tr>
<tr>
<td>Mental Health 3 (Outreach team)</td>
<td>Child and adolescent</td>
<td>&lt;18</td>
<td>Mobile phone, text message, VoIP(^d)</td>
<td>5</td>
<td>11</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Arthritis</td>
<td>Transition</td>
<td>16-25</td>
<td>None</td>
<td>16</td>
<td>8</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Cystic Fibrosis 2</td>
<td>Adult</td>
<td>&gt;16</td>
<td>Mobile phone, text message, VoIP</td>
<td>13</td>
<td>11</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>School nurse service</td>
<td>Young people</td>
<td>14-19</td>
<td>Text message, VoIP (pilot)</td>
<td>0</td>
<td>7</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Kidney</td>
<td>Young adult</td>
<td>16-22</td>
<td>Email</td>
<td>7</td>
<td>7</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Liver</td>
<td>Transition</td>
<td>12-25</td>
<td>Text message, email</td>
<td>15</td>
<td>12</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>Sickle Cell</td>
<td>Transition</td>
<td>12-24</td>
<td>Mobile phone, text message</td>
<td>10</td>
<td>13</td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>Mental Health 4 (Early Intervention in Psychosis Team)</td>
<td>Youth</td>
<td>14-35</td>
<td>Mobile phone, text message, email</td>
<td>4</td>
<td>9</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>Cancer 1</td>
<td>Teenage and young adult</td>
<td>15-24</td>
<td>Mobile phone, text message, email</td>
<td>12</td>
<td>7</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Diabetes 2</td>
<td>Transition</td>
<td>16-25</td>
<td>Mobile phone, VoIP</td>
<td>11</td>
<td>6</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Inflammatory Bowel Disease 1</td>
<td>Adult</td>
<td>&gt;16</td>
<td>Web portal, email</td>
<td>1</td>
<td>6</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Inflammatory Bowel Disease 2</td>
<td>Adolescent</td>
<td>13-23</td>
<td>Email</td>
<td>13</td>
<td>7</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>HIV(^e)</td>
<td>Adult</td>
<td>&gt;18</td>
<td>None</td>
<td>9</td>
<td>12</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>Sexual Health</td>
<td>Adult and young people</td>
<td>&gt;16</td>
<td>Testing kits ordered online</td>
<td>12</td>
<td>10</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Cancer 2</td>
<td>Teenage and young adult</td>
<td>15-24</td>
<td>Mobile phone, text message, email</td>
<td>11</td>
<td>11</td>
<td>2</td>
<td>8</td>
</tr>
</tbody>
</table>

\(^a\)As described by clinic staff.

\(^b\)CAMHS: Child and Adolescent Mental Health Services.

\(^c\)Information governance specialist was the same person as for Mental Health 1.

\(^d\)VoIP: voice over Internet protocol.

\(^e\)HIV: human immunodeficiency virus.

We recruited for interview 165 young people. Interviews were undertaken by phone (n=82), face-to-face (n=41), email (n=35), Facebook (n=4), Skype (n=2), and text message (n=1). Speech-based interviews lasted 20-60 minutes, with the majority lasting approximately 30 minutes. Text message-based interviews took up to 2 weeks. We recruited 16 information governance specialists and 173 clinical team members for interview. The clinicians included consultants, registrars, community nurses, advanced nurse practitioners, psychologists, dietitians, physiotherapists, occupational therapists, and pharmacists (7 interviews were with clinic administrators closely involved with patient care).
Interviews were undertaken face-to-face (n=158) or by phone (n=31) and lasted up to 2 hours, with the majority lasting approximately 45 minutes. We shadowed 79 clinical team members, usually for 1-2 hours, longer if appropriate (eg, when observing home visits with a clinician). Of the 173 clinical team members, 115 completed staff health economic questionnaires across 18 sites.

**Timely Digital Contact Between Young People and Their Clinical Team**

Young people and clinicians mostly used digital channels to be in contact at times when the contact could make a difference to how the young people managed their condition. This timely access was not scheduled, although clinicians often planned their contacts.

The channels of communication used for this timely access varied across clinical teams (see Table 1) and according to the reason for making contact. Mobile phones were used for urgent issues and when discussion was needed to resolve the clinical problem. Text messaging was used for keeping in touch, raising less-urgent concerns such as new symptoms or changing trends in home monitoring (eg, blood sugars), personal reminders about upcoming appointments, and reminders about therapy. Additional clinical team members used text messaging to make direct contact with young people where parents were involved in a young person’s treatment, as this allowed issues to be raised that would not be raised in front of parents. Email was useful for sending complex information and summaries of discussion at a consultation, as the young people were then able to read and reread the information, and for sending test results where the results were routine or as expected and the individual was well known to the service. The young people emailed questions such as how to use a skin cream or fix equipment, concerns such as suitability of vaccinations for travel, photographs of their condition, such as a rash, and requests for supplies.

Although the clinical teams we studied were motivated to use timely digital communication with their young people to improve their health outcome, none of the clinical teams had evaluated the impact of its use on health outcome. However, our data revealed many mechanisms by which timely digital access improved health care and so had the potential to improve health outcome. Young people and clinicians reported that timely digital communication enhanced engagement, reduced patient anxiety, and improved trust between the young people and their clinicians. Young people felt they received personalized care and valued the continuity of care they received by being able to contact the clinicians who knew them when they needed to. The timely access prompted activation and better self-management by the young people:

> I sort of just avoided doing anything really and just thought it might sort itself. But...I do need to accept the help that's out there for me...it's a lot better just being able to speak over email and then when you do need a test done you're only going into your doctors every four or five months, if that. [Young person 06, Diabetes 2]

**Value to the Young People and Cost to the NHS of Timely Digital Access**

A total of 110 of the 165 young people answered the exploratory question on their willingness to pay for digital communication with their clinical team. The median willingness to pay was £5 per month (interquartile range £0–£16, maximum £120). A total of 27 young people reported being willing to pay £30 or more per month, 35 were willing to pay between £0 and £30, 30 would not be willing to pay extra, and 18 were unable or unwilling to answer this question. The reasons young people gave for wanting the service mostly related to resolving problems quickly, such as an issue with self-injection; enabling easier contact with a named clinician for continuity of care; and saving time travelling to a clinic to report progress and to hear or provide results. Young people from one mental health site objected to the service mostly related to resolving problems quickly, such as an issue with self-injection; enabling easier contact with a named clinician for continuity of care; and saving time travelling to a clinic to report progress and to hear or provide results.

Young people who were already engaged with their clinical team sometimes used email or text messaging to communicate about sensitive issues that they found difficult to raise face-to-face, knowing that the email or text message would prompt the clinician to raise the issue when they saw them. Some disengaged young people reengaged with their clinical team via email or text message when the young person had not responded to phone calls or regular mail.

Young people and clinicians reported examples of where timely digital communication had been used to diagnose minor issues, sometimes avoiding unnecessary clinic visits, or to treat symptoms before they became serious, thus avoiding the need for emergency care.

Timely digital access was considered, by both young people and their clinicians, to be a valuable addition to traditional clinic appointments, not a replacement. Face-to-face communication was considered important for establishing relationships and for conveying bad or potentially upsetting news. The use of digital channels for routine issues and exchange of information between appointments left more time in clinic appointments for complex issues, and so increased the value of the face-to-face consultations for both the young people and clinicians.

Digital communication was convenient for the clinicians and young people, as it avoided disruption to their other activities and sometimes avoided unnecessary consultations. The use of asynchronous communication such as email and text messaging allowed them to think about their questions or responses. Clinicians liked the opportunity to consult clinical records before responding, although where a clinician knew the patient well they did not always do this.

**I can email them anytime, I can get a response anytime and sort it out myself. [Young person 07, Inflammatory Bowel Disease 2]**

Young people and clinicians reported examples of where timely digital communication had been used to diagnose minor issues, sometimes avoiding unnecessary clinic visits, or to treat symptoms before they became serious, thus avoiding the need for emergency care.
Our exploratory data indicated that the mean time spent by staff per day using digital channels to communicate with young people was 76 minutes (median 45 minutes, interquartile range 0-120 minutes). The mean and median times were not typical levels of activity (see Figure 2): 33 of 115 staff (28.7%) reported using digital communication with patients “rarely” or “never,” and 25 staff (21.7%) reported using it for over 2 hours per day. Use varied by grade and profession. Medical consultants reported substantially lower use (mean time 28 minutes per day) than nurses (120 minutes per day) and physiotherapists (120 minutes per day), but consultants’ use was similar to that of dietitians (14 minutes per day) and psychologists (34 minutes per day). The major cost for providing digital communication between clinic appointments was staff time (see Table 2). Staff time was typically 90%-95% of total cost. For sites where the clinic was able to provide the size of their patient list so that cost per patient could be calculated, the reported figure was between £0 and £20 per month, with the exception of the 2 cystic fibrosis sites, where costs per patient were much higher (£73-£130).

**Figure 2.** Minutes per day reported by clinical team members (n=115) as spent using digital communication with patients.
Most staff reported that their workload was manageable. When asked what they would do without digital communication, they said they would spend time trying to contact young people by phone or arranging appointments for them. However, staff did not report that digital communication reduced their workload overall, and several reported an increase.

From the qualitative data we identified mechanisms by which NHS costs may be reduced through the use of digital communication with patients. These were a follows:

- Reducing costly complications of illness through early treatment
- Reducing the number of appointments young people had to attend
- Reducing “did not attend” rates
- Responding to queries, for example, for young people with sickle cell, to avoid a visit to an emergency department
- Improving response to therapy through provision of advice and support, so reducing future health care cost.

### Managing Access Through Digital Channels

Although the ease of access that digital channels allowed was appreciated by both young people and clinicians, both were aware of the need to manage expectations. These were still being worked out by some clinical teams and their young people. Clarity about response times, working hours, and the channels of communication suitable for different purposes was considered important. Young people and clinicians wanted this information to be easily available through email and text messages, bounce-back messages, and voicemail and to be reinforced during consultations and communications. Clinical teams reported response times between a few minutes to a few days, depending on the health condition and channel of communication. Poor network coverage in some rural areas and the cost to young people of digital communication were identified as limiting digital access for some young people.

### Ethical Impact of the Use of Timely Digital Communication

Digital communication has the potential to both enhance and undermine patient autonomy. Clinicians explained that it increased patient autonomy [45] by giving the young people...
more control in both the management of their condition and the way in which they communicated with their clinical team. But they also noted that it may discourage some young people from taking responsibility for their own health by providing easy access to a decision maker. Young people placed more emphasis on the personalization of their care with digital communication than on increased empowerment. The ability to have more frequent contact with a specific clinician meant the clinician was more likely to know that particular young person, their circumstances, and what is important to them, so enabling the clinician to deliver person-centered care [46]:

Your relationship with the nurse is a lot easier...because they know you and they know your condition...[rather] than just another nurse that you come to see. They understand how yours is different to everybody else’s. [Young person 04, Diabetes 1]

Communicating digitally reduced the power imbalance in the patient-clinician relationship, with clinicians fitting into the young person’s world rather than the young person being expected to fit into the clinical world. However, there were consequences for clinician autonomy. Clinicians expressed concerns about blurring of the patient-clinician boundary:

[The patient] started sending me huge numbers of emails and chasing me a lot...I had to then think about what’s a reasonable time frame for getting back to [the patient]. [Consultant 04, Mental Health 3]

Another concern was losing control over clinician information; one clinician reported how their patient had put the clinician’s text messages out on social media.

The concept of a duty of care to an individual patient is enshrined in professional codes and common law [42,47]. The development of a more personalized relationship through digital communication created uncertainty for both patient and clinician about their understanding of the duty of care and its limits. Clinicians described their concerns about the patient’s use of text messaging or email for communication about serious health concerns outside of the clinic’s normal working hours. They were unsure where the boundary was to the duty of care:

I was worried she [the patient] was going to do something dangerous like commit suicide or something, because she has mental health issues. And then felt awful the fact that I’d given her my email as a point of contact and then she’d reached out but it was two o’clock in the morning and of course I hadn’t picked it up. [Clinical team member 01, Liver Disease]

However, across all sites, few participants were able to recall an instance where a patient had left an urgent communication that was not picked up in a timely manner.

There is an implied promise at the heart of the patient-clinician relationship that information disclosed to the clinician by the patient, or gained in the process of that patient’s care, will not be disclosed to others without the patient’s consent. Young people varied in their level of understanding of, and concern about, confidentiality and privacy. Clinicians were usually cautious about sending confidential data digitally, and many distinguished between a clinician sending information to the young person (risk of breach of confidentiality) and the young person sending data to the clinician (young person’s choice and their responsibility).

Patient Safety

In addition to the inadvertent disclosure of sensitive information discussed above, our data revealed three other major categories of hazards from the use of timely digital communication between young people and their clinical team: communication failures; failure to record the content of the communication; and failure to consult the patient’s notes prior to engaging in communication. Table 3 summarizes the causes, consequences, and current form of mitigation of these hazards. These hazards are common to all forms of clinical communication, but the ease and speed of use of digital channels magnifies the risks.

http://www.jmir.org/2017/4/e102/
Table 3. Hazards, consequences, causes, and current form of mitigation identified by young people with long-term conditions and their clinicians using digital channels to communicate about clinical issues.

<table>
<thead>
<tr>
<th>Hazard</th>
<th>Consequences</th>
<th>Causes</th>
<th>Current form of mitigation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inadvertent disclosure of sensitive information</td>
<td>Negative effects on patient well-being; jeopardizing trust between clinician and patient</td>
<td>Hacking, interception of communication, loss or theft of hardware, poor usability of encrypted mail service, shared email accounts and computers, sending communication to wrong recipient, excessive distribution of communication</td>
<td>Limiting the use of digital communication; technical solutions; double-checking contact details; ensuring explicit or implicit patient consent</td>
</tr>
<tr>
<td>Communication failures</td>
<td>Failure or delay in providing relevant clinical information and advice; patients discouraged from seeking relevant advice; delays in escalation to emergency care; unnecessary escalation to emergency care; patient uncertain or anxious; clinician stressed or anxious</td>
<td>Not answering communication from unknown numbers, not being able to establish the patient’s identity, delay in picking up or responding to messages, inability to access the Internet on mobile phones due to lack of signal or credit, poor usability of devices, difficulty expressing clearly information requests in text messages, patients downplaying seriousness of their condition in text messages, difficulty of checking correct understanding of communication content using asynchronous channels</td>
<td>Limiting the use of digital communication; clinician training in use of asynchronous digital channels with patients; planning for sufficient time to write and read digital communication carefully; using alternative means of emergency advice seeking; following up using a different communication channel</td>
</tr>
<tr>
<td>Failure to record content of digital communication</td>
<td>Other clinicians unaware of prior communication; unnecessary duplication of questions and advice given to patients; gaps in clinical record; lack of clarity for patients and clinicians about what was communicated</td>
<td>Digital communication not logged automatically; content of text and email messages not easily transferred to clinical notes; time consuming to record all digital communication; limited storage on communication device; lack of common understanding of how to document content of digital communication in clinical record</td>
<td>Treating every communication as equivalent to a face-to-face consultation; limiting the use of digital communication to forms readily integrated with patient’s clinical record; restricting the use of digital communication</td>
</tr>
<tr>
<td>Failure to consult patient’s notes prior to engaging in digital communication</td>
<td>Reliance on an incomplete understanding of patient’s clinical history; duplicate or contradictory advice giving</td>
<td>Perceived familiarity with the patient because of frequent contact; acute problem requiring urgent response; nonclinical nature of many of the digital communications between young person and clinician</td>
<td>Familiarity with the patient; double-checking notes after the communication has taken place</td>
</tr>
</tbody>
</table>

Information governance specialists expressed a willingness to support their clinical teams in using digital communication to improve health care. They are also required to monitor adherence to NHS Trust policy. Of the 16 information governance specialists interviewed, 13 reported the existence of policies in their organizations that specifically covered text messaging, emailing, and the use of handheld mobile devices. They recognized that policies need to evolve as digital communications evolve, with a majority of those interviewed currently developing policies. A few Trusts did not permit digital communication with patients, and some information governance specialists in these Trusts were aware that it was nonetheless taking place. During their interviews, information governance specialists discussed the hazards of digital communication with patients in general terms and recognized the need for training clinical teams in its use. None of the clinical teams we studied reported that they had undertaken a formal patient ethical or safety appraisal of their service. As Table 3 describes, young people and clinicians were often left to mitigate the risks by relying on common-sense strategies (eg, escalation by other means for emergencies) and by restricting the use of digital communication (eg, restricting it to nonurgent matters). A trusting relationship between the young people and their clinical team was important for mitigating both patient safety and ethical risks.

Discussion

Principal Findings

The provision of timely digital communication between young people with long-term conditions and their clinicians is addressing the health system factors that in the past have led to these young people disengaging from health services. Digital channels enable contact between young people and their clinical teams when this contact can make a difference to how the patient manages their condition. This digital service improves the patient’s experience of and engagement with care and prompts greater levels of self-management. Offering both digital and face-to-face contact is important to young people and clinicians. It also has the potential to reduce health care inequalities by engaging young people who are otherwise hard to reach. Young people value the enhanced access. Providing this access increases staff workload. The cost of providing this access is mostly attributable to staff costs. This cost is not immediately apparent to patients in the NHS, where services are free at the point of delivery. There is potential for offsetting savings from reduced adverse events and enhanced long-term outcomes, but these will not generally accrue to the service facing increased initial costs. As NHS policy prompts further rollout of digital access between patients and clinicians, there are ethical, governance, and patient safety issues to be considered by the patients, clinical teams, and their service organizations. These
issues are currently mitigated by patients and clinicians working together in relationships of trust.

**Strengths and Limitations**

Our study findings are likely to apply to adult populations, as they do not relate specifically to the age or clinical condition of the young people, particularly as smartphone ownership among older people is rapidly increasing [10], giving them easier access to text messaging and email. We included a relatively large number of case study sites for mixed-methods data collection covering a wide range of clinical conditions. Clinical teams were using widely used digital channels. The study captured the perspectives of many young people living with long-term conditions and those of a wide range of clinical team members.

The generalizability of our study findings is limited by the study design, as with any empirical study of practice-initiated behavior. We may have detected only what is most obvious and may have missed more subtle issues. Our participants may have reported particularly positive or, perhaps to a lesser extent, negative experiences. We were unable to recruit young people who were not engaging with their health care provider. Interviews did not elicit explicit ethical reflection. Clinicians found it difficult to estimate their workload during the interviews, and we did not attempt to collect data about digital communication activity via their digital communication system. Some clinics were unable to provide the size of their patient list. We did not attempt to collect cost data for patients as we had no comparator group. We were able to estimate the direct costs associated with the delivery of digital communication with patients, but we did not have comparator data to estimate the costs incrementally. While we identified qualitatively how this communication could lead to NHS savings, we did not have accurate-enough incremental outcome data to quantify the savings or cost-effectiveness. The study was undertaken in the NHS, where costs of care are not made clear to individual patients.

**Comparison With Prior Work**

The clinical teams we studied did not need convincing of the benefits of implementing timely digital clinical communication [48]. There is evidence that motivation and enthusiasm make a difference when implementing digital clinical interventions [49]. However, despite the importance of evaluating their digital access service for justifying its further development [50], none of the clinical teams had done so. Systematic reviews of intervention studies, usually focused on specific disease areas and published since we were preparing for this study, have mostly found some benefit from the use of digital channels for communication between patient and clinical teams, but some found no benefit. One review of text messaging for diabetes found no clear impact on glycemic control and self-management [51], whereas other reviews have found that telehealth improves glycemic control [52,53]. Systematic reviews on mental health found mostly positive findings [54,55]. A systematic review of telehealth to support family caregivers of people with chronic disease concluded that telehealth can positively affect care [56].

**Conclusions**

Our study findings suggest how the introduction of timely access for patients to their clinical team using digital channels could be safely and ethically achieved, to improve the experience of health care and enhance self-management. First, implement the service initially with patients where there is an existing relationship of trust between patient and clinical team. Examples include patients with long-term conditions and women in the antenatal period. Second, focus on delivery to the population of patients where the service is responding to an identified need—for example, patients in transition between services (such as the young people we studied); patients in transition between treatments (eg, a person with diabetes starting insulin), or before or after treatment (eg, liver transplant); and patients in transition in their life (eg, starting university)—and monitor impact on staff workload. Third, prior to introducing the timely digital access, clinical teams need to work out how they will proactively manage safety [57] (eg, inadvertent information disclosure) and ethical issues (eg, role boundaries), and use their information governance specialists as a resource (eg, provision of training). Improvements in the technological infrastructure (eg, NHSmail 2 [16]) have solved, or will solve, some safety and ethical concerns, but others need to be addressed within the clinical team, often with simple measures such as a timetable of clinical team members’ availability within email signatures (see LYNC study Quick Reference Guides designed to support clinical team discussions on these issues) [44]. Introducing timely digital access for patients to their clinical team using digital channels will require trained leadership [15] and patient involvement [50].

An experimental research design is needed to evaluate the impact of timely digital access to clinical teams on health outcome and health care provision. The research will need to take account of the nature of the existing relationship between patient and clinician.
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Abstract

Background: Patients suffering from depression have a high risk of relapse and readmission in the weeks following discharge from inpatient wards. Electronic self-monitoring systems that offer patient-communication features are now available to offer daily support to patients, but the usability, acceptability, and adherence to these systems has only been sparsely investigated.

Objective: We aim to test the usability, acceptability, adherence, and clinical outcome of a newly developed computer-based electronic self-assessment system (the Daybuilder system) in patients suffering from depression, in the period from discharge until commencing outpatient treatment in the Intensive Outpatient Unit for Affective Disorders.

Methods: Patients suffering from unipolar major depression that were referred from inpatient wards to an intensive outpatient unit were included in this study before their discharge, and were followed for four weeks. User satisfaction was assessed using semiquantitative questionnaires and the System Usability Scale (SUS). Patients were interviewed at baseline and at endpoint with the Hamilton depression rating scale (HAM-D17), the Major Depression Inventory (MDI), and the 5-item World Health Organization Well-Being Index (WHO-5). In this four-week period patients used the Daybuilder system to self-monitor mood, sleep, activity, and medication adherence on a daily basis. The system displayed a graphical representation of the data that was simultaneously displayed to patients and clinicians. Patients were phoned weekly to discuss their data entries. The primary outcomes were usability, acceptability, and adherence to the system. The secondary outcomes were changes in: the electronically self-assessed mood, sleep, and activity scores; and scores from the HAM-D17, MDI, and WHO-5 scales.

Results: In total, 76% of enrolled patients (34/45) completed the four-week study. Five patients were readmitted due to relapse. The 34 patients that completed the study entered data for mood on 93.8% of the days (872/930), sleep on 98.8% of the days (835/930), activity on 95.0% of the days (862/930), and medication on 95.0% of the days (862/930). SUS scores were 86.2 (standard deviation [SD] 9.7) and 79% of the patients (27/34) found that the system lived up to their expectations. A significant improvement in depression severity was found on the HAM-D17 from 18.0 (SD 6.5) to 13.3 (SD 7.3; P<.01), on the MDI from 27.1 (SD 13.1) to 22.1 (SD 12.7; P=.006), and in quality of life on the WHO-5 from 31.3 (SD 22.9) to 43.4 (SD 22.1; P<.001) scales, but not on self-assessed mood (P=.08). Mood and sleep parameters were highly variable from day-to-day. Sleep-offset
was significantly delayed from baseline, averaging 48 minutes (standard error 12 minutes; \( P < .001 \)). Furthermore, when estimating delay of sleep-onset (with sleep quality included in the model) during the study period, this showed a significant negative effect on mood (\( P = .03 \)).

**Conclusions:** The Daybuilder systems performed well technically, and patients were satisfied with the system and had high adherence to self-assessments. The dropout rate and the gradual delay in sleep emphasize the need for continued clinical support for these patients, especially when considering sleep guidance.

**KEYWORDS**
depressive disorder, major; electronic monitoring; graph drawing; sleep; self-assessment; observational study; inpatients; patient participation; chronotherapeutics

**Introduction**

**Major Depression**

Major depression is estimated by the World Health Organization to top the list of the 20 most financially burdensome disorders in the Western world [1], and a substantial part of these costs cover hospital treatment for patients with severe depression who have long-standing admissions, and who are often readmitted due to relapse [2,3]. Thus, in Denmark, these patients have readmission rates between 10-30% in the months following discharge [4]. Furthermore, there is an increased risk of suicide in the immediate period following discharge [5]. Therefore, new tools and treatments are needed to prevent readmission and suicide after discharge from inpatients wards.

**Electronic Monitoring**

Increased access to reliable and fast Internet services and the development of interactive systems have spurred interest in the use of electronic monitoring in medicine [6], including psychiatry, where electronic monitoring is increasingly being used as a clinical tool [7,8]. Existing systems differ in mode of function and complexity. Some systems offer interactive self-help with psychotherapy/psychoeducation [9], some include clinical backup, some are designed for use on smartphones, and others are designed for computers or tablets [10]. A small number of systems use a bidirectional feedback loop between patients and clinicians [11,12], in which data entered by patients can be seen in real-time by the clinician, and responses can occur immediately if needed. These systems make it easier for patients and clinicians to notice changes in conditions over time, be it behavioral changes such as activity or medication, or psychopathological symptoms (eg, mood and sleep). Using these systems, worsening of the condition can be acted upon by patients and clinicians in collaboration, via comonitoring [13]. In general, data entered in these systems are graphically presented to enable patients and researchers/clinicians to visualize relationships between the entered data and development of the measured variables over time.

When used in research, electronic monitoring has a number of advantages: it partly eliminates the need for pen and paper data collection, it makes data immediately available for analyses, and it secures day-to-day information that might otherwise be lost due to cognitive dysfunction that is prevalent in patients with major depression [14]. If the clinical practice can match the opportunities given in interactive systems by supplying feedback, patients will be enabled to make earlier adjustments in treatment and behavior by having an earlier and more focused response to their condition.

High dropout rates are a common problem in electronic monitoring [15], although studies using systems that connect patients and clinicians have higher adherence rates [16]. Some applications have a multitude of options and can be difficult to use for patients with depression. Simplicity and ease of use are considered essential for users [17]. The system that we evaluated in this study (the Daybuilder system) was developed with this in mind, having a reduced number of assessment parameters and a graphical representation that is central in the screen. The Daybuilder system has been developed in close collaboration with users and clinicians in psychiatry [18].

**Summary**

In summary, by using interactive electronic monitoring we can:

- obtain day-to-day information of clinical state;
- obtain a measure of day-to-day variability;
- and enable patients and clinicians to discover time-trends and relationships between variables that facilitate early and more focused intervention, via the graphical representation of data over time.

A pilot test with the Daybuilder system showed the system to be easy to use and stable [18]. In this study, the aim was to test the usability, acceptability, and adherence to the Daybuilder system in patients suffering from depression who were discharged from inpatient psychiatric wards, and patients were followed for four weeks. We also report relapse, the time courses of mood, sleep, and activity, and the interrelatedness of these factors.

**Methods**

**Design**

The study design was a single arm observational study. The study consisted of three distinct periods: Phase 1 was the period from inclusion to discharge, Phase 2 was the period from discharge to commencing treatment at the Intensive Outpatient Unit for Affective Disorders (IOA) service, and Phase 3 was the period from the start at IOA to the end of each patient's four-week study period.

**Participants**

Patients suffering from unipolar major depression that were referred from inpatient wards to an IOA were asked to participate in the study before they were discharged from psychiatric inpatient wards. The scientific ethical committee
for the Capital Region of Copenhagen was informed about the study in writing (Journal nr. H-3-2013-FSP32) and decided that the study did not require review by the committee. The study was approved by Psychiatric Center Copenhagen and the Danish Data Agency (RHP-2013-023, I-Suite number: 02470). The patient identification list was kept under double lock. Baseline procedures consisted of a psychometric assessment and an introduction to the Daybuilder system. Informed consent was obtained from all participants after oral and written information had been given about the study content and possible consequences.

**Eligibility Criteria**

Inclusion criteria included: major depression as defined in the Diagnostic and Statistical Manual of Mental Disorders 4th edition, and age >18 years. Exclusion criteria included: suicidality (corresponding to a score of 2 or above on the Hamilton depression rating scale [HAM-D17] item 3, or if the investigators were unable to assess the degree of suicidality), abuse of alcohol or other substances that could influence the use of the Daybuilder system, bipolar illness, psychotic depression for the last two weeks prior to inclusion, and comorbid dementia or other organic brain damage that could influence the participant’s ability to use the Daybuilder system. Criteria for leaving the study included: patients wishing to leave the study or admittance for a somatic illness that would potentially influence the ability to use the Daybuilder system. Patients were allowed to continue in the study if readmitted to an inpatient psychiatric ward.

**Psychometric Assessment**

Sociodemographics were collected through interviews and from case files. Diagnostic confirmation was done by use of the Mini-International Neuropsychiatric Interview instrument [19]. Baseline and endpoint depression severity were assessed by the investigator-administered HAM-D17 scale [20] which covers the full spectrum of depression symptoms, the Hamilton six-item subscale (HAM-D6) [21] which covers the core symptoms of depression, the Bech-Rafaelsen melancholia scale (MES) which includes items covering symptoms of psychomotor retardation [22], and paper-and-pen self-assessment was done with the Major Depression Inventory (MDI) [23], and the 5-item World Health Organization Well-Being Index (WHO-5) scale [24].

Patients answered semiqualitative questions regarding the usability of the system at baseline and at the endpoint. These questions covered expectations on the use of the system at inclusion, and reflection on experiences with the system at the endpoint. Patients were asked to fill in the System Usability Scale (SUS) at endpoint [25].

**Daybuilder Procedures**

A patient-specific profile was created on the Daybuilder webpage for each patient, and each person was assigned a study number and an email address to enable them to log into the system. Patients were instructed on how to use Daybuilder, and how to enter the following variables on all days of the four-week study period: sleep-onset, sleep-offset, number of awakenings at night, quality of sleep, naps (time and duration), mood (morning and evening), activity (number of minutes outside the psychiatric ward, or when discharged as minutes outside their home as an estimate of activity), and medication (whether daily medication were taken or not). Mood and quality of sleep were entered on a Visual Analog Scale (VAS; 0=worst depression/worst sleep ever; 10=no depression/best sleep). Participants were instructed to enter mood scores in the morning and evening. Patients began data entry in the Daybuilder system on the day of inclusion. Study investigators phoned patients weekly to aid with any problems related to Daybuilder and to discuss outcomes of data monitoring, as seen in the Daybuilder graphs. Patients were seen by investigators at a final visit after four weeks. Text messages were used during the project to help patients remember that they had to enter their data. Patients’ data were not seen between telephone calls.

All entries into the Daybuilder system were done through the computer (personal computer or Mac), except mood values which could also be entered through short message service (SMS) text messaging. A reminder was sent twice daily over SMS texting to register mood. When entering values in Daybuilder, the system automatically generated a graphic display of all variables to aid understanding of evolving patterns and relationships between variables (eg, between mood, sleep, and activity; see Figure 1).
Outcomes

The primary outcomes were usability, acceptability, and adherence, which were assessed by SUS scores, semi-qualitative questions, and adherence to data entry in the electronic system. Secondary outcomes were changes in self-assessed daily scores of mood, sleep, activity, and medication adherence.

Statistics

Usability, acceptability, and adherence measures were analyzed on completers, who were defined as patients clinically assessed at endpoint visit. Adherence was calculated as a percentage of data entry days in relation to the planned four-week study period, for each data entry parameter (e.g., sleep, mood). Mood, sleep, and activity outcomes were analyzed using available data from all included patients. A mean daily mood score was calculated for those with more than one mood entry per day. Correlation between Hamilton scores and mood scores was calculated using the Pearson correlation procedure.

Daily continuous scale scores that were entered, including sleep scores, were analyzed in a random linear regression model using available data from all included patients with intercept and day as random effects. Results are given as estimated values, confidence limits (CLs), standard errors (SEs), and P-values. For explorative analyses on sleep parameters, the model only included time (day) as a covariate. For explorative analyses on mood the model included time (day), sleep-onset, sleep-offset, sleep quality, activity, and interactions between sleep-onset and day, sleep-offset and day, sleep quality and day, and activity and day. Summary means for sociodemographics, usability, adherence, and acceptability measures are given with standard deviations (SDs). All time points are in the form of hour:minutes.

Based on the paper by Bech et al [26] showing that when comparing MDI depression scores with a VAS scale (0=no depression; 100=worst depression), the cut-off for severe depression on the MDI (scores 31-50, higher scores indicating worse depression) corresponded to a VAS score of 58.4 (MDI=0.49*VAS+2.4). The VAS score used in this study was reversed with 0 as the worst score and 10 as the best, so we translated the VAS score of 58.4 (approximated to 60) to a score of 4 and below as a signifier of severe depression. The level of statistical significance was set at 5%, and was two-sided. Analyses were performed by SAS software (SAS system for Windows, release 9.4, SAS Inst., Cary, NC, USA).

Results

Participants

In total, 230 patients were referred to the IOA in the inclusion period from September 2013 to March 2015. Only 89 patients were asked to participate, as the remaining did not fulfill inclusion criteria or fulfilled exclusion criteria, or were already discharged at the time of screening. A total of 45 patients accepted the invitation to join the study. Sociodemographic data is detailed in Table 1.
Mean age was 35.9 years (SD 10.8). Patients had 2.5 previous episodes of major depression (SD 5.7) and a mean duration of current depression of 10.2 months (SD 11.7). Most patients were on sick leave. Only a few patients had attempted suicide in the current episode before admission. Patients were treated with 1.9 drugs (SD 0.9; range 0-4): antidepressants included Selective Serotonin Reuptake Inhibitors (n=12), Serotonin-Norepinephrine Reuptake Inhibitors (n=15), Noradrenergic and Specific Serotonergic Antidepressants (n=11), mianserin (n=11), Tricyclic Antidepressants (n=15), isocarboxazid (n=1), and agomelatine (n=1); antipsychotics included quetiapine (n=8) and olanzapine (n=2); mood stabilizers included lithium (n=5) and lamotrigine (n=4); benzodiazepines (n=3); hypnotics (n=3); and melatonin (n=2).

Usability, Acceptability, and Adherence
In total, 76% of enrolled patients (34/45) completed the four-week study; six patients dropped out during study Phase 1, and five patients during study Phase 2. The causes of dropout included worsening of depression for six patients, and miscellaneous nonillness related issues for the remaining five patients. An additional five patients were readmitted to an inpatient ward due to worsening of depression (all in study Phase 2), all of whom continued their self-monitoring and were evaluated at endpoint. Six patients were not discharged on the last day of data entry. Thus, the readmission rate was 13% (5/39). Mean days in study Phase 1 was 6.4 (7.9; range 0-28), study Phase 2 was 7.6 (7.1; range 0-26), and study Phase 3 was 9.9 (9.6; range 0-28; \( P=.14 \)). Electro Convulsive Treatment (ECT) had been used for 22% (10/45) of all patients, 36% (4/11) of the dropouts, and 18% (6/34) of the completers (\( P=.23 \)). Patients who dropped out entered data into Daybuilder for 12.5 days (11.9; range 1-28).

In general, patients found that the Daybuilder system lived up to their expectations; however, when evaluated at endpoint, patients found that they had registered less data than they had anticipated at baseline (Table 2). Fifty-nine percent of patients (20/34) believed that the system could detect a relapse, and 50% of patients (17/34) believed that the system could influence the course of their illness.

Other semiqualitative questions at baseline showed that patients expected the Daybuilder system to enable visualization of their condition, give support and structure, enable positive expectations, or give a hope of recovery. Several additional self-monitoring items were suggested, such as social activity, appetite, meals, anxiety, cognitive function, medication, and side effects. At endpoint, only 50% of patients (17/34) felt that the system had covered their needs for self-monitoring. A total of 33 patients filled in the SUS scale, with a mean value of 86.2 (SD 9.7; range 65-100). Patients not receiving ECT (n=27) had an SUS score of 86.9 (8.9; range 65-100) and patients receiving ECT (n=6) had a score of 82.9 (13.0; range 65-97.5; \( P=.40 \)). The importance of the weekly phone calls was rated on a scale from 0 to 10 (10= highest importance): 58% of patients (19/33) rated in the interval 8-10, 33% (11/33) in the interval 5-7, and only 9% (3/33) in the interval 0-4. The frequency of phone calls was deemed appropriate by 35% of the patients (12/34). Twenty-six percent of patients (9/34) would have liked more frequent phone calls or a combination of consultation and telephone contact, 12% (4/34) suggested being contacted when the Daybuilder registrations showed signs of deterioration or if data entry was missing, 9% (3/33) felt a need for a more flexible and individualized design that would depend on their mental state, and 18% (6/34) did not answer this question.
Table 2. Usability data from semi-qualitative questions asked at baseline and endpoint.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Baseline, % (n=43)</th>
<th>Endpoint, % (n=34)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Did the Daybuilder system live up to expectations?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>79 (27)</td>
<td>79 (27)</td>
</tr>
<tr>
<td>No</td>
<td>12 (4)</td>
<td>12 (4)</td>
</tr>
<tr>
<td>Uncertain</td>
<td>9 (3)</td>
<td>9 (3)</td>
</tr>
<tr>
<td>No response</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Do you think you will be able to make all registrations/did you make all registrations?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>98 (42)</td>
<td>74 (25)</td>
</tr>
<tr>
<td>No</td>
<td>0 (0)</td>
<td>26 (9)</td>
</tr>
<tr>
<td>Uncertain</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>No response</td>
<td>2 (1)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Do you expect that self-monitoring of mood will influence your mood/did self-monitoring influence your mood?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>44 (19)</td>
<td>32 (11)</td>
</tr>
<tr>
<td>No</td>
<td>37 (16)</td>
<td>65 (22)</td>
</tr>
<tr>
<td>Uncertain</td>
<td>19 (8)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>No response</td>
<td>0 (0)</td>
<td>3 (1)</td>
</tr>
<tr>
<td>Is the need for self-monitoring covered in the Daybuilder system?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>53 (23)</td>
<td>50 (17)</td>
</tr>
<tr>
<td>No</td>
<td>30 (13)</td>
<td>41 (14)</td>
</tr>
<tr>
<td>Uncertain</td>
<td>12 (5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>No response</td>
<td>5 (2)</td>
<td>9 (3)</td>
</tr>
<tr>
<td>Do you expect that the Daybuilder system can detect/did detect a relapse of depression?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>65 (28)</td>
<td>59 (20)</td>
</tr>
<tr>
<td>No</td>
<td>2 (1)</td>
<td>18 (6)</td>
</tr>
<tr>
<td>Uncertain</td>
<td>30 (13)</td>
<td>18 (6)</td>
</tr>
<tr>
<td>No response</td>
<td>2 (1)</td>
<td>6 (2)</td>
</tr>
<tr>
<td>Do you expect that the Daybuilder system will influence the course of your illness/did the system influence the course of your illness?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>56 (24)</td>
<td>50 (17)</td>
</tr>
<tr>
<td>No</td>
<td>35 (15)</td>
<td>47 (16)</td>
</tr>
<tr>
<td>Uncertain</td>
<td>2 (1)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>No response</td>
<td>7 (3)</td>
<td>3 (1)</td>
</tr>
</tbody>
</table>

Only 9% of patients (3/34) were worried about technical problems and 79% of patients (27/34) found that the system lived up to their expectations. Thirty-two percent of patients (11/34) felt that their self-assessment of mood in the Daybuilder system had influenced their mood, but only one patient felt that it had a negative effect. Adherence with data entry into the Daybuilder application for the 34 completers was high: mood on 93.8% of the days (872/930), sleep on 89.8% of the days (835/930), activity on 85.6% of the days (796/930), and medication on 88.0% of the days (818/930).

Mood, Sleep, and Activity Outcomes From the Daybuilder System

Table 3 details the self-assessment scores from the Daybuilder system. Self-assessed mood was not significantly improved during the four-week study period (P=.08). Additional analyses showed that the frequency of mood scores <4 (equivalent to severe depression), were prevalent in all three phases: 44% in Phase 1, 31% in Phase 2, and 32% in Phase 3. Figure 2 shows each patient’s self-assessed mood scores from the Daybuilder system, with day of discharge inserted (marked DS in the figure), and illustrates the high day-to-day variability. Inspection of the
patients that were readmitted showed no substantial worsening of mood prior to readmission.

Table 3. Estimated self-assessment scores from the Daybuilder system.

<table>
<thead>
<tr>
<th>Day</th>
<th>Mood score (SE)</th>
<th>Sleep-onset hh:mm (SE, min)</th>
<th>Sleep-offset hh:mm (SE, min)</th>
<th>Sleep-midpoint hh:mm (SE, min)</th>
<th>Sleep Quality score (SE)</th>
<th>Activity minutes (SE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day 1</td>
<td>4.7 (0.3)</td>
<td>23:30 (9)</td>
<td>7:42 (9)</td>
<td>3:36 (8)</td>
<td>5.2 (0.2)</td>
<td>156.9 (17.6)</td>
</tr>
<tr>
<td>Day 8</td>
<td>4.9 (0.2)</td>
<td>23:38 (9)</td>
<td>7:54 (9)</td>
<td>3:46 (8)</td>
<td>5.4 (0.2)</td>
<td>168.6 (15.0)</td>
</tr>
<tr>
<td>Day 15</td>
<td>5.0 (0.3)</td>
<td>23:46 (10)</td>
<td>8:07 (10)</td>
<td>3:56 (10)</td>
<td>5.6 (0.2)</td>
<td>180.2 (15.2)</td>
</tr>
<tr>
<td>Day 22</td>
<td>5.1 (0.3)</td>
<td>23:53 (15)</td>
<td>8:19 (12)</td>
<td>4:07 (11)</td>
<td>5.8 (0.2)</td>
<td>191.9 (18.0)</td>
</tr>
<tr>
<td>Day 28</td>
<td>5.3 (0.3)</td>
<td>24:00 (14)</td>
<td>8:30 (14)</td>
<td>4:15 (13)</td>
<td>5.9 (0.3)</td>
<td>201.9 (21.8)</td>
</tr>
<tr>
<td>Change</td>
<td>0.5 (0.3)</td>
<td>00:29 (10)</td>
<td>00:48 (12)</td>
<td>00:39 (10)</td>
<td>0.7 (0.3)</td>
<td>45.1 (25.6)</td>
</tr>
<tr>
<td>P-value</td>
<td>.08</td>
<td>.06</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.04</td>
<td>.09</td>
</tr>
</tbody>
</table>

Sleep-offset at endpoint was delayed to 48 minutes (SE 12) compared to baseline sleep-offset ($P<.001$; $t=4.0$, CL 24.6-74.7) and was mostly prevalent in Phase 2. The range of sleep-onset was from 19:00 to 06:30, and sleep-offset was from 24:00 to 14:30. should be " Sleep duration was 8:12 (hours:minutes) at baseline and 8:30 (hours:minutes) at endpoint ($P=.10$). Sleep quality was significantly improved during the four-week period from 5.2 (SE 0.2) to 5.9 (SE 0.3; $P=.04$; $t=2.2$; CL 0.05-1.4). Naps were only taken on 6% of study days (56/931). The mean number of awakenings was 1.1 (1.9; range 0-20) per night.

The mean duration of activity was 156.9 minutes at baseline (SE 17.6) and 201.9 minutes at endpoint (SE 21.8; $P=.09$). Explorative analyses on the effect of sleep parameter on self-reported mood showed no significant effect for sleep-onset, sleep-midpoint, or sleep-offset, but sleep quality was significantly positively associated with mood (parameter estimate 0.15, $P<.001$, $t=6.9$; CL 0.11-0.19). Furthermore, when estimating delay of sleep-onset (with sleep quality included in the model) during the study period, this showed a significant negative effect on mood (combined effect of sleep-onset and the interaction between sleep-onset and day). Thus, a three-hour delay in sleep-onset reduced mood by 0.4 points compared to no delay (SE 0.2; $P=.03$; $t=2.2$; CL 0.04-0.77). Explorative analyses showed no influence of study phase on self-monitored mood and sleep quality ($P=.93$).

**Interview and Self-Assessment Scores From Paper-and-Pen Questionnaires**

During the study period, a statistically significant reduction in the degree of depression was seen on all depression scales, and an increase in scores was observed on the WHO-5 quality of life scale (Table 4). Correlation between HAM-D$_{17}$ and self-reported mood was 0.51 ($P<.001$) at baseline, and 0.44 ($P=.02$) at endpoint. Linear regression showed a negative impact of HAM-D$_{17}$ baseline scores on adherence to sleep and mood registrations (sleep parameters, $R^2=0.18$, $P=.01$; mood scores $R^2=0.10$, $P=.07$).

Table 4. Scores from depression and quality of life scales.

<table>
<thead>
<tr>
<th>Scale (n)</th>
<th>Baseline n (SD)</th>
<th>Endpoint n (SD)</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hamilton Depression Rating Scale 17 item version (34)</td>
<td>18.0 (6.5)</td>
<td>13.3 (7.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hamilton Depression Rating Scale 6 item version (34)</td>
<td>9.9 (3.0)</td>
<td>7.1 (3.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Bech-Rafaelsen Melancholia Scale (34)</td>
<td>17.9 (5.7)</td>
<td>13.3 (7.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Major Depression Inventory (33)</td>
<td>27.1 (13.1)</td>
<td>22.2 (12.7)</td>
<td>.006</td>
</tr>
<tr>
<td>5-item World Health Organization Well-Being Index (32)</td>
<td>31.3 (22.9)</td>
<td>43.4 (22.1)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
Discussion

We expected the Daybuilder system to be manageable for this patient category, and that there would be great day-to-day variability in mood and sleep; both of these expectations were confirmed. Based on prior results [11] we expected that a subset of patients would feel that assessment of mood would worsen their mood. However, this was not the case in our study, as only one patient had this experience.

Principal Results

Based on user reviews, the usability, acceptability, and adherence of the Daybuilder system were found to be good.
Sleep onset and offset varied greatly from day-to-day, and the sleep-wake cycle was delayed significantly from baseline to endpoint. Subjective mood scores entered in the Daybuilder system also varied greatly from day-to-day, and demonstrated no improvement from baseline to endpoint.

Considering the short study period, a dropout rate of 24% (11/45) in a four-week study period must be considered as large, and was mainly caused by worsening of depression, although the present study did not reveal the exact causes for terminating self-monitoring. Due to IOA’s referral rules, this patient group is expected to be more severely depressed and unstable than the typical inpatient with depression, and from this background some dropout is to be expected. Development in this area should focus on mechanisms that will keep patients from dropping out, especially when experiencing a deterioration of mood. This goal could be accomplished by implementing alarm systems activated at mood drops, or when assessments are missing for more than one day.

The secondary outcomes showed that patients’ sleep drifted to later in the day after discharge, and that this drift was associated with worsening of mood. This finding, along with high readmittance rates, calls for an improved system with clinician responses based on visual inspection of daily assessments. The results from this study have prompted us to develop a randomized study that focuses on mood scores and also aims to prevent sleep drift by observing sleep data on a daily basis, and contacting patients in cases of sleep drift or sleep irregularity.

Limitations
Patients referred to IOA probably belong to a more severely depressed subset of inpatients, and thus do not reflect the general group of inpatients with depression. We do not believe that the inclusion and exclusion criteria had any major impact on patients that were included into the study. The most common reason for noninclusion was due to patients being discharged before we could inform them of the project.

The study design, with a single arm, fails to determine the effects that the Daybuilder system has on depression. This information would require a randomized controlled trial. We cannot know from our data whether an active clinician intervention could have prevented dropout and readmission. This approach would require incorporation of timely and active clinician help, and necessitate that patient data is coupled with an automatic system that alerts clinicians when deterioration is detected, and/or that clinicians view patient data daily. Due to the low sample size, negative results could easily be due to lack of power and randomized studies in this field should include far larger sample sizes. Conversely, we cannot rule out spurious positive findings.

ECT treatment is associated with a clinically recognizable retrograde and anterograde amnesia, but this did not seem to influence the use of the Daybuilder system in a significant way. This finding is possibly a tribute to the user-friendliness of the Daybuilder system. The present study design did not allow clinicians to access any day-to-day assessment of patients’ data, meaning that a worsening of patients’ conditions could only be detected once a week, in relation to the planned telephone consultation. This limitation puts the need for clinical intervention into perspective.

Patients were instructed to enter morning and evening mood scores to assess diurnal variation. However, not all patients succeeded in this; thus, mood data reflects different time points (morning or evening) and some of the day-to-day variation is probably caused by diurnal variation. The registered difficulty in entering a mood score more than once per day is probably due to the way that mood data was entered into the Daybuilder system, which used tabs inside the user interface. Caution should also be taken when interpreting mean mood scores, as patients who dropped out most likely experienced a deterioration of mood, thus inducing a bias.

The low correlation between self-assessed mood and HAM-D_{17} scores at baseline (0.51; \( P<.001 \)) and endpoint (0.44; \( P=.02 \)) points to patients reporting aspects of their illness with a different content than the items covered by the Hamilton score. Postpublication analyses from our earlier study, using a similar depression VAS scale (Preskorn) also showed a low correlation (Spearman) of 0.51 (\( P<.001 \)) with HAM-D_{17} scores [27]. However, this finding does not imply that self-assessed mood scores are less valuable than the Hamilton scores, but only that self-assessed scores report other aspects of the depressive illness (such as negative and positive affect), and are possibly more akin to a patient’s own experiences of their condition. We must also consider whether a higher daily mood sampling frequency would be better to track mood fluctuation.

The results from sleep scores confirm that patients with depression had a dysregulated sleep-wake cycle, with large day-to-day variations and a substantial delay in sleep timing when discharged. The finding that a delay in sleep-onset had a negative impact on mood points to the possibility that an intervention to prevent sleep delay could improve mood and theoretically prevent relapse.

It was a surprise that patients’ self-assessed mood scores did not significantly deteriorate in the days after discharge. It was also unexpected that the self-assessed mood scores for those that were readmitted did not deteriorate in the days preceding readmission. These two results call for speculation on whether the mood assessment that was used should be supplemented with assessments more aimed at patient security, such as monitoring of suicidal ideation or by using depression scales. This consideration has prompted us to change our upcoming study, which also uses electronic self-monitoring, such that the wording of self-assessed mood is replaced by self-assessed depression severity. Through communication with the patients, we will aim at a common understanding of the word depression. The Daybuilder system could be improved if it is developed as an app for smartphones or tablets. This progression would eliminate the need for patients to be near a computer, and make data entry more flexible.

Conclusions
In conclusion, patients were satisfied with the Daybuilder system and study completers had a high adherence to the Daybuilder application. The dropout rate and the gradual delay in sleep emphasize the need for continued clinical support for patients.
discharged from psychiatric wards, especially concerning sleep guidance.

Improvement of the current Daybuilder system could be done using daily clinician monitoring and daily responses to data entry. This approach could be restricted to patients with suspected suicidal risk or high risk of relapse, such as patients treated with ECT [28]. Additionally, alarms connected to mood ratings could be incorporated into the software to alert clinicians to patients that are deterioration or not registering data. Other improvements include: development of a smartphone app, the use of chat systems, and SMS options to facilitate communication between patients and clinicians. Such an improved full version would add to patient empowerment and autonomy [29,30]. The present study, focusing on usability, highlights the need for interaction between the clinician and the patient.
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Abstract

Background: Empowering personal health records (PHRs) provides basic human right, awareness, and intention for health promotion. As health care delivery changes toward patient-centered services, PHRs become an indispensable platform for consumers and providers. Recently, the government introduced “My health bank,” a Web-based electronic medical records (EMRs) repository for consumers. However, it is not yet a PHR. To date, we do not have a platform that can let patients manage their own PHR.

Objective: This study creates a vision of a value-added platform for personal health data analysis and manages their health record based on the contents of the "My health bank." This study aimed to examine consumer expectation regarding PHR, using the importance-performance analysis. The purpose of this study was to explore consumer perception regarding this type of a platform: it would try to identify the key success factors and important aspects by using the importance-performance analysis, and give some suggestions for future development based on it.

Methods: This is a cross-sectional study conducted in Taiwan. Web-based invitation to participate in this study was distributed through Facebook. Respondents were asked to watch an introductory movie regarding PHR before filling in the questionnaire.

http://www.jmir.org/2017/4/e131/
The questionnaire was focused on 2 aspects, including (1) system functions, and (2) system design and security and privacy. The questionnaire would employ 12 and 7 questions respectively. The questionnaire was designed following 5-points Likert scale ranging from 1 (“disagree strongly”) to 5 (“Agree strongly”). Afterwards, the questionnaire data was sorted using IBM SPSS Statistics 21 for descriptive statistics and the importance-performance analysis.

**Results:** This research received 350 valid questionnaires. Most respondents were female (219 of 350 participants, 62.6%), 21-30 years old (238 of 350 participants, 68.0%), with a university degree (228 of 350 participants, 65.1%). They were still students (195 out of 350 participants, 55.7%) with a pay of less than NT $30,000 (230 of 350 participants, 65.7%), and living in the North Taiwan (236 of 350 participants, 67.4%), with a good self-identified health status (171 of 350 participants, 48.9%). After performing the importance-performance analysis, we found the following: (1) instead of complex functions, people just want to have a platform that can let them integrate and manage their medical visit, health examination, and life behavior records; (2) they do not care whether their PHR is shared with others; and (3) most of the participants think the system security design is not important, but they also do not feel satisfied with the current security design.

**Conclusions:** Overall, the issues receiving the most user attention were the system functions, circulation, integrity, ease of use, and security and privacy protection.

(J Med Internet Res 2017;19(4):e131) doi:[10.2196/jmir.7065](http://dx.doi.org/10.2196/jmir.7065)
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**Introduction**

A personal health record (PHR) is an electronic record of health-related information on an individual that conforms to nationally recognized interoperability standards, and that can be drawn from multiple sources while being managed, shared, and controlled by the individual [1]. PHR includes medical records, lab results, physical assessments, medical history, medication history, physiologic measurements, dietary records, exercise records, and so on. These data can be updated by the user, measured by the measurement equipment automatically uploaded, or by hospitals or clinics that allow data import [2]. The purpose of PHR is to integrate patient health information from a variety of sources, including all patient records, and allow authorized persons to access these records any time and at any place.

PHR is that part of the electronic medical records (EMRs) or Electronic Health Records (EHR) that an individual “owns” and controls. In Taiwan, hospitals adopted EMR in 2004. It was related with the introduction of a basic format of EMR. In 2007, the National Health Informatics Project (NHIP) was promoted to implement the infrastructure of health information by the government to prepare the EMR exchange, and encourage hospitals to use EMR. In 2008, clinical document architecture (CDA) was adopted by the government to create 108 basic formats of EMR. The government of Taiwan also provided incentives to hospitals that adopted EMR. Until 2015, 406 hospitals (90% of Taiwan’s hospitals) already earned rewards and could exchange EMR with each other.

The research on PHR has increased. In the past, EMRs were stored in a large database; different medical service providers in the hospital could access the medical records in the database, but transfer between different hospitals was a problem. Thus, the implementation of PHRs allowed patients to achieve the integration of their PHRs and medical records [3]. Traditionally, most people use paper to write their records, whereas PHRs allow people to easily record and maintain their own health information [4]. With the increasing number of people using EMRs, PHRs were also managed and authorized to be shared through a network in some foreign countries. This approach was found to improve the medical satisfaction of performance, and reduce the cost of medical care with better quality [5].

Some studies listed the benefits of using PHR, including reducing health care costs, improving personal health outcomes, and improving the experience of care for patients and their families [6-10].

The current mechanism of medical record exchange in an EMR exchange center plays a role of a personal EMR platform. Through the Exchange Center, a medical record previously created in any hospital can be accessed from another hospital to reduce duplicate examinations, accelerate diagnosis and treatment, and reduce the medical resource burden. The medication record in the EMR is very conducive to decision-making by doctors to avoid drug allergies and other medical disputes. The importance of a personal EMR platform to a medical institution and its members is like the importance of the clients’ information to an enterprise, which is the basis for providing good service.

Although EMR is already being used well, the medical records are still owned by hospitals; people cannot own and manage their health care record. Therefore, the Ministry of Health and Welfare introduced the concept of “My health bank” in 2015 to let patients own their PHR. In the last three years, this initiative permitted people to download the integrated medical record from the Internet, which includes outpatient and hospital records, diagnosis, drug use records, cost, laboratory test and health examination report, allergies, and so on. It lets people view and manage their health care record at any time and from anywhere. However, “My health bank” still has some problems. The information it includes is a general report with no detailed content; it doesn’t have medical images, the content is still not standardized, and people can not add their own data regarding diet, exercise, nutrition records, or the health examination report from another examination center.
We still do not have a platform that can let patients manage their own PHR. This study creates a vision of a value-added platform for personal health data analysis and management of health records on the basis of the contents of the "My health bank"; patients can retrieve their health records and medical records through the personal EMR platform to manage their own health conditions. The availability of medical records can contribute to the transparency of the medical records and facilitate immediate access to the medical contents, thereby allowing discussions of disease conditions with the patients’ relatives and friends and related medical personnel. Thus, the ownership of the medical record is reverted to the patient.

The National Committee on Vital and Health Statistics found that a critical success factor for PHRs is the provision of software tools that help patients manage their own health conditions [11].

This research gives a vision of the electronic PHR management platform and uses importance-performance analysis (IPA) to identify the important factors from patients' perspectives. The purpose of this study was to explore consumer perception regarding this kind of platform, and try to both identify the key success factors and important aspects using importance-performance analysis, and give some suggestions for future development based on the findings.

Methods

Study Design

In this study, we used a cross-sectional study design. We let the participants watch a Web-based video on the vision of personal EMR platform. After the video introduction, we asked them to fill a structured questionnaire on the Internet (created by Google Form) for quantization of their acceptance and importance of the personal EMR platform’s functions and security.

In this study, we developed a Web-based video simulation describing the scenario of the personal EMR platform’s operation, as shown in Figure 1. This 2:17-min video presented the functions of the personal EMR platform using a case of a patient seeking medical treatment in hospital A. Through the personal EMR platform, after returning home, the patient could use or manage in a secure and private home environment their continuous and integrated PHR, which include personal general information, their health examination record, hospital visit record, PHR, and so on. They can also let doctors in hospital B, family members, and insurance companies use these files through the sharing mechanism when needed.

After viewing the video, the participants were asked to fill out a Web-based questionnaire in Google Form regarding the importance and satisfaction of the performance of the personal EMR platform.
Questionnaire Design

In order to explore their impact on public acceptance of the personal EMR platform and its importance, this study utilized a questionnaire on importance-performance analysis [12]. The original version of this questionnaire has been used for marketing research to understand consumer perception regarding satisfaction and importance of a product.

We modified this questionnaire into 2 main constructs including (1) system functions and (2) system design and security and privacy, with 12 and 7 questions, respectively. The questionnaire was designed following 5-point Likert scale with the scale ranging from 1 (“disagree strongly”) to 5 (“Agree strongly”).

Before the study, this study invited 4 experts to do expert validity and was pretested by 30 patients. No major problems emerged during this pretest. As showed in Table 1, the questionnaire is highly reliable. The Cronbach alpha of these 2 parts were both more than .9. It means that this questionnaire has a good consistency, and that the subjects could understand the question and fill it in clearly.
### Table 1. Questionnaire design and reliability analysis.

<table>
<thead>
<tr>
<th>Aspect</th>
<th>Definition</th>
<th>Questions</th>
<th>Cronbach alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td>System functions</td>
<td>People’s opinion of satisfaction and importance of personal EMR’s system function</td>
<td>12</td>
<td>.936</td>
</tr>
<tr>
<td>System design and security</td>
<td>People’s opinion of satisfaction and importance of personal EMR platform’s system design and security</td>
<td>7</td>
<td>.917</td>
</tr>
</tbody>
</table>

*EMR: electronic medical record.*

### Sampling and Exclusion Criteria

This study used random sampling of the Internet users. We put the video on the YouTube platform from 31st March 2014 to 9th April and publicized it through email and Facebook. After participants finished watching this video, they were asked to fill the questionnaire (Web-based questionnaire in Google sheet format).

The sample size was calculated by using the Magnani [13] formula. It was calculated by reliability coefficient, population proportion (parameter), and width (CI) / margin of error. After calculation, we got the minimum sample size of 323, which meant we would have at least 323 valid respondents after the announcement for 10 days. In total, 614 people have watched this video and 400 people finished the questionnaire survey (response rate: 65.1%); after excluding incomplete and repeated questionnaires, we got 350 valid respondents, which is more than the minimum required case number.

### Data Analysis

This study used Excel (Microsoft) and SPSS (IBM Corp) as statistic tools for analysis. We used descriptive statistics to calculate the mean, standard deviation, median, frequency distribution, and percentage statistics to ascertain the data distribution in system functions, and system design and security. The objective was to examine the relationship between characteristics of participants, as well as all of the aspects above, and set 0.05 as the significance level; if $P < .05$, then it is statistically significant.

We also performed IPA to measure the participants’ attitudes toward the personal EMR platform’s functions. We calculated the mean of every factor in “system functions” and “system design and security” aspects, and we put them in a quadrant diagram.

### Results

#### Respondent Characteristics

This research gathered 350 valid questionnaires. As shown in Table 2, most respondents were female (n=219), 21-30 years old (n=238), with a university degree (n=228). Or they were still students (n=195), with a monthly income of less than NT $30,000 (n=230), and lived in the north area (n=236), with a good self-identified health status (n=171).
Table 2. Characteristics of respondents.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>131 (37.4)</td>
</tr>
<tr>
<td>Female</td>
<td>219 (62.6)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;20</td>
<td>46 (13.1)</td>
</tr>
<tr>
<td>21-30</td>
<td>238 (68.0)</td>
</tr>
<tr>
<td>31-40</td>
<td>56 (16.0)</td>
</tr>
<tr>
<td>&gt;40</td>
<td>10 (2.9)</td>
</tr>
<tr>
<td><strong>Highest education level</strong></td>
<td></td>
</tr>
<tr>
<td>High school degree</td>
<td>8 (2.3)</td>
</tr>
<tr>
<td>University degree</td>
<td>228 (65.1)</td>
</tr>
<tr>
<td>Institute or above</td>
<td>114 (32.6)</td>
</tr>
<tr>
<td><strong>Employment</strong></td>
<td></td>
</tr>
<tr>
<td>Students</td>
<td>195 (55.7)</td>
</tr>
<tr>
<td>Services</td>
<td>61 (17.4)</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>29 (8.3)</td>
</tr>
<tr>
<td>Financial industry</td>
<td>7 (2.0)</td>
</tr>
<tr>
<td>Military and police education</td>
<td>47 (13.4)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>11 (3.1)</td>
</tr>
<tr>
<td><strong>Monthly income (NT $)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;30,000</td>
<td>230 (65.7)</td>
</tr>
<tr>
<td>30,001–50,000</td>
<td>94 (26.9)</td>
</tr>
<tr>
<td>50,001–70,000</td>
<td>21 (6.0)</td>
</tr>
<tr>
<td>&gt;70,001</td>
<td>5 (1.5)</td>
</tr>
<tr>
<td><strong>Living area</strong></td>
<td></td>
</tr>
<tr>
<td>Northern Taiwan</td>
<td>236 (67.4)</td>
</tr>
<tr>
<td>Central Taiwan</td>
<td>49 (14.0)</td>
</tr>
<tr>
<td>Southern Taiwan</td>
<td>55 (15.7)</td>
</tr>
<tr>
<td>Eastern Taiwan</td>
<td>7 (2.0)</td>
</tr>
<tr>
<td>offshore islands</td>
<td>3 (0.9)</td>
</tr>
<tr>
<td><strong>Health status</strong></td>
<td></td>
</tr>
<tr>
<td>Excellent</td>
<td>28 (8.0)</td>
</tr>
<tr>
<td>Good</td>
<td>171 (48.9)</td>
</tr>
<tr>
<td>Normal</td>
<td>132 (37.7)</td>
</tr>
<tr>
<td>Poor</td>
<td>19 (5.4)</td>
</tr>
</tbody>
</table>

**Importance-Performance Analysis**

The Importance-performance Analysis (IPA) framework was introduced by Martilla and James [12]. It uses the mean of importance and satisfaction of performance of all items, and employs the intersection point as the origin to draw a quadrant diagram. As defined in quadrant 1 of Figure 2, it indicates high importance and high satisfaction of performance, which indicates that existing systems have strengths and should be maintained. Items in quadrant 2 have high importance but low satisfaction of performance. This quadrant is labeled as “Concentrate Here.” This category is labeled as “Keep up the good work.” In quadrant 3, low importance and low satisfaction of performance items renders it as “Low Priority.” Finally, quadrant 4 represents low importance and high satisfaction of performance, which
suggests insignificant strengths and a possibility that the resources invested may be better used elsewhere.

In this study, the questionnaire was divided into “system functions” and “system design and security,” the two aspects that evaluate the relationship between importance and satisfaction of performance. We focused on the key area for improvement in the second quadrant of the IPA to identify the services showing high importance and low satisfaction of performance to determine the improvement priorities. This analysis is expected to provide direction for future enhancement and implementation of the personal EMR platform as a reference for government agencies and system developers.

In the system function part, as shown in Table 3, F7 (can maintain and keep complete personal health examination record) and F10 (can maintain and keep complete personal medical record) both have the highest satisfaction of performance. They are followed by F6 (can maintain and keep complete personal health record), F3 (can access PHR from other hospitals to avoid duplication of examinations, tests, and medication), and F8 (can maintain and keep complete personal medical image). The lowest satisfaction of performance is F1 (have detailed operating instructions). F3 has the highest importance, followed by F10 and F6.

<table>
<thead>
<tr>
<th>Question</th>
<th>Satisfaction of performance, mean (SD)</th>
<th>Order</th>
<th>Importance, mean (SD)</th>
<th>Order</th>
<th>Quadrant</th>
<th>Chuchiming Index(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1. Personal EMR(^a) platform have detailed operating instructions</td>
<td>3.42 (0.92)</td>
<td>12</td>
<td>4.19 (0.78)</td>
<td>7</td>
<td>II</td>
<td>0.71</td>
</tr>
<tr>
<td>F2. Personal EMR platform lets patients integrate existing paper-based medical history</td>
<td>3.66 (0.83)</td>
<td>10</td>
<td>4.15 (0.73)</td>
<td>9</td>
<td>III</td>
<td>0.11</td>
</tr>
<tr>
<td>F3. Personal EMR platform lets patients access their own PHR from other hospitals to avoid duplication of examinations, tests, and medication</td>
<td>3.89 (0.89)</td>
<td>4</td>
<td>4.38 (0.69)</td>
<td>1</td>
<td>I</td>
<td>3.00</td>
</tr>
<tr>
<td>F4. Personal EMR platform lets patients integrate their own PHR data and provide continuous numerical statistics</td>
<td>3.72 (0.88)</td>
<td>8</td>
<td>4.20 (0.74)</td>
<td>6</td>
<td>II</td>
<td>0.33</td>
</tr>
<tr>
<td>F5. Personal EMR platform allow doctors to add more details on the medical records</td>
<td>3.77 (0.92)</td>
<td>7</td>
<td>4.22 (0.77)</td>
<td>5</td>
<td>I</td>
<td>0.40</td>
</tr>
<tr>
<td>F6. Personal EMR platform lets patients maintain and keep complete personal “health record” (such as disease history, medication history, and blood pressure)</td>
<td>3.93 (0.88)</td>
<td>3</td>
<td>4.31 (0.72)</td>
<td>3</td>
<td>I</td>
<td>0.00</td>
</tr>
<tr>
<td>F7. Personal EMR platform lets patients maintain and keep complete personal “health examination record” (such as blood test and urine test reports)</td>
<td>3.95 (0.86)</td>
<td>1</td>
<td>4.26 (0.72)</td>
<td>4</td>
<td>I</td>
<td>−0.75</td>
</tr>
<tr>
<td>F8. Personal EMR platform lets patients maintain and keep complete personal “medical image” (such as X-ray and MRI)</td>
<td>3.87 (0.86)</td>
<td>5</td>
<td>4.19 (0.76)</td>
<td>7</td>
<td>I</td>
<td>−0.29</td>
</tr>
<tr>
<td>F9. Personal EMR platform lets patients maintain and keep complete personal “endoscopic image”</td>
<td>3.80 (0.89)</td>
<td>6</td>
<td>4.14 (0.78)</td>
<td>10</td>
<td>IV</td>
<td>−0.40</td>
</tr>
<tr>
<td>F10. Personal EMR platform lets patients maintain and keep complete personal medical record (such as diagnosis and prescriptions)</td>
<td>3.95 (0.86)</td>
<td>1</td>
<td>4.34 (0.73)</td>
<td>2</td>
<td>I</td>
<td>−0.50</td>
</tr>
<tr>
<td>F11. Personal EMR platform lets patients share their PHR with family (friends) to enable them understand their health condition</td>
<td>3.53 (1.01)</td>
<td>11</td>
<td>3.74 (1.02)</td>
<td>12</td>
<td>III</td>
<td>−0.08</td>
</tr>
<tr>
<td>F12. Personal EMR platform lets patients share their medical records with another physician as a reference when diagnosis is carried out</td>
<td>3.72 (0.91)</td>
<td>8</td>
<td>4.08 (0.84)</td>
<td>11</td>
<td>III</td>
<td>−0.27</td>
</tr>
</tbody>
</table>

\(^a\)EMR: electronic medical record.

\(^b\)Chuchiming index developed by Dr Chuchiming. In this study, Chuchiming index>0 indicates items need concerted improvement (perceiving targets), Chuchiming index<0 indicates resources can be drawn from items (shifting resources), Chuchiming index=0 indicates items can fit people’s expectation (balancing items).

Figure 2 shows the quadrant distribution of the importance and satisfaction of performance of every system function of the personal EMR platform. The first quadrant (high importance and high satisfaction of performance) has F3, F5 (allows doctor to add more details on the medical records), F6, F7, F8, and F10. The items in the second quadrant (high importance and low satisfaction of performance) are F1 and F4 (can integrate their own PHR data and provide continuous numerical statistics). The items in the third quadrant (low importance and low satisfaction of performance) are F2 (existing paper-based medical history can be integrated), F11 (can be shared PHR with family), and F12 (can share PHR with physicians). The item in the fourth quadrant (low importance and high satisfaction of performance) is F9 (can maintain and keep complete personal endoscopic images).
In Figure 2, there are 4 functions with below average importance, including “integrating existing paper-based medical history” (F11, F12), “integrating existing paper-based medical history” (F2), and “maintaining and keeping complete personal endoscopic image” (F9).

It also has 5 functions with below average satisfaction of performance, including “detailed personal EMR platform operating instructions” (F1), “integrating existing paper-based medical history” (F2), “sharing PHR with family or physician” (F11, F12), and “integrating their own PHR data and provide continuous numerical statistics” (F4).

It means a paperless process or sharing with others is not seen as important functions by the participants. They just want to have a platform that can let them maintain and keep complete personal records and basic medical images.

Table 4. Satisfaction of performance and importance with their order of every question in system design and security part (order 1: most important or satisfied, 7: least important or satisfied).

<table>
<thead>
<tr>
<th>Question</th>
<th>Satisfaction of performance, mean (SD)</th>
<th>Order</th>
<th>Importance, mean (SD)</th>
<th>Order</th>
<th>Quadrant</th>
<th>Chuchiming Indexc</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1. The interface should be simple and easy to understand</td>
<td>3.82 (0.91)</td>
<td>3</td>
<td>4.28 (0.76)</td>
<td>4</td>
<td>IV</td>
<td>−0.25</td>
</tr>
<tr>
<td>S2. Personal EMR® platform lets patients access their own PHR® quickly</td>
<td>3.91 (0.86)</td>
<td>1</td>
<td>4.25 (0.71)</td>
<td>7</td>
<td>IV</td>
<td>−0.86</td>
</tr>
<tr>
<td>S3. Personal EMR platform lets patients login by multiple methods such as citizen digital certificate, id, and password.</td>
<td>3.87 (0.92)</td>
<td>2</td>
<td>4.39 (0.86)</td>
<td>1</td>
<td>I</td>
<td>1.00</td>
</tr>
<tr>
<td>S4. Personal EMR platform lets patients access their own PHR under a secure environment</td>
<td>3.78 (0.96)</td>
<td>4</td>
<td>4.34 (0.76)</td>
<td>2</td>
<td>II</td>
<td>1.00</td>
</tr>
<tr>
<td>S5. Personal EMR platform lets patients login by id and password</td>
<td>3.73 (0.85)</td>
<td>7</td>
<td>4.27 (0.82)</td>
<td>5</td>
<td>III</td>
<td>0.40</td>
</tr>
<tr>
<td>S6. Personal EMR platform lets patients login by “Citizen Digital Certificate”</td>
<td>3.76 (0.95)</td>
<td>6</td>
<td>4.26 (0.80)</td>
<td>6</td>
<td>III</td>
<td>0.00</td>
</tr>
<tr>
<td>S7. Personal EMR platform lets patients set access rights for every physician, family, or friend.</td>
<td>3.78 (0.92)</td>
<td>5</td>
<td>4.29 (0.76)</td>
<td>3</td>
<td>III</td>
<td>0.67</td>
</tr>
</tbody>
</table>

*EMR: electronic medical record.

*bPHR: personal health record.

cindex developed by Dr Chuchiming. In this study, Chuchiming index>0 indicates items need concentrated improving (perceiving targets), Chuchiming index<0 indicates resources can be drawn from items (shifting resources), Chuchiming index=0 indicates items can fit people’s expectation (balancing items).

Figure 3 shows the quadrant distribution of the importance and satisfaction with performance of the system design and security aspects of the Personal EMR Platform. The item in the first quadrant (high importance and high satisfaction with performance) is S3. The item in the second quadrant (high importance and low satisfaction with performance) is S4. The items in the third quadrant (low importance and low satisfaction with performance) are S5, S6 (lets patients log in using a citizen digital certificate) and S7. The fourth quadrant (low importance and high satisfaction with performance) includes S1 and S2.

In Figure 3, we also can find most of the system design and security below average in importance, besides letting patients log in by multiple methods (S3) and letting patients access their own PHR under a secure environment (S4); however, even the next personal EMR platform has been designed with multiple security protection methods. Participants still feel concerned about the system security issue; the satisfaction of performance of most questions is low, besides S1, S2, and S3. Thus, system security is still a big issue when building this kind of platform in the future.

After conducting the Analysis of Variance (ANOVA) test, we didn’t find any significant difference between the various age groups, annual income groups, and health status groups, meaning that the results described above are consistent in every group.

In the system design and security part, as shown in Table 4, S2 (can let patients access their own PHR quickly) have highest satisfaction of performance and followed by S3 (lets patients login by multiple methods), S1 (interface should be simple and easy to understand) and S4 (can let patients access their own PHR under a secure environment). The lowest satisfaction of performance is S5 (let patients can login by id and password), S3 have highest importance, followed by S4 and S7 (can let patients set access right).

Table 5. The mean importance of the age group of less than 20 years is lower than the values of other groups (P=.05). It means this group is not very concerned about the security issue. Also, in satisfaction with performance of system security (according to a group's monthly income and health status), the group of monthly income between NT $50K and NT $70K have lowest satisfaction with performance (P=.02). This was also found in the group which thinks they are poor health participants. (P=.002).
Table 5. Differences found in analysis of importance and satisfaction of performance between every demographic class in system design and security part by analysis of variance (ANOVA) test.

<table>
<thead>
<tr>
<th>Attitude</th>
<th>Category</th>
<th>N</th>
<th>Mean (SD)</th>
<th>F</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Importance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;20</td>
<td></td>
<td>46</td>
<td>4.034 (0.657)</td>
<td>2.586</td>
<td>.05</td>
</tr>
<tr>
<td>21-30</td>
<td></td>
<td>238</td>
<td>4.315 (0.637)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>31-40</td>
<td></td>
<td>56</td>
<td>4.258 (0.616)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;40</td>
<td></td>
<td>10</td>
<td>4.371 (0.629)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Highest education level</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td></td>
<td>8</td>
<td>4.161 (0.442)</td>
<td>0.504</td>
<td>.60</td>
</tr>
<tr>
<td>University degree</td>
<td></td>
<td>228</td>
<td>4.251 (0.640)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Institute or above</td>
<td></td>
<td>114</td>
<td>4.316 (0.656)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Students</td>
<td></td>
<td>195</td>
<td>4.315 (0.624)</td>
<td>0.734</td>
<td>.60</td>
</tr>
<tr>
<td>Services</td>
<td></td>
<td>61</td>
<td>4.253 (0.661)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manufacturing</td>
<td></td>
<td>29</td>
<td>4.118 (0.615)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Financial industry</td>
<td></td>
<td>7</td>
<td>4.122 (0.550)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Military and police education</td>
<td></td>
<td>47</td>
<td>0.204 (0.720)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td></td>
<td>11</td>
<td>4.351 (0.611)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monthly income (NT $)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;30,000</td>
<td></td>
<td>230</td>
<td>4.276 (0.634)</td>
<td>0.270</td>
<td>.76</td>
</tr>
<tr>
<td>30,001–50,000</td>
<td></td>
<td>94</td>
<td>4.280 (0.615)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50,001–70,000</td>
<td></td>
<td>26</td>
<td>4.181 (0.727)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Living area</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Northern Taiwan</td>
<td></td>
<td>236</td>
<td>4.308 (0.636)</td>
<td>1.510</td>
<td>.20</td>
</tr>
<tr>
<td>Central Taiwan</td>
<td></td>
<td>49</td>
<td>4.262 (0.629)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Southern Taiwan</td>
<td></td>
<td>55</td>
<td>4.171 (0.648)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eastern Taiwan</td>
<td></td>
<td>7</td>
<td>3.796 (0.552)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>offshore islands</td>
<td></td>
<td>3</td>
<td>4.333 (1.033)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poor</td>
<td></td>
<td>19</td>
<td>4.180 (0.789)</td>
<td>0.349</td>
<td>.79</td>
</tr>
<tr>
<td>Normal</td>
<td></td>
<td>132</td>
<td>4.260 (0.664)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Good</td>
<td></td>
<td>171</td>
<td>4.272 (0.615)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Excellent</td>
<td></td>
<td>28</td>
<td>4.367 (0.594)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Satisfaction of performance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;20</td>
<td></td>
<td>46</td>
<td>3.637 (0.739)</td>
<td>1.533</td>
<td>.20</td>
</tr>
<tr>
<td>21-30</td>
<td></td>
<td>238</td>
<td>3.867 (0.773)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>31-40</td>
<td></td>
<td>56</td>
<td>3.737 (0.794)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;40</td>
<td></td>
<td>10</td>
<td>3.614 (1.149)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Highest education level</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td></td>
<td>8</td>
<td>3.821 (0.457)</td>
<td>1.097</td>
<td>.34</td>
</tr>
<tr>
<td>University degree</td>
<td></td>
<td>228</td>
<td>3.853 (0.766)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 6 shows the result of the ANOVA test of importance and satisfaction regarding performance between every demographic class in system functions. In this part, only the group with the monthly income between NT $50k and NT $70k, the mean satisfaction of performance, is lower than that of others ($P = .01$). This means income has a strong correlation to the satisfaction with performance of system functions.

<table>
<thead>
<tr>
<th>Category</th>
<th>N</th>
<th>Mean (SD)</th>
<th>$F$</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Attitude</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Institute or above</td>
<td>114</td>
<td>3.719(0.839)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Employment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Students</td>
<td>195</td>
<td>3.834(0.762)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Services</td>
<td>61</td>
<td>3.763(0.872)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manufacturing</td>
<td>29</td>
<td>3.828(0.732)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Financial industry</td>
<td>7</td>
<td>3.918(0.605)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Military and police education</td>
<td>47</td>
<td>3.699(0.869)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>11</td>
<td>3.948(0.652)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Monthly income (NT $)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;30,000</td>
<td>230</td>
<td>3.822(0.763)</td>
<td>4.074</td>
<td>.02</td>
</tr>
<tr>
<td>30,001–50,000</td>
<td>94</td>
<td>3.888(0.786)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50,001–70,000</td>
<td>26</td>
<td>3.401(0.889)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Living area</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Northern Taiwan</td>
<td>236</td>
<td>3.810(0.733)</td>
<td>0.962</td>
<td>.43</td>
</tr>
<tr>
<td>Central Taiwan</td>
<td>49</td>
<td>3.843(0.764)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Southern Taiwan</td>
<td>55</td>
<td>3.813(0.765)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eastern Taiwan</td>
<td>7</td>
<td>3.306(0.871)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>offshore islands</td>
<td>3</td>
<td>4.238(0.719)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Health status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poor</td>
<td>19</td>
<td>3.143 (0.838)</td>
<td>5.077</td>
<td>.002</td>
</tr>
<tr>
<td>Normal</td>
<td>132</td>
<td>3.874 (0.723)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Good</td>
<td>171</td>
<td>3.825 (0.774)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Excellent</td>
<td>28</td>
<td>3.852 (0.934)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 6. Differences found in analysis of importance and satisfaction with performance between every demographic class in system functions part by analysis of variance (ANOVA) test.

<table>
<thead>
<tr>
<th>Attitude</th>
<th>Category</th>
<th>N</th>
<th>Mean (SD)</th>
<th>F</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Importance</td>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>&lt;20</td>
<td>46</td>
<td>3.984(0.677)</td>
<td>2.406</td>
<td>.07</td>
</tr>
<tr>
<td></td>
<td>21-30</td>
<td>238</td>
<td>4.209(0.588)</td>
<td>.072</td>
<td>.406</td>
</tr>
<tr>
<td></td>
<td>31-40</td>
<td>56</td>
<td>4.198(0.536)</td>
<td>.072</td>
<td>.406</td>
</tr>
<tr>
<td></td>
<td>&gt;40</td>
<td>10</td>
<td>4.417(0.626)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Highest education level</td>
<td>High school</td>
<td>8</td>
<td>4.208(0.396)</td>
<td>1.204</td>
<td>.30</td>
</tr>
<tr>
<td></td>
<td>University degree</td>
<td>228</td>
<td>4.148(0.607)</td>
<td>.301</td>
<td>.204</td>
</tr>
<tr>
<td></td>
<td>Institute or above</td>
<td>114</td>
<td>4.254(0.588)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employment</td>
<td>Students</td>
<td>195</td>
<td>4.233(0.594)</td>
<td>1.565</td>
<td>.17</td>
</tr>
<tr>
<td></td>
<td>Services</td>
<td>61</td>
<td>4.111(0.636)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Manufacturing</td>
<td>29</td>
<td>3.994(0.440)</td>
<td>.171</td>
<td>.565</td>
</tr>
<tr>
<td></td>
<td>Financial industry</td>
<td>7</td>
<td>3.845(0.667)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Military and police education</td>
<td>47</td>
<td>4.234(0.632)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Unemployed</td>
<td>11</td>
<td>4.205(0.503)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monthly income (NT $)</td>
<td>&lt;30,000</td>
<td>230</td>
<td>4.198(0.610)</td>
<td>0.387</td>
<td>.68</td>
</tr>
<tr>
<td></td>
<td>30,001–50,000</td>
<td>94</td>
<td>4.230(0.560)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>50,001–70,000</td>
<td>26</td>
<td>4.154(0.635)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Living area</td>
<td>Northern Taiwan</td>
<td>236</td>
<td>4.215(0.596)</td>
<td>1.037</td>
<td>.27</td>
</tr>
<tr>
<td></td>
<td>Central Taiwan</td>
<td>49</td>
<td>4.197(0.528)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Southern Taiwan</td>
<td>55</td>
<td>4.089(0.594)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Eastern Taiwan</td>
<td>7</td>
<td>3.786(0.829)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>offshore islands</td>
<td>3</td>
<td>4.111(1.197)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health status</td>
<td>Poor</td>
<td>19</td>
<td>4.154(0.709)</td>
<td>0.267</td>
<td>.85</td>
</tr>
<tr>
<td></td>
<td>Normal</td>
<td>132</td>
<td>4.152(0.605)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Good</td>
<td>171</td>
<td>4.204(0.594)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Excellent</td>
<td>28</td>
<td>4.232(0.521)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Satisfaction of performance</td>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>&lt;20</td>
<td>46</td>
<td>3.601(0.699)</td>
<td>1.282</td>
<td>.28</td>
</tr>
<tr>
<td></td>
<td>21-30</td>
<td>238</td>
<td>3.815(0.717)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>31-40</td>
<td>56</td>
<td>3.702(0.757)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>&gt;40</td>
<td>10</td>
<td>3.725(1.069)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Highest education level</td>
<td>High school</td>
<td>8</td>
<td>3.844(0.649)</td>
<td>0.522</td>
<td>.59</td>
</tr>
<tr>
<td></td>
<td>University degree</td>
<td>228</td>
<td>3.792(0.713)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Category</td>
<td>N</td>
<td>Mean (SD)</td>
<td>F</td>
<td>P value</td>
<td></td>
</tr>
<tr>
<td>----------------------------------</td>
<td>-----</td>
<td>---------------</td>
<td>-----</td>
<td>---------</td>
<td></td>
</tr>
<tr>
<td><strong>Attitude</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Institute or above</td>
<td>114</td>
<td>3.710(0.780)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Employment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Students</td>
<td>195</td>
<td>3.788(0.710)</td>
<td>0.734</td>
<td>.60</td>
<td></td>
</tr>
<tr>
<td>Services</td>
<td>61</td>
<td>3.745(0.820)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manufacturing</td>
<td>29</td>
<td>3.690(0.600)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Financial industry</td>
<td>7</td>
<td>3.738(0.598)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Military and police education</td>
<td>47</td>
<td>3.722(0.845)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>11</td>
<td>3.924(0.619)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Monthly income (NT $)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;30,000</td>
<td>230</td>
<td>3.747(0.702)</td>
<td>4.366</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>30,001–50,000</td>
<td>94</td>
<td>3.904(0.754)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50,001–70,000</td>
<td>26</td>
<td>3.442(0.831)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Living area</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Northern Taiwan</td>
<td>236</td>
<td>3.757(0.765)</td>
<td>0.526</td>
<td>.72</td>
<td></td>
</tr>
<tr>
<td>Central Taiwan</td>
<td>49</td>
<td>3.847(0.610)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Southern Taiwan</td>
<td>55</td>
<td>3.759(0.679)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eastern Taiwan</td>
<td>7</td>
<td>3.476(0.830)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>offshore islands</td>
<td>3</td>
<td>4.208(1.018)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Health status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poor</td>
<td>19</td>
<td>4.180(0.789)</td>
<td>0.349</td>
<td>.79</td>
<td></td>
</tr>
<tr>
<td>Normal</td>
<td>132</td>
<td>4.260(0.664)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Good</td>
<td>171</td>
<td>4.272(0.615)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Excellent</td>
<td>28</td>
<td>4.367(0.594)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 2.** Quadrant diagram of the importance and performance of product establishment and functionality.
Figure 3. Quadrant diagram of the importance and performance of the security of the system.

Discussion

Principal Findings

Liang’s [14] awareness, want, and adoption gap ratio (AWAG) segment matrix that analyzes the digital divide in eHealth services divides into four groups: strong opened group, generic opened group, generic closed group, and strong closed group by the participants’ awareness and want rate. Results showed that for both eHealth services, the digital divides of awareness, want, and adoption existed across demographic variables, as well as between computer owners and nonowners, and between Internet users and nonusers. It means users’ attitudes and experience are the most important factors determining whether and how eHealth services will be used.

This study focused on system functions and system design and security to identify the key functions of patients’ views by using IPA to determine which functions people think are important for them. The study can serve as a guide when this kind of platform is built in the future. We found people do not need overly complex functions; they just want a platform that lets them integrate and manage their medical visits, health examination, and life behavior record. However, viewing the Web-based medical image is not an important function for them, and they also do not care if their PHR is shared with others. Surprisingly, most of the participants think the system security design is not important. The importance of 5 of 7 questions in total is below average (4.29, 1: most not important, 5: most important); they only think “letting patients login by multiple methods, such as citizen digital certificate, id and password” and “letting patients access their own PHR under a secure environment” is important. Satisfaction in performance is also not high. The significance of only 3 of 7 questions is higher than average (3.8). We also found that the satisfaction regarding performance is of lower importance not only in system functions aspects but also in system design and security aspects. This means that although they think some of the system functions and system security design are not very important, they are not satisfied even when the system has these functions. However, although future personal EMR platform could have many system security designs, people may still not think these are enough to make sure the system is secure.

With increased acceptance of PHR, users increasingly believe that the use of a personalized EMR could help them understand their own medical records. Research on PHR became more popular in recent years; however, most of the research was focused on investigating the use of doctors and nurses’ satisfaction. Rarely were the patients’ views given consideration. Some studies have also pointed out that if the patients are satisfied with the use of information in this context, one could improve the feasibility of using PHR [15]. Some surveys have indicated that consumers want Web-based access to their PHR [16,17]; however, they still have some doubts, including the possibility that full and open access to personal medical information could bring up privacy concerns [18]; the problems of usability and security issues, complexity in the use of PHRs [2]; and perceived usefulness, motivation, patient and health professional interaction, lack of time and workload, resources availability, management, outcome expectancy, and interoperability [19]. Agarwal et al [20] found provider
satisfaction, interactions between environmental factors (communication tactics and value of the tool functionality), and interactions between patient activation and tool empowerment potential were significantly associated with behavioral intentions to use the PHR. Patients who believed the tool to be empowering demonstrated greater intention to use it, which was further enhanced for highly motivated patients. Baird [21] and Liu [22] also thinks that the concerns and challenges of using PHR are more focused on discussions regarding confidentiality, integrity, authorization, access control, portability, efficiency, scalability of solutions, and issues related to user experiences.

Compared with these studies, our results are similar; however, our study focused on system functions and system design and security. These questions are related to perceived usefulness, patient and health professional interaction, and management and interoperability aspects for perceived usefulness. Our research found participants pay more attention to how PHR can help them manage their health records, such as medical records, health examination records, and medical images, while also helping them avoid duplication of examinations, tests, and medication. For patient and health professional interactions, participants think PHR can let physicians add more details to the medical records; regarding management and interoperability, it was found in our study that detailed operating instructions, log in methods, and operation with secure methods are important for the participants, but the satisfaction with performance are below average.

Overall, the issues receiving the most user attention were the system functions, circulation, integrity, ease of use, continuity of the PHR, and data security and privacy protection. “My health bank” query service implemented by the government in recent years allows patients to check medical records (including the date of medical treatment, drug use, inspection report, and the doctor's advice) for 1 year through a personal certificate. Through this access, the integrity and continuity of PHRs can be achieved, but the propaganda for publicity still needs to be strengthened. In future, the government should provide functions and services that can meet the needs of the users, which will also enable the users to understand their own medical records, enhance understanding of the disease for the doctors, enhance the quality of EMR writing, reduce duplicated examinations, and develop holistic care.

Limitations

The personal EMR platform concept proposed in this study is relatively new in Taiwan. Most people are not yet aware of this process. Therefore, their understanding of the personal EMR platform may be poor. In this study, the system was introduced by way of a video to ensure that the participants understood as much as possible before they began to fill out the Web-based questionnaire, which we expected to reduce possible errors. Although the accuracy and validity of the data were not validated due to the lack of sample representation and extrapolation of the results, this prospective study can act as a reference for future studies on the development of the domestic personal EMR platform.

This study was conducted only by a Web-based questionnaire survey. Most of the participants were people with high Internet usage, young, and the areas of residence were concentrated in the north, which could cause the findings to be generalized to the whole population. Therefore, if the results were to extend to other regions or remote areas, there may be a gap. We suggest that future research could use diversification methods for the survey.
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Abstract

Background: Major international guidelines recommend mental health screening during the perinatal period. However, substantial barriers to screening have been reported by pregnant and postpartum women and perinatal care providers. E-screening offers benefits that may address implementation challenges.

Objective: The primary objective of this randomized controlled trial was to evaluate the feasibility and acceptability of Web-based mental health e-screening compared with paper-based screening among pregnant women. A secondary objective was to identify factors associated with women’s preferences for e-screening and disclosure of mental health concerns.

Methods: Pregnant women recruited from community and hospital-based antenatal clinics and hospital-based prenatal classes were computer-randomized to a fully automated Web-based e-screening intervention group or a paper-based control group. Women were eligible if they spoke or read English, were willing to be randomized to e-screening, and were willing to participate in a follow-up diagnostic interview. The intervention group completed the Antenatal Psychosocial Health Assessment and the Edinburgh Postnatal Depression Scale on a tablet computer, while controls completed them on paper. All women completed self-report baseline questions and were telephoned 1 week after randomization by a blinded research assistant for a MINI International Neuropsychiatric Interview. Renker and Tonkin’s tool of feasibility and acceptability of computerized screening was used to assess the feasibility and acceptability of e-screening compared with paper-based screening. Intention-to-treat analysis was used. To identify factors associated with preference for e-screening and disclosure, variables associated with each outcome at P<.20 were simultaneously entered into final multivariable models to estimate adjusted odds ratios (AORs) and 95% CIs.

Results: Of the 675 eligible women approached, 636 agreed to participate (participation rate 94.2%) and were randomized to the intervention (n=305) or control (n=331) groups. There were no significant baseline differences between groups. More women...
in the e-screening group strongly or somewhat agreed that they would like to use a tablet for answering questions on emotional health (57.9%, 175/302 vs 37.2%, 121/325) and would prefer using a tablet to paper (46.0%, 139/302 vs 29.2%, 95/325), compared with women in the paper-based screening group. There were no differences between groups in women’s disclosure of emotional health concerns (94.1%, 284/302 vs 90.2%, 293/325). Women in the e-screening group consistently reported the features of e-screening more favorably than controls (more private or confidential, less impersonal, less time-consuming). In the multivariable models, being in the e-screening group was significantly associated with preferring e-screening (AOR 2.29, 95% CI 1.66-3.17), while no factors were significantly associated with disclosure.

Conclusions: The findings suggest that mental health e-screening is feasible and acceptable to pregnant women.

Trial Registration: ClinicalTrials.gov NCT01899534; https://clinicaltrials.gov/ct2/show/NCT01899534 (Archived by WebCite at http://www.webcitation.org/6ntWg1yWb)


KEYWORDS
pregnancy; mental health; screening; prenatal care; computers

Introduction

The Need for Mental Health Screening
Depression and anxiety are among the most common morbidities in pregnancy, with prevalence rates of 13%-29% [1-3], and are the leading causes of maternal mortality in Western countries [4]. Without early screening and treatment, 50% to 70% of women with prenatal anxiety or depression symptoms [5] will experience persistent symptoms through their child’s early years [6,7]. Recent findings from longitudinal birth cohorts also reveal that chronicity of depression starting in pregnancy, whether severe or subclinical, is emerging as a major risk factor in child development and mental health [8-11].

In the absence of routine screening, mental health problems are severely underdetected and undertreated in perinatal settings [12,13]. This is, in part, due to the fact that the majority of pregnant and postpartum women do not volunteer information about their mental health without being prompted by a perinatal care provider [14-18]. In our previous studies, we reported that while 67% of pregnant women did not raise concerns about their mental health with their physician or obstetrician, nurse, or midwife, 97% indicated they were comfortable with provider-initiated screening [19]. Our studies have identified other common barriers that deter women from self-identifying mental health problems, including “false” reassurance that they have received from friends or family, not knowing whether their symptoms are “normal” or not during pregnancy, and stigma-induced concerns such as not wanting their care provider to see them as depressed or anxious and not wanting to be seen as a bad mother [19]. However, 79% of pregnant women reported they would disclose mental health concerns if asked as part of their routine prenatal care [19,20]. Clearly, routine, provider-initiated mental health screening plays an important role in women’s willingness to disclose prenatal mental health problems.

Studies also show that underdetection of mental health problems in the perinatal population is due to the lack of standardized screening, where up to 80% of cases remain unidentified by perinatal care providers who used unstandardized approaches for detection of mental health disorders (eg, without a validated tool) [21,22]. However, recent studies reveal that routine prenatal and postnatal screening enhances detection and increases the likelihood that women with a positive screening result for depression will link to mental health services [23,24]. Thus, antenatal mental health screening holds benefits for enhanced detection, increased linkage to services, and improved clinical outcomes.

Although current evidence and international guidelines from the United Kingdom [25], Australia [26], and the United States [27,28] support the need for antenatal screening as a key intervention for interrupting the cycle of perinatal mental disorders and their negative impact on maternal and child well-being, serious challenges exist for its implementation. Despite high acceptance by women [29-31] and providers [32-35], only 20% of North American perinatal care providers conduct proactive screening as part of prenatal care [36] and less than 15% of pregnant or postpartum women receive the help they need [37]. A systematic review conducted by our team (manuscript in preparation) found that substantial personal and system-based barriers to routine screening exist for health care providers, including lack of time to screen, lack of accurate assessment tools and knowing how to interpret them, lack of defined referral processes, the absence of connections with mental health services, and frustration with the lack of availability of timely services for their pregnant patients [38-40].

Taken together, this body of research underscores the need to develop screening processes that are feasible for and acceptable to both women and service providers, are designed to overcome barriers to implementation, and are cost-effective and clinically useful. Indeed, the most effective perinatal mental health screening and management programs are those characterized by screening processes that are incorporated into routine care with designated systems of referral and treatment that are initiated immediately after screening [26,41,42].

The Potential Impact of E-Screening
E-screening has potential to be an effective, low-resource screening approach that can be feasibly embedded in a variety of perinatal settings [43,44]. Importantly, it has potential to overcome the personal and system-based barriers to screening identified by pregnant women and health care providers, and it can screen for sensitive issues such as intimate partner violence [45-47] and postpartum depression [48]. It can increase
efficiency of mental health care by reallocating scarce human resources to where they are most needed—in-depth follow-up assessment, referral, and treatment. It is well-suited for busy clinical settings, can be personalized to patient needs, offers audio or video options for low literacy, provides real-time data, achieves similar or greater rates of disclosure compared with interviews, and is preferred by patients because of its anonymity. However, to date no studies have evaluated the feasibility or acceptability of e-screening as an approach to routine screening in pregnant women.

Objectives
The objective of this study was to compare the views of pregnant women randomized to an intervention group and a paper-based screening control group on the feasibility (eg, disclosure of concerns about their mental health, specific features of screening) and acceptability (eg, women’s preference) of e-screening. A secondary objective was to identify factors associated with women’s preferences for e-screening and their ability to disclose mental health concerns.

Methods

Study Design
The study was a parallel-group, randomized controlled superiority trial (Figure 1). The protocol has been previously published (ClinicalTrials.gov identifier: NCT01899534) [51]. Approval for this study was granted by the Human Research Ethics Board at the University of Alberta.

Figure 1. CONSORT flow diagram.

Eligibility Criteria
Pregnant women were eligible if they were (1) able to speak or read English; (2) willing to be randomized to e-screening; and (3) willing to participate in a follow-up diagnostic interview within 1 week of recruitment. Because the Web-based screening tool was intended to be completed unassisted, it was designed for use by women with varying degrees of computer literacy.

Setting and Recruitment
Women were recruited from 2 community-based family physician–led maternity clinics, a high-risk antenatal unit in a
tertiary care center, and 2 community hospital-based prenatal classes in Edmonton, Alberta. The high-risk antenatal unit is located in the inner city and serves a demographically diverse population. One maternity clinic was located in a middle-class suburb, while the other was located in a neighborhood with a high proportion of new immigrant families. The hospital-based prenatal classes served women from across the urban center. Thus, the recruitment strategy aimed to include participants with diverse demographic and obstetric characteristics. None of the care providers at the recruitment sites had specialized training in mental health care. Additional details on the recruitment sites are available in the study’s published protocol [51].

Trained research assistants at each site used a standardized script to invite women to participate in the study. Once women completed the consent form electronically on a tablet computer, the computer program designed by the Women and Children’s Health Research Institute (WCHRI) automatically randomized them (1:1) to the intervention or control group. Thus, the research assistant was blinded to group allocation. Full details on recruitment and consent procedures are found in the trial protocol [51].

The E-Screening Intervention

The e-screening intervention was a full psychosocial assessment including (1) the Antenatal Psychosocial Health Assessment (ALPHA) [21,35] and (2) the Edinburgh Postnatal Depression Scale (EPDS) [52]. This is aligned with international guidelines recommending that screening comprise an evaluation of risks for mental health problems (ALPHA) as well as current symptoms (EPDS) [26,42].

The ALPHA asks women questions on the topics of family life, stressors, feelings about the pregnancy, substance use, abuse, and family of origin. Items are rated as yes or no or 6-point Likert-scale options and are completed in 5 minutes. On the basis of a review of responses in each category, providers subjectively judge whether women are at low, some, or high psychosocial risk. The ALPHA has undergone extensive face and content validity testing, can readily be implemented in routine prenatal care, and pregnant women find it acceptable [35,53].

The 10-item EPDS is one of the most widely used screening instruments for detecting antenatal and postnatal depression symptoms within the previous 7 days [52]. A score of 13 or higher (range 0-30) is a well-established cutoff for clinically significant depression symptoms consistent with meeting the criteria for a major depressive episode [52]. Original psychometric testing resulted in a sensitivity of 85%, specificity of 77%, positive predictive value of 83%, split-half reliability of .8, and Cronbach alpha of .87 [52]. A screenshot of the Web-based version of the EPDS is provided in Multimedia Appendix 1.

Women randomized to the intervention group accessed the intervention for free. They completed the assessment on a single occasion and had no further access to the intervention beyond that time. Research assistants recruiting the women provided technical assistance as needed to assist women to get started on the tablet computer, although the link was labeled and readily available on the home screen. No specialized training was offered to the intervention group because completion of the Web-based e-screening tool was intended to be a largely self-sufficient, self-report option for clinical settings. No study participants were aware which group was the intervention of interest.

The Paper-Based Screening Control Group

Women in the control group completed paper-based versions of the ALPHA and EPDS, followed by the Web-based baseline questionnaire.

Procedures

Following recruitment, women completed the Web-based e-screening or paper-based version of the screening tools independently (in the recruitment setting) as well as a Web-based baseline questionnaire including (1) demographics (age, parity, marital status, education, income, ethnicity, country of birth, and length of time in Canada); (2) obstetric history (current and past, including use of fertility treatments); (3) mental health history (diagnoses, treatment); (4) level of comfort with computer technology; (5) quality of relationship with perinatal care provider; (6) level of social support, experience of talking with doctor, nurse, or midwife about emotional health; and (7) adverse childhood experiences (using ACE questionnaire [54]). With the exception of the ACE questionnaire, questions were drawn from those used in the All Our Babies Study [55,56] and the Canadian Maternity Experiences Survey [57]. The baseline questionnaire also included Renker and Tonkin’s Computer Assessment Evaluation (CAE), which is a feasibility and acceptability assessment. Logos belonging to institutional affiliations were visible on questionnaires and consent forms, as well as in the description of the primary investigator. Women in both groups were telephoned by a trained research assistant (blinded to group allocation), 1 week after recruitment, to complete a MINI International Neuropsychiatric Interview (MINI, version 6.0.0) [58].

No data were stored on the tablets. When women submitted their information, it was sent to a secure server housed in the Faculty of Medicine & Dentistry at the University of Alberta. The Web-based e-screening tool and questionnaire were built using an existing infrastructure offered by Checkbox Survey software provided by the WCHRI Clinical Research Informatics Core. The Web-based e-screening tool was tested for usability and navigability through focus groups as part of a concurrent randomized controlled trial, as described in that trial’s published protocol [59]. No changes to the tool were made after initial testing. Data transfer between the tablet and server was encrypted. Data imported to statistical databases for analysis were not identifiable.

Safety Protocol

If women met the criteria for a mood or anxiety disorder on the MINI or if they scored 13 or more on the EPDS, the research assistant made a referral for the women (with their permission) to the hospital-based reproductive mental health support program.
Sample Size

Because no data were available to guide estimation of a minimal clinically important difference in true cases detected through e-screening, we used a confidence interval approach [60]. On the basis of high levels of acceptability and disclosure reported using computer screening [46,47], we established that e-screening would be feasible if, in the intervention group, 85% of women indicated that they were able to tell the truth on all questions on the psychosocial assessment (question 7 of the computer assessment evaluation, CAE). For our other outcomes, we based the sample size calculation on 85% of women scoring 4-8 on the Risk subscale of the Disclosure Expectations Scale and 85% scoring 16-20 on the Utility subscale of the Disclosure Expectations Scale. Using a margin of error of .05 and 25% as an estimated loss to follow-up, we calculated that 261 women per group (N=522) were required (see protocol [51] for calculation). At a final sample size of 636, the study is sufficiently powered to detect differences in the outcomes between groups if they exist.

Measurement of Outcomes

We measured women’s views on the feasibility and acceptability of e-screening with an adapted 9-item version of Renker and Tonkin’s assessment of the feasibility of computerized screening for interpersonal violence [46,47]. Of the 9 items, 2 items are related to acceptability of e-screening (I did or would like to use a tablet to answer these questions about emotional health; I would prefer answering questions about emotional health on the tablet compared to a paper questionnaire) and the remaining 7 items measure broad areas of feasibility, including disclosure (I was able to tell the truth on all the questions about emotional health; I did not like answering the questions about emotional health on the tablet or paper because it was hard to answer how I really felt), features of screening (privacy; ease of understanding questions; impersonal; time to completion), and comparison with paper-based screening. Women in the intervention group answered questions rating their experience of e-screening (eg, I liked answering questions about emotional health on a tablet because it felt private). Those in the control group answered questions to assess their views on e-screening if they had the opportunity (eg, I would like answering questions about emotional health on a tablet because it would feel private). Responses were rated on a 5-point Likert scale (1=strongly disagree to 5=strongly agree).

Analysis

Intention-to-treat analysis was conducted for all research questions. We used descriptive data (frequencies and 95% CIs; means and SDs) to describe the sample. Baseline differences in groups were compared using independent t tests (means) and chi-square tests (%) to determine the extent to which randomization was successful. Statistical significance for all analyses and final models was set at P<.05. We used chi-square tests to compare proportions of women in each group responding affirmatively to questions on feasibility and acceptability.

For analyses related to factors associated with the outcomes of preference for e-screening and disclosure, we conducted bivariate analyses to identify independent factors that were significantly associated with each of the outcomes at P<.20, estimating unadjusted odds ratios and their 95% CIs. Those variables were entered in the 2 final multivariable models, where P<.05 defined factors that were significantly associated with the outcomes in the final models. All significant independent variables were entered into the multivariable models simultaneously, and each variable was controlled for by all other variables in the model. For the final models, we reported adjusted odds ratios and their 95% CIs.

Results

Sample Characteristics

Of the 675 eligible women who were approached between August 2013 and January 2015, a total of 636 (94.2%) women agreed to participate and were randomized to the intervention (n=305) or control (n=331) group. No women were deemed ineligible after the initial screening for eligibility. A total of 5 women withdrew from the study following group allocation, 3 in the intervention group and 2 in the control group. There were no statistically significant differences in relation to demographic variables between the 2 groups (Table 1).

The majority of pregnant women were 25 to 34 years of age, partnered (married, common-law, or living with a partner), were white, had incomes of Can $80,000 or more, had at least some postsecondary education, were pregnant with their first child, and were in their first trimester of pregnancy (80.3%, 494/615; see Table 1). More than a quarter of the participants had been diagnosed and treated for anxiety, depression, or another mental health concern before joining the study, and 18.0% (113/629) reported having 4 or more adverse childhood experiences. There were no statistically significant differences between the intervention and control groups in demographic characteristics, comfort with computers, tablets, or mobile phone previous variables in the model and were in their first trimester of pregnancy (80.3%, 494/615; see Table 1). More than a quarter of the participants had been diagnosed and treated for anxiety, depression, or another mental health concern before joining the study, and 18.0% (113/629) reported having 4 or more adverse childhood experiences. There were no statistically significant differences between the intervention and control groups in demographic characteristics, comfort with computers, tablets, or mobile phone previous mental health diagnoses or treatment, obstetric history, mean gestational age, or number of adverse childhood experiences. More than two-thirds of women (n=423) were recruited from community-based maternity clinics, 21.0% (131/624) were recruited from community-based prenatal classes, and 11.2% (70/624) were recruited from the high-risk antenatal unit. Missing data were 3.3% (615/636) or less for all variables, with the majority having less than 1.5% (10/636); thus, data imputation was not used.
Table 1. Sample characteristics (N=636).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Full sample (N=636), n (%)</th>
<th>Paper-based screening group (n=331), n (%)</th>
<th>E-screening group (n=305), n (%)</th>
<th>P value^b</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Recruitment site</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Community-based clinics</td>
<td>423 (67.8)</td>
<td>224 (70.0)</td>
<td>199 (65.5)</td>
<td>.47</td>
</tr>
<tr>
<td>High-risk antenatal unit at tertiary care center</td>
<td>70 (11.2)</td>
<td>34 (10.6)</td>
<td>36 (11.8)</td>
<td></td>
</tr>
<tr>
<td>Prenatal classes</td>
<td>131 (21.0)</td>
<td>62 (19.4)</td>
<td>69 (22.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Age, years</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;25</td>
<td>88 (13.9)</td>
<td>50 (15.2)</td>
<td>38 (12.5)</td>
<td>.51</td>
</tr>
<tr>
<td>25-34</td>
<td>459 (72.2)</td>
<td>233 (70.6)</td>
<td>226 (74.6)</td>
<td></td>
</tr>
<tr>
<td>35+</td>
<td>86 (13.6)</td>
<td>47 (14.2)</td>
<td>39 (12.9)</td>
<td></td>
</tr>
<tr>
<td><strong>Income in Can S</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than $40,000</td>
<td>97 (15.4)</td>
<td>52 (15.8)</td>
<td>45 (14.9)</td>
<td>.81</td>
</tr>
<tr>
<td>$40,000-$79,999</td>
<td>139 (22.0)</td>
<td>75 (22.8)</td>
<td>64 (21.2)</td>
<td></td>
</tr>
<tr>
<td>$80,000 or more</td>
<td>395 (62.6)</td>
<td>202 (61.4)</td>
<td>193 (63.9)</td>
<td></td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>100 (15.8)</td>
<td>57 (17.3)</td>
<td>43 (14.2)</td>
<td>.29</td>
</tr>
<tr>
<td>Some postsecondary or more</td>
<td>531 (84.2)</td>
<td>272 (82.7)</td>
<td>259 (85.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unpartnered (single, divorced, or separated)</td>
<td>27 (4.3)</td>
<td>14 (4.3)</td>
<td>13 (4.3)</td>
<td>.98</td>
</tr>
<tr>
<td>Partnered (married, common-law, or living with a partner)</td>
<td>604 (95.7)</td>
<td>315 (95.7)</td>
<td>289 (95.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not white</td>
<td>169 (26.8)</td>
<td>91 (27.7)</td>
<td>78 (25.8)</td>
<td>.60</td>
</tr>
<tr>
<td>White</td>
<td>462 (73.2)</td>
<td>238 (72.3)</td>
<td>224 (74.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Born in Canada</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>119 (18.9)</td>
<td>66 (20.1)</td>
<td>53 (17.5)</td>
<td>.42</td>
</tr>
<tr>
<td>Yes</td>
<td>512 (81.1)</td>
<td>263 (79.9)</td>
<td>249 (82.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Ever diagnosed with depression, anxiety, or any other kind of emotional concern</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>164 (25.9)</td>
<td>86 (26.1)</td>
<td>78 (25.7)</td>
<td>.91</td>
</tr>
<tr>
<td>No</td>
<td>470 (74.1)</td>
<td>244 (73.9)</td>
<td>226 (74.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Ever treated for depression, anxiety, or any other kind of emotional concern</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>179 (28.2)</td>
<td>92 (27.9)</td>
<td>87 (28.6)</td>
<td>.84</td>
</tr>
<tr>
<td>No</td>
<td>455 (71.8)</td>
<td>238 (72.1)</td>
<td>217 (71.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Pregnant before</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First child</td>
<td>426 (69.3)</td>
<td>213 (68.5)</td>
<td>213 (70.1)</td>
<td>.67</td>
</tr>
<tr>
<td>Not first child</td>
<td>189 (30.7)</td>
<td>98 (31.5)</td>
<td>91 (29.9)</td>
<td></td>
</tr>
<tr>
<td><strong>Gestational age, mean (SD)</strong></td>
<td>9.00 (6.46)</td>
<td>8.61 (6.08)</td>
<td>9.39 (6.80)</td>
<td>.22</td>
</tr>
<tr>
<td><strong>Used fertility treatments to become pregnant</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>35 (5.5)</td>
<td>17 (5.2)</td>
<td>18 (5.9)</td>
<td>.67</td>
</tr>
<tr>
<td>No</td>
<td>599 (94.5)</td>
<td>313 (94.8)</td>
<td>286 (94.1)</td>
<td></td>
</tr>
<tr>
<td><strong>ACE score</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 1

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Full sample (N=636a), n (%)</th>
<th>Paper-based screening group (n=331a), n (%)</th>
<th>E-screening group (n=305b), n (%)</th>
<th>P valueb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Score greater or equal to 4</td>
<td>113 (18.0)</td>
<td>64 (19.5)</td>
<td>49 (16.3)</td>
<td>.31</td>
</tr>
<tr>
<td>Score less than 4</td>
<td>516 (82.0)</td>
<td>265 (80.5)</td>
<td>251 (83.7)</td>
<td></td>
</tr>
</tbody>
</table>

I am comfortable using a computer or laptop

<table>
<thead>
<tr>
<th>Level</th>
<th>Full sample (N=636a), n (%)</th>
<th>Paper-based screening group (n=331a), n (%)</th>
<th>E-screening group (n=305b), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very comfortable</td>
<td>591 (93.7)</td>
<td>311 (94.5)</td>
<td>280 (92.7)</td>
</tr>
<tr>
<td>Somewhat comfortable</td>
<td>36 (5.7)</td>
<td>17 (5.2)</td>
<td>19 (6.3)</td>
</tr>
<tr>
<td>Not very comfortable</td>
<td>4 (0.6)</td>
<td>1 (0.3)</td>
<td>3 (1.0)</td>
</tr>
</tbody>
</table>

I am comfortable using a computer tablet (eg, iPad)

<table>
<thead>
<tr>
<th>Level</th>
<th>Full sample (N=636a), n (%)</th>
<th>Paper-based screening group (n=331a), n (%)</th>
<th>E-screening group (n=305b), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very comfortable</td>
<td>530 (84.0)</td>
<td>280 (85.1)</td>
<td>250 (82.8)</td>
</tr>
<tr>
<td>Somewhat comfortable</td>
<td>89 (14.1)</td>
<td>44 (13.4)</td>
<td>45 (14.9)</td>
</tr>
<tr>
<td>Not very comfortable</td>
<td>12 (1.9)</td>
<td>5 (1.5)</td>
<td>7 (2.3)</td>
</tr>
</tbody>
</table>

I am comfortable using a smartphone

<table>
<thead>
<tr>
<th>Level</th>
<th>Full sample (N=636a), n (%)</th>
<th>Paper-based screening group (n=331a), n (%)</th>
<th>E-screening group (n=305b), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very comfortable</td>
<td>546 (86.5)</td>
<td>286 (86.9)</td>
<td>260 (86.1)</td>
</tr>
<tr>
<td>Somewhat comfortable</td>
<td>70 (11.1)</td>
<td>38 (11.6)</td>
<td>32 (10.6)</td>
</tr>
<tr>
<td>Not very comfortable</td>
<td>15 (2.4)</td>
<td>5 (1.5)</td>
<td>10 (3.3)</td>
</tr>
</tbody>
</table>

Primary Objectives

Acceptability of E-Screening

More women in the e-screening group strongly or somewhat agreed that they would like to use or did like using a tablet for answering questions on emotional health (57.9%, 175/302 vs 37.2%, 121/325) and would or did prefer using a tablet to paper (46.0%, 139/302 vs 29.2%, 95/325), compared with women in the paper-based screening group. We observed, too, that fewer women who used the tablet answered does not matter one way or the other than women who completed paper-based screening on the item I would or did like to use a tablet to answer questions about emotional health (30.8%, 93/302 vs 53.5%, 174/325) and I would prefer answering questions about emotional health on the tablet compared to a paper questionnaire (40.4%, 122/302 vs 60.9%, 198/325).

Features of Screening

More women in the e-screening group strongly or somewhat agreed that they would like e-screening because it was private (64.6%, 195/302 vs 37.2%, 121/325) and the questions to be easier to understand (88.8%, 268/302 vs 87.7%, 285/325). Similarly, fewer women in the e-screening group reported they would find e-screening impersonal (3.6%, 11/302 participants vs 4.9%, 16/325 participants). Finally, significantly more women in the e-screening group reported that they did not find screening too time-consuming, compared with women in the paper-based screening group (57.9%, 54/302 vs 40.9%, 40/325).

Comparison With Face-to-Face Screening

In both groups, less than 10% (24/302 and 30/325) of women acknowledged that it would be easier to have a nurse ask questions about emotional health compared with completing questions on a tablet. More than half the women in both groups preferred self-report e-screening compared with face-to-face screening, and this proportion was significantly greater in the e-screening group (58.9%, 178/302 participants vs 50.7%, 165/325).
### Table 2. Feasibility and acceptability of e-screening.

<table>
<thead>
<tr>
<th>Individual items of computer assessment evaluation scale</th>
<th>Full sample (N=627)</th>
<th>Group 1: paper-based screening (n=325)</th>
<th>Group 2: e-screening (n=302)</th>
<th>(P) value&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. I would or did like to use a tablet to answer these questions about emotional health&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>42 (6.7)</td>
<td>23 (7.1)</td>
<td>19 (6.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Somewhat disagree</td>
<td>22 (3.5)</td>
<td>7 (2.2)</td>
<td>15 (5.0)</td>
<td></td>
</tr>
<tr>
<td>Does not matter one way or the other</td>
<td>267 (42.6)</td>
<td>174 (53.5)</td>
<td>93 (30.8)</td>
<td></td>
</tr>
<tr>
<td>Somewhat agree</td>
<td>65 (10.4)</td>
<td>32 (9.8)</td>
<td>33 (10.9)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>231 (36.8)</td>
<td>89 (27.4)</td>
<td>142 (47.0)</td>
<td></td>
</tr>
<tr>
<td>2. I found the questions about emotional health easy to understand</td>
<td></td>
<td></td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>42 (6.7)</td>
<td>17 (5.2)</td>
<td>25 (8.3)</td>
<td></td>
</tr>
<tr>
<td>Somewhat disagree</td>
<td>13 (2.1)</td>
<td>10 (3.1)</td>
<td>3 (1.0)</td>
<td></td>
</tr>
<tr>
<td>Does not matter one way or the other</td>
<td>19 (3.0)</td>
<td>13 (4.0)</td>
<td>6 (2.0)</td>
<td></td>
</tr>
<tr>
<td>Somewhat agree</td>
<td>122 (19.5)</td>
<td>72 (22.2)</td>
<td>50 (16.6)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>431 (68.7)</td>
<td>213 (65.5)</td>
<td>218 (72.2)</td>
<td></td>
</tr>
<tr>
<td>3. I would not or did not like answering questions about emotional health on a tablet because it felt or would feel impersonal&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>306 (48.9)</td>
<td>139 (42.9)</td>
<td>167 (55.3)</td>
<td></td>
</tr>
<tr>
<td>Somewhat disagree</td>
<td>66 (10.5)</td>
<td>32 (9.9)</td>
<td>34 (11.3)</td>
<td></td>
</tr>
<tr>
<td>Does not matter one way or the other</td>
<td>227 (36.3)</td>
<td>137 (42.3)</td>
<td>90 (29.8)</td>
<td></td>
</tr>
<tr>
<td>Somewhat agree</td>
<td>17 (2.7)</td>
<td>10 (3.1)</td>
<td>7 (2.3)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>10 (1.6)</td>
<td>6 (1.8)</td>
<td>4 (1.3)</td>
<td></td>
</tr>
<tr>
<td>4. I would prefer answering questions about emotional health on a tablet compared to a paper questionnaire</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>43 (6.9)</td>
<td>18 (5.5)</td>
<td>25 (8.3)</td>
<td></td>
</tr>
<tr>
<td>Somewhat disagree</td>
<td>30 (4.8)</td>
<td>14 (4.3)</td>
<td>16 (5.3)</td>
<td></td>
</tr>
<tr>
<td>Does not matter one way or the other</td>
<td>320 (51.0)</td>
<td>198 (60.9)</td>
<td>122 (40.4)</td>
<td></td>
</tr>
<tr>
<td>Somewhat agree</td>
<td>63 (10.0)</td>
<td>27 (8.3)</td>
<td>36 (11.9)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>171 (27.3)</td>
<td>68 (20.9)</td>
<td>103 (34.1)</td>
<td></td>
</tr>
<tr>
<td>5. I would find it easier to answer the questions about emotional health on a tablet rather than having a nurse ask me questions</td>
<td></td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>24 (3.8)</td>
<td>12 (3.7)</td>
<td>12 (4.0)</td>
<td></td>
</tr>
<tr>
<td>Somewhat disagree</td>
<td>30 (4.8)</td>
<td>18 (5.5)</td>
<td>12 (4.0)</td>
<td></td>
</tr>
<tr>
<td>Does not matter one way or the other</td>
<td>230 (36.7)</td>
<td>130 (40.0)</td>
<td>100 (33.1)</td>
<td></td>
</tr>
<tr>
<td>Somewhat agree</td>
<td>173 (27.6)</td>
<td>96 (29.5)</td>
<td>77 (25.5)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>170 (27.1)</td>
<td>69 (21.2)</td>
<td>101 (33.4)</td>
<td></td>
</tr>
<tr>
<td>6. I did not like answering the questions about emotional health on the tablet or paper because it was hard to answer how I really felt&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>251 (40.0)</td>
<td>90 (27.7)</td>
<td>161 (53.3)</td>
<td></td>
</tr>
</tbody>
</table>
Individual items of computer assessment evaluation scale

<table>
<thead>
<tr>
<th></th>
<th>Full sample (N=627)</th>
<th>Group 1: paper-based screening (n=325)</th>
<th>Group 2: e-screening (n=302)</th>
<th>P value*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
<td>n (%)</td>
<td>n (%)</td>
<td></td>
</tr>
<tr>
<td>Somewhat disagree</td>
<td>89 (14.2)</td>
<td>46 (14.2)</td>
<td>43 (14.2)</td>
<td></td>
</tr>
<tr>
<td>Does not matter one way or the other</td>
<td>218 (34.8)</td>
<td>152 (46.8)</td>
<td>66 (21.9)</td>
<td></td>
</tr>
<tr>
<td>Somewhat agree</td>
<td>60 (9.6)</td>
<td>30 (9.2)</td>
<td>30 (9.9)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>9 (1.4)</td>
<td>7 (2.2)</td>
<td>2 (0.7)</td>
<td></td>
</tr>
</tbody>
</table>

7. I would or did like answering questions about emotional health on a tablet because it would or did feel private

<table>
<thead>
<tr>
<th></th>
<th>Strongly disagree</th>
<th>Somewhat disagree</th>
<th>Does not matter one way or the other</th>
<th>Somewhat agree</th>
<th>Strongly agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full sample</td>
<td>23 (3.7)</td>
<td>35 (5.6)</td>
<td>271 (43.2)</td>
<td>155 (24.7)</td>
<td>143 (22.8)</td>
</tr>
<tr>
<td>Group 1: paper-based screening</td>
<td>16 (4.9)</td>
<td>19 (5.8)</td>
<td>187 (57.5)</td>
<td>66 (20.3)</td>
<td>37 (11.4)</td>
</tr>
<tr>
<td>Group 2: e-screening</td>
<td>7 (2.3)</td>
<td>16 (5.3)</td>
<td>84 (27.8)</td>
<td>89 (29.5)</td>
<td>106 (35.1)</td>
</tr>
</tbody>
</table>

8. I did not like answering questions about emotional health on the tablet or on paper because the questions took too long for me to answer

<table>
<thead>
<tr>
<th></th>
<th>Strongly disagree</th>
<th>Somewhat disagree</th>
<th>Does not matter one way or the other</th>
<th>Somewhat agree</th>
<th>Strongly agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full sample</td>
<td>213 (34.0)</td>
<td>95 (15.2)</td>
<td>225 (35.9)</td>
<td>78 (12.4)</td>
<td>16 (2.6)</td>
</tr>
<tr>
<td>Group 1: paper-based screening</td>
<td>93 (28.6)</td>
<td>40 (12.3)</td>
<td>152 (46.8)</td>
<td>32 (9.8)</td>
<td>8 (2.5)</td>
</tr>
<tr>
<td>Group 2: e-screening</td>
<td>120 (39.7)</td>
<td>55 (18.2)</td>
<td>73 (24.2)</td>
<td>46 (15.2)</td>
<td>8 (2.6)</td>
</tr>
</tbody>
</table>

9. I was able to tell the truth on all the questions about emotional health

<table>
<thead>
<tr>
<th></th>
<th>Strongly disagree</th>
<th>Somewhat disagree</th>
<th>Does not matter one way or the other</th>
<th>Somewhat agree</th>
<th>Strongly agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full sample</td>
<td>20 (3.2)</td>
<td>6 (1.0)</td>
<td>24 (3.8)</td>
<td>64 (10.2)</td>
<td>513 (81.8)</td>
</tr>
<tr>
<td>Group 1: paper-based screening</td>
<td>14 (4.3)</td>
<td>5 (1.5)</td>
<td>13 (4.0)</td>
<td>33 (10.2)</td>
<td>260 (80.0)</td>
</tr>
<tr>
<td>Group 2: e-screening</td>
<td>6 (2.0)</td>
<td>1 (0.3)</td>
<td>11 (3.6)</td>
<td>31 (10.3)</td>
<td>253 (83.8)</td>
</tr>
</tbody>
</table>

*aTotal sample missing data=9 (group 1: paper-based screening=6; group 2: e-screening=3).
*bWomen in the intervention group answered questions rating their experience of e-screening (eg, I liked answering questions about emotional health on a tablet because it felt private). Those in the control group answered questions to assess their views on e-screening (eg, I would like answering questions about emotional health on a tablet because it would feel private).
*cWomen in the intervention group answered questions regarding the experience of e-screening (eg, I did not like answering questions about emotional health on the tablet because the questions took too long for me to answer). Those in the control group answered questions regarding the experience of paper-based screening (eg, I did not like answering questions about emotional health on paper because the questions took too long for me to answer).
*dComparison of control and intervention groups: chi-square statistic used for all variables.

Secondary Objectives

Factors Associated With Preference for E-Screening

Table 3 presents the results of the bivariate analysis of the association of each independent variable with the outcome, I would or did like to use the tablet to answer these questions about emotional health. Independent variables associated with the outcome at P<.20 were entered into the final multivariable logistic regression model, including mode of screening, maternal age, income, and education. In the final model, only mode of screening was significantly associated with the outcome, where the odds of preferring e-screening were 2.29 times greater for women in the e-screening group than women in the paper-based screening group. When we repeated this analysis using the outcome, I would or did prefer answering questions about emotional health on the tablet compared to a paper questionnaire, findings were similar to the odds of preferring e-screening estimated at 2.03 (95% CI 1.46-2.84).
Table 3. Factors associated with preference for e-screening based on the outcome, *I would or did like using a tablet to answer these questions about emotional health*.

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Strongly or somewhat agree, n (%)</th>
<th>Does not matter, somewhat or strongly disagree, n (%)</th>
<th>UOR (95% CI)</th>
<th>AOR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mode of report</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electronic</td>
<td>176 (59.3)</td>
<td>127 (38.4)</td>
<td>2.34 (1.70-3.22)</td>
<td>2.29 (1.66-3.17)</td>
</tr>
<tr>
<td>Paper-based</td>
<td>121 (40.7)</td>
<td>204 (61.6)</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td><strong>Recruitment site</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Community-based clinic or prenatal class</td>
<td>261 (89.1)</td>
<td>288 (88.9)</td>
<td>1.02 (0.62-1.69)</td>
<td></td>
</tr>
<tr>
<td>High-risk antenatal unit at tertiary care center</td>
<td>32 (10.9)</td>
<td>36 (11.1)</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td><strong>Age, years</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than 25</td>
<td>31 (10.5)</td>
<td>57 (17.2)</td>
<td>0.56 (0.35-0.90)</td>
<td>0.68 (0.41-1.13)</td>
</tr>
<tr>
<td>Greater than or equal to 25</td>
<td>265 (89.5)</td>
<td>274 (82.8)</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td><strong>Income</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than $40,000</td>
<td>38 (12.8)</td>
<td>59 (17.8)</td>
<td>0.68 (0.44-1.06)</td>
<td>0.77 (0.49-1.23)</td>
</tr>
<tr>
<td>$40,000 or more</td>
<td>258 (87.2)</td>
<td>272 (82.2)</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unpartnered</td>
<td>11 (3.7)</td>
<td>16 (4.8)</td>
<td>0.76 (0.35-1.67)</td>
<td></td>
</tr>
<tr>
<td>Partnered</td>
<td>285 (96.3)</td>
<td>315 (95.2)</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td><strong>Diagnosis of depression, anxiety, or any other kind of emotional concern</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>74 (24.9)</td>
<td>88 (26.6)</td>
<td>0.92 (0.64-1.31)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>223 (75.1)</td>
<td>243 (73.4)</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td><strong>Ever treated for depression, anxiety, or any other kind of emotional concern</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>81 (27.3)</td>
<td>97 (29.3)</td>
<td>0.91 (0.64-1.28)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>216 (72.7)</td>
<td>234 (70.7)</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not white</td>
<td>78 (26.4)</td>
<td>89 (26.9)</td>
<td>0.97 (0.68-1.39)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>218 (73.6)</td>
<td>242 (73.1)</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td><strong>Born in Canada</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>61 (20.6)</td>
<td>57 (17.2)</td>
<td>1.25 (0.84-1.86)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>235 (79.4)</td>
<td>274 (82.8)</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td><strong>Pregnant before</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First child</td>
<td>197 (67.7)</td>
<td>228 (70.8)</td>
<td>0.86 (0.61-1.22)</td>
<td></td>
</tr>
<tr>
<td>Not first child</td>
<td>94 (32.3)</td>
<td>94 (29.2)</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>37 (12.5)</td>
<td>63 (19.0)</td>
<td>0.61 (0.39-0.94)</td>
<td>0.73 (0.45-1.18)</td>
</tr>
<tr>
<td>Some postsecondary or more</td>
<td>259 (87.5)</td>
<td>268 (81.0)</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td><strong>Used fertility treatments to become pregnant</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>18 (6.1)</td>
<td>17 (5.1)</td>
<td>1.19 (0.60-2.36)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>279 (93.9)</td>
<td>314 (94.9)</td>
<td>1.00</td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Strongly or somewhat agree, n (%)</th>
<th>Does not matter, somewhat or strongly disagree, n (%)</th>
<th>UOR&lt;sup&gt;b&lt;/sup&gt; (95% CI)</th>
<th>AOR&lt;sup&gt;c&lt;/sup&gt; (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACE score</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Score greater than or equal to 4</td>
<td>49 (16.7)</td>
<td>63 (19.0)</td>
<td>0.85 (0.56-1.28)</td>
<td></td>
</tr>
<tr>
<td>Score less than 4</td>
<td>245 (83.3)</td>
<td>268 (81.0)</td>
<td>1.00</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> The categories does not matter and somewhat or strongly disagree were combined to address low cell sizes in the somewhat or strongly disagree category for some variables.

<sup>b</sup> UOR: unadjusted odds ratio.

<sup>c</sup> AOR: adjusted odds ratio.

<sup>d</sup> Independent variables associated with the outcome at $P<.20$ were entered into the final multivariable logistic regression model, including mode of screening, maternal age, income, and education.

**Disclosure**

Table 4 presents the results of the bivariate analysis of the association of each independent variable with the outcome, *I was able to tell the truth on all the questions about emotional health*. Independent variables associated with the outcome at $P<.20$ were entered into the final multivariable logistic regression model, including mode of screening and education. In the final model, no variables were significantly associated with a woman’s ability to be honest during mental health screening.
Table 4. Factors associated with disclosure of mental health concerns during screening based on the outcome, *I was able to tell the truth on all questions about emotional health.*

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Strongly or somewhat agree, n (%)</th>
<th>Does not matter, somewhat or strongly disagree, n (%)</th>
<th>UOR(^b) (95% CI)</th>
<th>AOR(^c) (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mode of report</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electronic</td>
<td>285 (49.3)</td>
<td>18 (36.0)</td>
<td>1.73 (0.95-3.15)(^d)</td>
<td>1.69 (0.92-3.08)</td>
</tr>
<tr>
<td>Paper-based</td>
<td>293 (50.7)</td>
<td>32 (64.0)</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td><strong>Recruitment site</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Community-based clinic or prenatal class</td>
<td>507 (89.1)</td>
<td>42 (87.5)</td>
<td>1.17 (0.48-2.86)</td>
<td></td>
</tr>
<tr>
<td>High-risk antenatal unit at tertiary care center</td>
<td>62 (10.9)</td>
<td>6 (12.5)</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td><strong>Age, years</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than 25</td>
<td>80 (13.9)</td>
<td>8 (16.0)</td>
<td>0.85 (0.38-1.87)</td>
<td></td>
</tr>
<tr>
<td>Greater than or equal to 25</td>
<td>497 (86.1)</td>
<td>42 (84.0)</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td><strong>Income in Can $</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than $40,000</td>
<td>90 (15.6)</td>
<td>7 (14.0)</td>
<td>1.14 (0.50-2.60)</td>
<td></td>
</tr>
<tr>
<td>$40,000 or more</td>
<td>487 (84.4)</td>
<td>43 (86.0)</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unpartnered</td>
<td>25 (4.3)</td>
<td>2 (4.0)</td>
<td>1.09 (0.25-4.73)</td>
<td></td>
</tr>
<tr>
<td>Partnered</td>
<td>552 (95.7)</td>
<td>48 (96.0)</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td><strong>Diagnosis of depression, anxiety, or any other kind of emotional concern</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>150 (26.0)</td>
<td>12 (24.0)</td>
<td>1.11 (0.57-2.18)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>428 (74.0)</td>
<td>38 (76.0)</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td><strong>Ever treated for depression, anxiety, or any other kind of emotional concern</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>164 (28.4)</td>
<td>14 (28.0)</td>
<td>1.02 (0.54-1.94)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>414 (71.6)</td>
<td>36 (72.0)</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not white</td>
<td>151 (26.2)</td>
<td>16 (32.0)</td>
<td>0.75 (0.40-1.40)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>426 (73.8)</td>
<td>34 (68.0)</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td><strong>Born in Canada</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>110 (19.1)</td>
<td>8 (16.0)</td>
<td>1.24 (0.57-2.71)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>467 (80.9)</td>
<td>42 (84.0)</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td><strong>Pregnant before</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First child</td>
<td>394 (70.0)</td>
<td>31 (62.0)</td>
<td>1.43 (0.79-2.60)</td>
<td></td>
</tr>
<tr>
<td>Not first child</td>
<td>169 (30.0)</td>
<td>19 (38.0)</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>87 (15.1)</td>
<td>13 (26.0)</td>
<td>0.51 (0.26-0.99)(^d)</td>
<td>0.52 (0.27-1.02)</td>
</tr>
<tr>
<td>Some postsecondary or more</td>
<td>490 (84.9)</td>
<td>37 (74.0)</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td><strong>Used fertility treatments to become pregnant</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>32 (5.5)</td>
<td>3 (6.0)</td>
<td>0.92 (0.27-3.11)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>546 (94.5)</td>
<td>47 (94.0)</td>
<td>1.00</td>
<td></td>
</tr>
</tbody>
</table>

\(^{a}\) Scored 1-4; \(^{b}\) Independent odds ratio; \(^{c}\) Adjusted odds ratio; \(^{d}\) Significant at \(p < 0.05\).
Acceptability of E-Screening

More women in the e-screening group favored the use of the tablet for mental health screening and indicated a preference for e-screening over paper than women in the paper-based screening group. This is consistent with our previous studies, in which 86% of pregnant women surveyed indicated that they would be very or somewhat comfortable answering questions on a computer or iPad [61].

It is also interesting that more women who were randomized to the e-screening group responded with a more defined preference for e-screening (eg, higher proportion agreed, lower proportion reported that it did not matter one way or the other), compared with women in the paper-based screening group. This finding may relate to the benefit that those in the e-screening group experienced, compared with women in the paper-based screening group who anticipated their responses to e-screening. This finding is important from an implementation perspective when considering women’s initial responses to e-screening. While women who have never completed e-screening may initially be ambivalent, our evidence suggests that the actual experience may prove to be an easier, more comfortable, and more private experience than anticipated. This information (eg, once women experience e-screening, they tend to “like it”) may also be valuable to share with women who express ambivalence about e-screening.

Feasibility of E-Screening

Disclosure

The vast majority of women in both groups reported that they were able to tell the truth on all questions about emotional health. We were interested in this aspect of screening because previous qualitative studies of paper-based and face-to-face screening found that some pregnant [62] and postpartum [62,63] women purposefully limited their disclosure of current or previous mental health concerns during the screening process. We wanted to quantify the magnitude of this issue, given that the ability of screening tools to accurately identify women with potential mental health problems depends on women being honest in the first place about their status. Our trial’s finding is consistent with a previous cross-sectional study we conducted (N = 460) in which 79% of pregnant women indicated they could be completely honest if their prenatal care provider asked them about their mental health [20]. Multivariable analysis in that study also showed that the level of honesty (completely vs somewhat or not at all) women anticipated they would have during screening did not vary depending on whether questions were asked on paper or tablet or computer [20]. We found no other studies that assessed disclosure of mental health issues in pregnancy during e-screening. Our findings align with Renker and Tonkin’s conclusions that postpartum women were able to disclose interpersonal violence during a computer-administered interpersonal screening assessment [47].

Features of Screening

All of the features of e-screening that we assessed were viewed more favorably by the e-screening group, suggesting that these women felt that e-screening was a superior approach to screening than paper-based screening. Significantly more women in the e-screening group perceived that screening was not too time-consuming and that e-screening had the benefits of being more private than paper-based screening. These findings are similar to one study of computerized violence screening where postpartum women reported that the features of computer screening made it easier for them to answer questions about violence, compared with face-to-face or written approaches [47]. Fewer women in the e-screening group also indicated that they would be very or somewhat comfortable answering questions on an iPad or tablet for mental health screening and indicated a preference for e-screening over paper than women in the paper-based screening group. This is consistent with our previous studies, in which 86% of pregnant women surveyed indicated that they would be very or somewhat comfortable answering questions on a computer or iPad [61].

Principal Findings

The findings of this study suggest that e-screening is a feasible approach to mental health screening. Overall, women in both e-screening and paper-based screening groups indicated that they would be able to disclose their concerns about their mental health, with women in the e-screening group consistently reporting the features of e-screening as superior to paper-based screening. In the multivariable analyses, we found that women in the e-screening group were more likely to prefer e-screening compared with women in the paper-based screening group. However, none of the independent variables, including demographics, mental health history, mode of screening, or obstetric history, were significantly associated with women’s ability to be honest during screening.

Primary Outcomes

Independent variables | Strongly or somewhat agree, n (%) | Does not matter, somewhat or strongly disagree, n (%) | UOR\(^b\) (95% CI) | AOR\(^c\) (95% CI)
--- | --- | --- | --- | ---
Score greater than or equal to 4 | 106 (18.4) | 6 (12.0) | 1.66 (0.69-3.99) | 1.00
Score less than 4 | 469 (81.6) | 44 (88.0) | --- | ---

\(^a\) The categories does not matter and somewhat or strongly disagree were combined to address low cell sizes in the somewhat or strongly disagree category for some variables.

\(^b\) UOR: unadjusted odds ratio.

\(^c\) AOR: adjusted odds ratio.

\(^d\) Independent variables associated with the outcome at \(P<.20\) were entered into the final multivariable logistic regression model.
We found no other studies with which to compare our findings regarding pregnant women’s (or others’) perceptions of the features of mental health e-screening. However, women’s views on these features of e-screening do not appear to influence its clinical benefit. Although women in the e-screening group found e-screening to have more optimal features than a paper-based approach, both groups indicated they could disclose their mental health concerns, regardless of mode of screening. From another perspective, however, women’s perceptions of the benefits of e-screening may impact uptake of screening and therefore screening rates. For instance, if women perceive e-screening to be a personal, private experience of easy-to-manage questions, they may be more willing to consent to screening as part of routine prenatal care. Certainly, issues related to the process of screening have been previously identified as deterrents to screening. For example, in a qualitative study examining the acceptability of face-to-face postnatal depression screening, some women described the lack of privacy during screening as inhibiting and inappropriate, while others described the face-to-face approach as intrusive. In addition, e-screening may eliminate some of the barriers to screening engagement that women have identified regarding poor attitudes and negative judgment of the health care professional conducting the screening [62,63].

Comparison With Face-to-Face Screening

In this study, less than 10.0% (24/302 or 30/325) of women in each group indicated that it was easier to answer questions on emotional health when asked face-to-face, in this case by a nurse (compared with on a tablet), more than half in each group stated a preference for e-screening over nurse-led screening, and less than 5.0% (11/302 or 16/324) reported that they would not like e-screening because it would feel impersonal. Taken together, these findings suggest that women prefer self-report methods over face-to-face approaches for mental health screening. A previous cross-sectional study that we conducted in a sample of 460 pregnant women recruited across the province of Alberta (Canada) showed similar findings in that while more women were comfortable with a variety of self-report options (paper, e-screening, completion at home and sending to clinic, completion in clinic waiting room), the mode of screening that garnered the lowest level of comfort was being called at home by a nurse [61]. Findings of this trial are also consistent with a cross-sectional study conducted by Renker and Tonkin, which reported that, in general, postpartum women “overwhelmingly supported” computer-administered interpersonal screening assessment over face-to-face and written approaches [47].

The qualitative study by Rollans et al [62] reported that, during the process of mental health screening by a midwife, some pregnant women found the midwives’ responses when they disclosed sensitive information distressing. At times, it was the response of the midwife or nurse to a woman’s disclosure that caused her the most distress. This study also found that women’s perceptions of the midwives’ approach influenced their level of comfort with screening, especially when they felt like they were “being watched.” In light of the fact that women did not view e-screening as impersonal, and perceived a potential risk with face-to-face screening, e-screening may offer a more acceptable approach to screening.

Secondary Outcomes

Factors Associated With Women’s Preferences for E-Screening

The finding that none of the characteristics we assessed, including demographics, mental health history, and obstetric history, were significantly related to women’s preferences for e-screening suggests that most women would accept being screened using either mode. The only factor significantly associated with women’s preference for e-screening was being in the e-screening group. This result suggests that women who actually experienced e-screening were more likely to prefer it. This should offer some reassurance in e-screening implementation in the clinical setting in that it indicates that once women use e-screening they tend to favor it.

Factors Associated With Women’s Disclosure During Screening

No factors we assessed were significantly associated with women’s ability to be honest during screening, including mode of screening (e-screening vs paper-based screening). As such, we did not identify any subgroups of women who might be less apt to disclose their mental health concerns during screening. This finding suggests that women across all ages, income, and education, those with a mental health history, and those with obstetric complications would be comfortable with being honest during mental health screening. The lack of association between mode of screening and disclosure indicates that both paper-based and e-screening approaches to screening facilitate disclosure. These findings are similar to those of our cross-sectional study, in which we also found that neither e-screening nor paper-based screening were related to disclosure [20]. This is positive, in that it suggests that clinical settings can select whichever mode best suits their service delivery model without hampering disclosure.

Limitations

In order to limit participant burden, we evaluated the e-screening and paper-based versions of the ALPHA and the EPDS. Although these 2 screening tools are widely used in perinatal clinical settings, evaluation of other tools is warranted (eg, Generalized Anxiety Disorder–7 scale, Whooley Questions, Antenatal Risk Questionnaire). Overall, women in our study tended to be well-educated, partnered, and affluent, which may limit the generalizability of the findings. However, in our multivariable analyses, these factors were not important influences in women’s perceptions of the acceptability and feasibility of mode of mental health screening. We also excluded women who did not speak English as the first step to trial e-screening. Indeed, one of the most important applications of e-screening may be the feature of having immigrant women answer questions in their preferred language and devising a computer-based algorithm to assess the scale score and interpret it automatically for the English-speaking provider. Future studies should evaluate this application of e-screening.

Conclusions

The final participation rate for the trial was 94.2% (636/675), suggesting that most women were eager to participate in a trial.
of screening for mental health concerns. This trial’s findings support the feasibility and acceptability of e-screening among pregnant women, suggesting that it is a viable service delivery option for mental health screening in busy, primary care settings. As an implementation consideration, clinic and hospital staff would require minimal training to support women in accessing the Web-based screening link on the tablet computer. Future studies should evaluate the effectiveness of e-screening on clinical outcomes, including follow-up assessment, linkage to services, and reduction of risk of mental health disorders.
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Abstract

Background: The pronator drift test (PDT), a neurological examination, is widely used in clinics to measure motor weakness of stroke patients.

Objective: The aim of this study was to develop a PDT tool with machine learning classifiers to detect stroke symptoms based on quantification of proximal arm weakness using inertial sensors and signal processing.

Methods: We extracted features of drift and pronation from accelerometer signals of wearable devices on the inner wrists of 16 stroke patients and 10 healthy controls. Signal processing and feature selection approach were applied to discriminate PDT features used to classify stroke patients. A series of machine learning techniques, namely support vector machine (SVM), radial basis function network (RBFN), and random forest (RF), were implemented to discriminate stroke patients from controls with leave-one-out cross-validation.

Results: Signal processing by the PDT tool extracted a total of 12 PDT features from sensors. Feature selection abstracted the major attributes from the 12 PDT features to elucidate the dominant characteristics of proximal weakness of stroke patients using machine learning classification. Our proposed PDT classifiers had an area under the receiver operating characteristic curve (AUC) of .806 (SVM), .769 (RBFN), and .900 (RF) without feature selection, and feature selection improves the AUCs to .913 (SVM), .956 (RBFN), and .975 (RF), representing an average performance enhancement of 15.3%.

Conclusions: Sensors and machine learning methods can reliably detect stroke signs and quantify proximal arm weakness. Our proposed solution will facilitate pervasive monitoring of stroke patients.
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Introduction

Stroke is one of the main causes of death and disability worldwide [1]. One-third of stroke patients experience recurrent strokes. Muscle weakness is the most frequent sign of stroke and is related to disability [2]. Pronator drift, an indication of arm weakness, is mainly caused by subtle upper motor neuron disorders and is measured using the pronator drift test (PDT) [3]. PDT has higher sensitivity than other neurological examinations including forearm roll, segmental motor exam, the Barr test, the Mingazzinis movements, and tendon reflexes [4]. Most stroke patients are diagnosed with the help of trained neurologists who perform bedside neurological examination, including PDT. However, early detection of stroke is critical because the effectiveness of thrombolytic therapy is time-dependent, and earlier treatment results in better outcomes.
In addition to the need for instant examination, objectivity and accuracy need to be improved, because the conventional PDT performed by an inexperienced observer can result in missed rapid jitter of arm movement. To improve subjective decision making in the context of the conventional PDT, we developed an objective tool (the iPronator) to measure drift and pronation, and reported its feasibility and usefulness in a previous study [6]. In this study, we propose a decision support solution that can distinguish between the PDT properties of stroke patients and healthy people using representative machine learning algorithms.

**Methods**

**Study Design**

We applied machine learning methods to detect arm weakness in stroke patients (Figure 1). First, accelerometer data from PDT were collected from patients and healthy controls for a predefined period. We separated the start time for examination and analysis to exclude the effect of initial dip, which is commonly observed for upper extremity weakness [6]. In this work, the duration of PDT was set to 20 seconds, and the analysis began 10 seconds after the examination started. Next, our feature extraction task produced PDT features from the collected signals. Then, the feature selection task chose effective predictors among extracted features for the enhanced classification. Finally, after feature selection, machine learning algorithms modeled the classification for PDT. This study was approved by the Severance Hospital Institutional Review Board, and informed consent was obtained from all subjects.

![Flowchart of pronator drift test (PDT) software.](image)

**Participants**

A total of 26 subjects (10 men and 16 women) were recruited and assigned to the patient group or healthy control group. The ages of the participants ranged from 27 to 84 years, with an average of 58.2 (SD 17.8). During the study period, 16 consecutive stroke patients with mild upper arm weakness were enrolled. Exclusion criteria were patients who were unable to sit and had bilateral arm weakness or preexisting chronic arm weakness. A neurologist graded the muscle power of patients and healthy controls using the Medical Research Council (MRC) scale, which is widely used to evaluate motor weakness (Table 1) [7]. Patients with MRC scores between 0 and 3 were also excluded because PDT was designed for subjects who are able to resist gravity and the weight of the measuring device on the arm. Healthy controls consisted of subjects who had no upper arm weakness and no history of neurological disease. All healthy controls were graded MRC 5. In total, 6 stroke patients were graded MRC 4, 7 were graded MRC 4+, and 3 were graded MRC 5.
Table 1. Muscle power grading using the Medical Research Council scale.

<table>
<thead>
<tr>
<th>Grade</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>No contraction</td>
</tr>
<tr>
<td>1</td>
<td>Flicker or trace of contraction</td>
</tr>
<tr>
<td>2</td>
<td>Active movement with gravity eliminated</td>
</tr>
<tr>
<td>3</td>
<td>Active movement against gravity</td>
</tr>
<tr>
<td>4</td>
<td>Active movement against gravity and moderate resistance</td>
</tr>
<tr>
<td>4+</td>
<td>Active movement against gravity and strong resistance</td>
</tr>
<tr>
<td>5</td>
<td>Normal power</td>
</tr>
</tbody>
</table>

Sensor Signal Processing

The integrated, low-power, three-axis accelerometer (LIS331DLH, ST-Microelectronics) in the mobile phone was used to measure pronation and drift. The accelerometer has a low-power mode and high accuracy of 1% on its lowest measurement range (±2g) and approximately 0.1% on its highest measurement range (±8g) [8]. Any device equipped with sensors, including mobile phones or wrist bands, can be used as a sensorized PDT tool.

Demographic information was collected according to predefined protocol. Patients were asked to conduct the PDT trial after registration. Two sensing devices were placed on each of a subject’s wrists, as shown in Figure 2. When the mode was set to double-hand mode, the two devices were paired with a Bluetooth connection. In the initial state of PDT, patients were asked to extend both arms anteriorly and hold them at shoulder height with palms facing up.

The time frame of the test was initialized, and then the PDT software initiated the measurement of arm movement to calculate the degree of pronation and drift. The procedure continued for the predefined test duration, calculating drift and pronation of the weak side. PDT simultaneously measures the movement of the counter-side by calculating the drift and pronation based on the fact that the counter-limb of the defective side also moves [6,9]. Measured values were subsequently saved for feature extraction in the analysis step. On the basis of collected data for the test duration, the properties of PDT were extracted and input into the classifiers (see Multimedia Appendix 1).

Figure 2. The pronator drift test: (a) the degree of drift in the weak arm and counter-arm of a patient was measured by the drift angle from the horizontal plane, and (b) the degree of pronation was assessed in front of the patient.

Decision Support by Pronator Drift Test Classifiers

We performed machine learning classification of PDT results from stroke patients versus those from healthy controls using MATLAB (Mathworks) [10], WEKA (University of Waikato) [11], and Medcalc (Medcalc Software) [12]. As a preprocessing step before machine learning, we implemented feature selection to identify which features were discriminant predictors to enhance the performance of the machine learning algorithms by eliminating redundant and irrelevant attributes [13]. We used a wrapper approach for feature selection; this assesses subsets of extracted features according to their contribution to the classification performance [14,15]. Feature selection considers the employed classification model as an unseen part and assesses the subset of features according to their usefulness to a given classifier. Best-first search was used to traverse the space of candidate subsets and greedily find the optimal subset [15].

Next, a series of machine learning techniques [16], namely support vector machine (SVM), radial basis function network
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(RBFN), and random forest (RF), were implemented. We selected such methods based on the findings in the research that compared 17 families of classifiers using 121 datasets, resulting in RF, SVM, and neural network-ranked top families [17]. Details of these machine learning algorithms are beyond the scope of this paper; thus, we only provide a brief description of each method.

Support Vector Machine

SVM is a machine learning algorithm developed by Cortes and Vapnik [18]. An SVM as a classifier trains a function that calculates a score for a new input to separate samples into two classes by building a hyperplane, which maintains a maximum margin between support vectors (Figure 3).

Figure 3. An example of a support vector machine with four support vectors in feature space.

If the output of the scoring function is negative, then the input is classified as belonging to the negative class; if the score is positive, the input is classified as belonging to the positive class. The scoring function is expressed as (eq.1; see Multimedia Appendix 2), where \( x^{(i)} \) represents the \( i \)th input vector, \( y^{(i)} \) represents the class label of the \( i \)th training data, and \( a_i \) is the coefficient associated with the training sample. The function \( K \), which is called a kernel function, operates on the two vectors and reduces dimensions to simplify computation of the product of vectors. Among various kernel functions, we applied the polynomial kernel for the PDT classifier [19].

Radial Basis Function Network

RBFN is a neural network classifier that computes the Euclidean distance between a new input vector and the prototype vector corresponding to each neuron to measure the similarity between them [20] (Figure 4).

Each neuron’s activation function is denoted as (eq. 2; see Multimedia Appendix 2), where \( \mu_i \) and \( \beta_i \) are the prototype vector and the coefficient of the corresponding neuron \( i \), respectively. The training process for an RBFN selects the prototype vector, coefficient for each of the RBF neurons, and the matrix of output weights \( w_{ij} \) between the RBF neurons and the output node \( j \). The decision for each class \( j \) is decided by (eq. 3).

Various approaches have been proposed to select prototypes from input vectors. We applied \( K \) means clustering as the base function to select prototypes [21].

Random Forest

RF is an ensemble predictor that uses a combination of multiple decision trees [22]. Prediction in the training stage is determined by voting from the forest in which an individual tree predicts the target class depending on the values of a random vector sampled independently (Figure 5).

We applied SVM, RBFN, and RF classifiers to the entire set of PDT features. Leave-one-out cross-validation (LOOCV) was applied, because we had a small number of training samples. The performance of classifiers was measured by calculating sensitivity, specificity, the \( F \) measure, and area under the receiver operating characteristic curve (AUC).
Figure 4. The architecture of a radial basis function network.

Figure 5. A simplified random forest.

**Results**

**Statistical Properties of Pronator Drift Test Features**

We compared PDT features using the $t$ test. Figure 6 shows the means and standard deviations of the PDT features. Among the 12 PDT features, WEAK-DRT-AVG, WEAK-DRT-MAX, WEAK-DRT-OSC, WEAK-PRN-AVG, and WEAK-PRN-MAX were significantly different between stroke patients and controls.
Selected Attributes
Among the extracted PDT features, SVM, RBFN, and RF classifiers selected discriminative features (Table 2). We applied the wrapping approach for feature selection. Feature selection procedure for SVM calculates the usefulness of features and extracts a discriminant feature set \{WEAK-PRN-MAX, WEAK-DRT-AVG\} for SVM. Feature selection for RBFN reduced all features to three features of pronation on the weak side \{WEAK-PRN-MAX, WEAK-PRN-AVG, WEAK-PRN-OSC\}. Feature selection for RF resulted in identification of the maximum degree of pronation on the weak side and average drift of the counter-side as useful features for RF classification \{WEAK-PRN-MAX, CNT-DRT-AVG\}.

Figure 6. Differences of degree in PDT features between stroke patients and controls. Values are mean, standard deviation, and P value.
Table 2. Features selected in pronator drift test classification.

<table>
<thead>
<tr>
<th>Selected feature</th>
<th>Machine learning classifier</th>
<th>No. of classifiers that selected the feature</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SVM</td>
<td>RBFN</td>
</tr>
<tr>
<td>WEAK-PRN-MAX</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>WEAK-PRN-AVG</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>WEAK-PRN-OSC</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>WEAK-DRT-AVG</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>CNT-DRT-AVG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. of features</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

**Stroke Classifiers With Selected Pronator Drift Test Predictors**

Using the selected features for the SVM classifier, we built an SVM PDT classifier with a polynomial kernel. PDT feature vector $\text{SVM-PDT}_{vec}$ and score function $f(\text{SVM-PDT}_{vec})$ for the SVM classifier were modeled as (eq. 4; see Multimedia Appendix 2).

The derived score function was used to assign training instances into positive class and negative class that contained positive and negative values of the score function, respectively. As shown in Figure 7 (a), stroke patients’ PDT features were mapped on the surface of the score function above the cut-plane. Two control cases were misclassified as belonging to the stroke group. As shown in Figure 7 (b), the score function for the control group produced values less than the cut-plane, and one stroke case was misclassified as a control case.

The RBFN classifier for stroke patients constructed four clusters to calculate radials in the RBFN without feature selection and two clusters for the RBFN including feature selection. The RF classifier combined decision trees as depicted in Figure 8; two cases were misclassified (Figure 9).

**Figure 7.** Plot of support vector machine (SVM) score function and decision by the SVM classifier: (a) positive scores of the SVM classifier for input (above the plane); two control cases were misclassified as patients, and (b) negative scores of the SVM classifier for input (below the plane); one stroke patient case was misclassified as a control case.
Figure 8. Random forest composed of decision trees as a pronator drift test classifier.

Figure 9. Weakness detection using a random forest, including feature selection.

Performance of Stroke Classifiers With Feature Selection

Figure 10 shows the performance of classifiers in terms of accuracy, sensitivity, specificity, and F-measure. The accuracy of all classifiers was improved by feature selection; accuracies of the classifiers improved by 9.53% (.808 with SVM-exFS [excluding feature selection] vs .885 with SVM-inFS [including feature selection]), 14.23% (.808 with RBFN-exFS vs .923 with RBFN-inFS), and 9.10% (.846 with RF-exFS vs .923 with RF-inFS), respectively.

The stroke classifiers had an accuracy of up to 92.3% for detecting stroke (RBFN-inFS, AUC = .956; RF-inFS, AUC = .975), and RF had the best AUC of .975 when feature selection was applied (Figure 11). To compare the means of the individual AUCs of methods with and without feature selection, t test was also performed.
Discussion

Summary

We developed a novel method to monitor pronator drift using sensor-equipped devices. We investigated and demonstrated the feasibility of machine learning analysis of the information obtained via the sensors and found that the combination of these methods can detect the neurological deficit of subtle motor weakness. We demonstrated that machine learning–based classifiers correctly classified up to 92.3% of PDT cases.

Review of Previous Studies

Machine learning has recently been adopted in medicine and its usage includes various medical studies: health care utilization based on patients’ social network data [23,24]; predicting mortality after surgery [25]; estimating the risk of treatment outcomes [26]; predicting deterioration using electronic medical records with physiological signals [27]; and activity monitoring [28]. This popularity is because of the advantage of easily incorporating new data to improve prediction performance [29] and to identify discriminant variables for prediction [30]. Machine learning has also improved assessment and outcome prediction in stroke studies. Decision tree [31], SVM, and neural
network [29] have been utilized to predict the outcome of acute ischemic stroke. SVM-integrated regression models have also been proposed to predict stroke [32].

In addition to machine learning analysis, sensor-based measurement improved the detection of abnormality and outcome prediction. Task-oriented, arm-hand training using sensor measurement was introduced in [33], and a machine learning method with pressure sensor–embedded smart shoes discriminated the alcohol-induced gait [34].

In this study, we utilized an off-the-shelf smart device embedding accelerometer for the measurement of arm weakness. The use of mobile phones or general activity trackers elaborated the high accessibility of users. Recent studies demonstrated the validity of using accelerometer in iPhone for the physical activity monitoring [28], the extraction of heart rate [35], and applications for Parkinson and Holmes tremor [36].

We previously developed a sensor-based mobile tool (the iPronator) and reported that the iPronator app was useful and feasible for detecting mild arm weakness and quantifying the degree of weakness. Moreover, the iPronator can also detect functional recovery after one week in patients with acute stroke [6]. In this study, we further evaluated whether machine learning could improve detection of the presence of mild arm weakness after stroke. Although information technology and mobile devices are increasingly used in the management of stroke [37], most researchers have focused on analyzing medical records, including laboratory results, to predict mortality and the outcome of care. However, as far as we know, no studies have reported using machine learning–based classifiers to detect weakness associated with stroke and PDT.

Predictors for Stroke Decision Support

PDT is known to be a sensitive neurological test of weakness. If a patient has pronator drift, positive test indicates the damage in motor pathway from the opposite side of the brain [38]. The pronator drift is determined by various conditions including motor deficit, sensory deficit, cerebellar drift, parietal lobe lesions, and conversion disorders: cerebellar disease causes outward and upward drift; patients with parietal lobe lesions exhibits loss of position sense, which causes updrift with the involved arm rising upward; and functional upper limb paresis causes drift without pronation [39]. Due to such various causes of pronator drift, the result of PDT varies on the condition of patients: one study showed that patients with subtle difficulty in routine activity had positive PDT in 38 (76%) out of 50 patients [40], whereas another study showed positive PDT in only 43.8% of patients with cerebral lesions [41]. We infer that such variability originated the outperformance of machine learning methods in the classification of PDT, since machine learning is strong in sophisticated pattern recognition by delineating patterns from relations between less significant variables as well as key variables. As shown in Figure 6 and Table 2, the key variable WEAK-PRN-MAX, which showed a significant difference between patients and controls in statistical analysis, was the dominant feature selected by all classifiers and can therefore be considered a dominant predictor for detecting weakness. In addition, machine learning methods (RF and RBFN) utilized CNT-DRT-AVG and WEAK-PRN-AVG resulting in high detection rate, although both WEAK-PRN-OSC ($P= 0.12$) and CNT-DRT-AVG ($P= 0.93$) were not significantly different between the patient and control groups statistically.

In searching for optimal subset of features for classifiers, the wrapper method resolves the problem of high-dimensional features space and feature redundancy to improve the intelligent decision [42]. In [43], feature selection of RF and SVM conducted the phenotyping through limiting the number of variables based on the importance in RF. Especially, feature selection was prominent in the classification with insufficient sample data by restricting the number of features in the classifier to $\lceil n/10 \rceil$ for the best performance [44]. In this study, 12 PDT features extracted from sensor signal processing were narrowed down to two or three features to support decision for stroke. We investigated the effect of reduction of dominant features by comparing the performance of stroke classifiers including and excluding feature selection. As shown in Figure 10, the accuracy of RF-exFS classifier (accuracy = .846) obtained higher accuracy than SVM-exFS and RBFN-exFS (accuracy = .808). The result is induced from the RF’s intrinsic property that RF contains the feature selection mechanism in the classification as it randomly selects different variables to construct each tree within its forest. This randomization is known to be effective in eliminating noises and reflecting multivariate interactions with other variables [22]. Therefore, the effect of feature selection appears stronger in RBFN and SVM than RF as shown in Figures 10 and 11. Feature selection improved accuracy by 14.23%, 9.53%, and 9.1% in RBFN, SVM, and RF, respectively. AUC was also improved along with FS by 15.3 % in average (SVM: .806–.913, RBFN: .769–.956, and RF: .900–.975). We conducted the $t$ test between AUCs of classifiers with and without feature selection and the difference between RBFN-inFS and RBFN-exFS was most significant ($P= 0.06$).

Implications of This Study and Perspectives

Although many mobile devices using sensors have been developed and marketed to doctors and health care providers for years, adoption of machine learning in stroke patients is still in its infancy. In particular, patients or stroke witnesses do not have any tools to detect stroke or communicate with health care providers.

As we described, time is critical in acute stroke management, including thrombolytic treatments. Thrombolytic treatment should begin within 4.5 hours after the onset of a stroke. Moreover, earlier treatment results in better outcomes within the treatment window. Therefore, rapid evaluation of motor weakness is important. To reduce hospital delay and efficiently dispatch patients in emergent medical services, integration of machine learning methods with mobile devices with sensors might be useful.

In addition, evaluation by neurologists may be delayed in busy emergency room. To overcome these limitations and improve patients’ care, a simple bedside tool and objectifying the results are important. The proposed solution can connect patients and health care providers in rapid communication and, ultimately, these approaches may improve the care of stroke patients at low cost.
As another application, the proposed tool might be helpful in monitoring of stroke recurrence in subacute-to-chronic period after stroke. Although we previously demonstrated that the objective of PDT was useful in detecting functional recovery in patients with acute stroke, further long-term follow-up studies can provide its usefulness in detecting stroke occurrence, because machine learning model can be improved with the big data, and personalized history of measurement can provide tailoring in stroke management.

Limitations and Future Works
In this study, a total of 26 sample data were analyzed by machine learning methods. The performance of machine learning algorithms is known to be affected by the quality and quantity of training data. We adopted LOOCV to complement the small number of instances, and the large data accumulation in further study may diminish the requirement of LOOCV, which requires more computing time and resources.

We also plan to develop a new version of iPronator with small-sized, 3-axis accelerometer and 3-axis gyroscope, since the weight of smart devices may affect the result of PDT. In this study, we excluded the initial dip caused by the mobile phone’s own weight.

The diverse causes of pronator drift can be another limitation for this tool in the detection of stroke, because there exist false positive signs in PDT caused by other lesions outside the motor pathway. The future development extends the current binary classification into multi-classification clustering various causes of PDT.
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Multimedia Appendix 1
Features extracted from the pronator drift test.
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Multimedia Appendix 2
Equations for pronator drift test classifiers. (eq.1): score function of support vector machine; (eq.2): activation function of neurons in radial basis function network; (eq.3): decision function of radial basis function network; (eq.4): feature vector and score function of support vector machine for pronator drift test.
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Abstract

Background: Attention Deficit Hyperactivity Disorder (ADHD) is a common neurodevelopmental disorder, prevalent among 2-10% of the population.

Objective: The objective of this study was to describe where, what, and when people search online for topics related to ADHD.

Methods: Data were collected from Microsoft’s Bing search engine and from the community question and answer site, Yahoo Answers. The questions were analyzed based on keywords and using further statistical methods.

Results: Our results revealed that the Internet indeed constitutes a source of information for people searching the topic of ADHD, and that they search for information mostly about ADHD symptoms. Furthermore, individuals personally affected by the disorder made 2.0 more questions about ADHD compared with others. Questions begin when children reach 2 years of age, with an average age of 5.1 years. Most of the websites searched were not specifically related to ADHD and the timing of searches as well as the query content were different among those prediagnosis compared with postdiagnosis.

Conclusions: The study results shed light on the features of ADHD-related searches. Thus, they may help improve the Internet as a source of reliable information, and promote improved awareness and knowledge about ADHD as well as quality of life for populations dealing with the complex phenomena of ADHD.

(J Med Internet Res 2017;19(4):e126) doi:10.2196/jmir.6579
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Introduction

Background

Attention deficit hyperactivity disorder (ADHD) is a common, chronic, and pervasive pediatric neurodevelopmental psychiatric disorder that is prevalent among 2-10% of the population and has a complex etiology [1,2]. In the United States, approximately 5.4 million or 9.8% of children aged between 4 and 17 years are diagnosed with ADHD, with a 21.8% increase rate of diagnosis between 2003 and 2007 [3]. ADHD is characterized by a developmentally inappropriate performance level, impulsivity, and inability to sustain attention and concentration [4].

Previous literature has indicated the mobility of the real-world daily manifestations of ADHD from early childhood to adulthood as well as gender-related differences [5,6]. ADHD has longstanding neuropsychological impairments and therefore, parents of children suspected or diagnosed with ADHD often
experience daily distress [7-9]. Having a child with ADHD has several implications on family life, and requires parental management of their daily behavior. Parents often need to take on the role of case manager or “gatekeepers” and need to manage the home, school, and social behaviors, as well as medications, the daily routine, and therapy sessions, including communication with the therapist, if in treatment [3,10]. Not surprisingly, family members of children with ADHD face daily strains and search for information and solutions to these issues [11]. Thus, it is of interest to identify what, where, and when information is searched for related to ADHD and its management.

ADHD symptoms often appear in early childhood, yet the clinical guidelines of the American Academy of Pediatrics recommend diagnosing ADHD only from the age of 4 [12]. Although parents may feel differences in their child’s behavior in comparison to other children from an early age, most children are diagnosed with ADHD only at the age of 7-8 years when their behavior can be validated by school teachers’ reports. Consequently, ADHD diagnosis is likely to be influenced by the child’s social and school environment as well as the child’s external characteristics [13-15].

Therefore, from the child’s early years of development up to school years and even during adulthood, parents worldwide may search for resources and solutions related to their child’s behavior.

A previous study of the information needs of parents of children with ADHD revealed that parents’ information resources were related to pediatricians (86%), books (76%), general practitioners (65%), schools (61%), the Internet (59%), and other forms of media (54%) [16]. Parents were mainly interested in the causes and symptoms at the time of ADHD diagnosis and preferred to receive verbal information from professionals (69%), whereas pediatricians were rated highest as a useful, trusted, easy-to-understand, and up-to-date information source.

Nowadays, the Internet is a popular source of information and medical information is one of the most popular Internet topics thus enabling children’s diagnosis or self-diagnosis as well as support at different coping stages [17-20]. However, due to the limitations of the information supplied online, it was found that online search complements rather than opposes the primary role of the doctor-patient relationship for delivering health and medical information from a professional trusted expert [16,21-23]. The Internet may address people’s sense of self-responsibility and their “everyday” needs for health information searches through experience in navigating a multiplicity of Web-based sources [21].

In that context, it was found that parents of children with psychiatric diagnoses respond favorably to the Internet as a source of information [24]. More specifically, parents of children with ADHD found it to be a preferred source of information among other resources, including physicians or educators [16,25]. Accordingly, the extent of parental use of the Internet and the type of information sought after is of interest to health care providers [18].

**Aim of the Study**

The aim of this study was to explore the dynamic process of Web-based information searches related to ADHD over a 3-month period. The specific goals were to identify where, what, and when information related to ADHD is sought after. Improving insight about people’s information-seeking behavior may have implications on improving health care literacy and health outcomes through Web-based solutions for this population.

**Methods**

**Data Collection**

Data were collected from two separate sources: (1) queries made in the United States using the Microsoft Bing search engine (following findings [26]) and (2) questions posted on the community question-answering website, Yahoo Answers. The latter site was chosen both for its overall popularity, as well as its popularity specifically among parents of children with suspected or diagnosed ADHD (eg, [27]). The study was approved by the ethics committee of the University of Haifa, Faculty of Social and Health Sciences, approval number 368/15.

Figure 1 represents the information extraction process.
Figure 1. Analysis phases and number of questions analyzed by data source. ADHD: attention deficit hyperactivity disorder.

Bing Queries
All English language queries submitted to the Bing search engine by users of desktop computers in the United States for the 3-month period between January 2015 and March 2015 were extracted. Queries were filtered to maintain only those that contained the terms “ADHD” or “attention deficit” and “disorder.” A total of 613,069 queries from 222,626 users were identified.

For each query, the text of the query (without use of any automated spelling correction), time, and date were extracted, in addition to a list of pages shown to the user and the pages clicked on by the user. In order to maintain privacy, user identifiers, which were based on browser cookies, were anonymized before access by the investigators. Queries were aggregated preceding analysis preventing individual-level user datum from being examined by the researchers.

We note that the market share of Bing in the United States is around 19%, according to recent estimates [28]. The correlation between the number of Bing users per county in the United States and the number of people in that county according to the 2010 US Census is $R^2 = .83$ ($P = .001$). Furthermore, an analysis of behavioral data collected from an opt-in consumer panel recruited by an Internet analytics company comScore, which includes age (in 5-year increments) and gender, shows a correlation of .79 ($P = .004$) between the fraction of users at each age and gender between Bing and Google users. Thus, it is estimated that Bing users are a representative sample of the US population.

Yahoo Answers Questions
Questions about ADHD posted on Yahoo Answers, an online community question and answer website, were collected. Bing was used to query questions from Yahoo Answers that contained the term “attention deficit hyperactivity disorder” or the term “ADHD.” This resulted in 1609 unique questions.

The questions extracted from Yahoo were then each labeled by at least three human assessors from the crowdsourcing platform CrowdFlower, who were asked to label the question according to whether the question refers primarily to a person who (1) was diagnosed with ADHD, (2) is suspected of having ADHD, and (3) none of the above.

As presented in Figure 1, we refer to questions with the first label as “diagnosed,” the second as “suspected diagnosis,” and the third as “unknown.” The assessors agreed on a majority of the questions’ labels (79%) of the questions.

The authors examined a sample of the questions and identified four main categories. Two MSc in occupational therapy research assistants further classified the questions into one of the following four groups:
1. Personal account
2. General question about ADHD
3. Question about ADHD among their pets
4. Other

A question was defined as “personal” if it was asked in the first person form and included words such as “I” or “my son” or “daughter” or “we” or “my wife,” which reflects the asker’s personal involvement within the question being asked.

Phase A
A total of 979 personal account type of questions were found and analyzed by the two research assistant raters. Each question was examined to detect any additional information about the person discussed in the question, including the age and gender, whether the person was diagnosed with ADHD or not. Furthermore, the raters analyzed whether the question addressed problems in (1) daily function, related to activities that children do throughout the day, including activities of daily living (such as self-hygiene, dressing, showering, eating, walking), social activities, and play; (2) behavioral manifestations, related to how the child interacts with people in his or her environment at home, school, or at social events; and finally, (3) academic
performance, related to issues pertaining to school or spontaneous learning, based on predetermined keywords and examples (see Multimedia Appendix 1). The keywords and examples were compiled by the first author based on initial examination and content analysis of the extracted questions. In this process, the main area of the question was recognized and keywords identified. Additionally, an extensive literature review of these areas and keywords was performed and accordingly, the guidelines for classification by the raters were established. In case of disagreement between the two raters, the issues were discussed with the first author and the classification was made according to the final decision of this discussion.

**Phase B**

All other ADHD-related questions that were posted by anyone in the personal account or the general questions participant’s category were extracted, resulting in 12,310 questions from 1130 users.

**Results**

**Bing Queries**

Bing queries were analyzed while focusing on the what and where queries. Namely, what is the main concept that people use for the search and where or in which sites do they search for answers to their inquiries. Initially, the 613,069 queries made on Bing were classified into whether they referred to individual persons if they contained one of the following phrases: “my son,” “my daughter,” “my child,” or “my kid,” approximately 0.4% of the queries contained these phrases, and thus are referred to henceforth as “Individual Persons Query” (IPQ). People, who made at least one IPQ made an average of 5.4 queries, compared with an average of 2.7 queries among people who did not make an IPQ. Accordingly, users who referred to individual persons tended to search for significantly more information about ADHD. The 10 most popular ADHD-related queries submitted to Bing that included specific search terms are presented in Table 1. Of these 10 queries, those referring to similar content were grouped together resulting in 6 query categories as described in Table 1. As a whole, the 10 queries detailed in Table 1 were used by 21.80% of the searchers. Within the queries, the most frequently used term in the question was ADHD (5.71%), whereas 61.5% related to the general queries about (1) ADHD and (2) ADHD and symptoms categories.

**Table 1.** The 10 most popular queries submitted to Bing.

<table>
<thead>
<tr>
<th>Query category</th>
<th>Query</th>
<th>Total N=613,069, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>General</td>
<td>ADHD⁴</td>
<td>35,010 (5.71)</td>
</tr>
<tr>
<td></td>
<td>Attention deficit disorder</td>
<td>4616 (0.75)</td>
</tr>
<tr>
<td></td>
<td>What is ADHD?</td>
<td>2960 (0.48)</td>
</tr>
<tr>
<td>Symptoms</td>
<td>ADHD symptoms</td>
<td>10,945 (1.79)</td>
</tr>
<tr>
<td></td>
<td>Attention deficit disorder symptoms</td>
<td>2891 (0.47)</td>
</tr>
<tr>
<td>Test</td>
<td>ADHD test</td>
<td>2321 (0.37)</td>
</tr>
<tr>
<td>Medications</td>
<td>ADHD medications</td>
<td>6228 (6.9)</td>
</tr>
<tr>
<td>Children</td>
<td>ADHD in children</td>
<td>4051 (0.66)</td>
</tr>
<tr>
<td>Adults</td>
<td>Adult ADHD</td>
<td>3255 (0.53)</td>
</tr>
<tr>
<td></td>
<td>ADHD in adults</td>
<td>3007 (0.49)</td>
</tr>
</tbody>
</table>

⁴ADHD: attention deficit hyperactivity disorder.

The 20 most popular websites displayed as a result of the ADHD queries, and their rank in website popularity displayed to the users as a result of their search in the Bing search result engine, are presented in Table 2. Also presented is the popularity ranking of the websites in terms of the likelihood of the users to click on these websites when they are displayed in search results (Table 2). Thus, for example, the site www.cdc.gov is the 6th most popular site displayed in response to an ADHD-related query, but is not among the 20 sites most clicked in response to ADHD-related queries. Both general information websites and those specializing in ADHD are present in both rankings.

Table 2. Most popular websites displayed and clicked on in Bing attention deficit hyperactivity disorder (ADHD) queries.

<table>
<thead>
<tr>
<th>Website</th>
<th>Rank in display</th>
<th>Rank in click</th>
<th>ADHD-specific</th>
<th>HoN&lt;sup&gt;b&lt;/sup&gt; approved</th>
</tr>
</thead>
<tbody>
<tr>
<td>webmd.com</td>
<td>1</td>
<td>1</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>additudemag.com</td>
<td>2</td>
<td>2</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>psychcentral.com</td>
<td>3</td>
<td>3</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>wikipedia.org</td>
<td>4</td>
<td>4</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>helpguide.org</td>
<td>5</td>
<td>7</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>cdc.gov</td>
<td>6</td>
<td>&gt;20</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>nimh.nih.gov</td>
<td>7</td>
<td>15</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>mayoclinic.org</td>
<td>8</td>
<td>10</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>medicinenet.com</td>
<td>9</td>
<td>&gt;20</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>healthline.com</td>
<td>10</td>
<td>8</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>chadd.org</td>
<td>11</td>
<td>18</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>add.org</td>
<td>12</td>
<td>13</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>add.about.com</td>
<td>13</td>
<td>6</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>drugs.com</td>
<td>14</td>
<td>16</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>kidshealth.org</td>
<td>15</td>
<td>20</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>ncbi.nlm.nih.gov</td>
<td>16</td>
<td>9</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>livestrong.com</td>
<td>17</td>
<td>11</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>answers.yahoo.com</td>
<td>18</td>
<td>12</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>healthcentral.com</td>
<td>19</td>
<td>17</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>help4adhd.org</td>
<td>20</td>
<td>19</td>
<td>Yes</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>ADHD: attention deficit hyperactivity disorder.

<sup>b</sup>HoN: Health on the Net.

The Health on the Net (HoN) foundation is an organization that certifies websites that provide health-related information and certification if they meet specific reliability standards. Interestingly, although 45% of the 20 popular websites that appear in Table 2 are HoN-certified, only 35% of the clicked websites are certified.

As presented in Table 2, Yahoo Answers is the 18<sup>th</sup> most popular website displayed to users in response to ADHD queries on Bing and the 12<sup>th</sup> most popular site clicked by them. However, Yahoo Answers is also the only question-answering site on the list.

People who made at least one IPQ on Bing also differed in the association of their browsing behavior with Yahoo Answers. The average number of Bing queries made by people in the IPQ population who had a Yahoo Answers result displayed to them was 5.7, compared with 5.4 in the remaining population. However, people in the IPQ population who clicked on a Yahoo Answers result made an average of 14.5 queries on Bing compared with 7.2 made by other users in this sample. Thus, people who have a strong personal interest in ADHD tend to search more on Bing and click more on Yahoo Answers results. Consequently, the following sections will focus on questions from Yahoo Answers.

Yahoo Answers Data

Analysis of the questions in Yahoo answers focused on when people ask questions concerning what trouble them, and whether the main issue that troubles them is associated with the need to ask more questions.

Phase A

In total, 979 personal questions were found in Yahoo Answers in Phase A, as presented in Figure 1. Of these 979 questions, 26.35% (258/979) reported that the child was suspected of having an ADHD diagnosis, 70.89% (694/979) reported that the child was diagnosed, and the remaining did not report this information. From the entire sample, 69.97% (685/979) of questions were about males, whereas only 23.49% (230/979) of questions were about females, and the remaining 6.54% (64/979) of questions did not state the child’s gender. The age of children was given in 98.06% (960/979) of questions. The distribution of the reported age of children, stratified by whether they were reported as being of suspected diagnosis or diagnosed is presented in Figure 2.

Moreover, children who were diagnosed with ADHD were significantly older than those suspected of having ADHD. The average age for the latter was 5.1 years (range 0.5-20, SD 2.5), compared with 7.9 years for diagnosed children (range 3-20, SD 2.7; ranksum, \(P<.001\)).
Figure 3 displays the age distribution of children suspected of ADHD, whereas Figure 4 displays the age distribution of children diagnosed with ADHD, both stratified by reported gender. The average age is 5.1 years for males, who are suspected of having ADHD, and 5.2 years for females (not statistically significant, ranksum test).

The relative frequency of each of the three types of issues reported in the questions (daily function, behavioral, academic), stratified by age is presented in Figure 5 concerning children suspected for ADHD and in Figure 6 concerning children diagnosed as ADHD.

In order to gather more information about the query process, a Cox hazard regression model [29] was constructed to assess the correlation between variables of the original first question and the likelihood of asking additional questions related to ADHD. The variables in the model included the following:

1. demographics: age and gender
2. whether the question discussed functional, behavioral, or academic issues related to ADHD
3. diagnosis status: whether the question discussed a child who was suspected to have ADHD, or already diagnosed with ADHD
4. whether the person inquiring appeared to be emotional, helpless, or positive
5. whether the person inquiring asked for information
6. whether the question mentioned that the child was receiving medication and whether the child had additional diagnoses

For this analysis, only 97.2% (952/979) of questions in which the diagnosis status was known were considered. The statistically significant variables ($P<.05$) were the diagnosis status, meaning whether a query appeared in children suspected of ADHD or after diagnosis (hazard ratio: 0.60, $P=.01$), and whether the asker revealed helplessness (hazard ratio: 1.45, $P=.05$). Thus, additional ADHD-related questions are correlated with the child being before diagnosis (hazard lower than 1) and with the person inquiring feeling helpless (eg, a hazard ratio higher than 1).

Figure 2. Distributions of children’s age for the 952 questions where askers describe whether their child is suspected of attention deficit hyperactivity disorder (ADHD) or diagnosed with it, in Yahoo Answers questions.
Figure 3. Age of children suspected of having attention deficit hyperactivity disorder (ADHD), stratified by gender.

Figure 4. Age of children diagnosed with attention deficit hyperactivity disorder (ADHD), stratified by gender.
Figure 5. Frequency of issues reported in children suspected of attention deficit hyperactivity disorder (ADHD), stratified by age.
Phase B

In Phase B, 13.07% (1609/12,310) of ADHD-related questions by users in our sample were extracted from all 12,310 Yahoo Answers questions. The question was labeled as ADHD-related if the text contained the word ADHD, the name of a drug used to treat ADHD (adderall, amphetamine, buspirone, clonidine, ethylphenidate, melatonin, methamphetamine, methylphenidate, oxycodone, or rember), or common comorbidities of ADHD (developmental deficit malnutrition, autism, learning disability, dyslexia, bipolar, autistic spectrum disorder, mood disorder, Tourette, Asperger’s syndrome, speech impairment, or obsessive compulsive disorder). Of the entire set of questions, 53.79% (6621/12,310) of questions were asked by people in the labeled set of 979 personal account questions. Among the 979 personal questions, there were 13.0% (127/979) of questions labeled as ADHD-related in this set by people who asked a question about a child prediagnosis, and 33.6% (329/979) questions about children postdiagnosis.

Considering all the 6621 questions, the ratio between the probability of asking an ADHD-related question, divided by the probability of asking any type of question, as a function of time is presented in Figure 7.

The questions were stratified by whether they were asked by a user who discussed a child prediagnosis in the labeled set, or a child postdiagnosis. As presented in Figure 7, a different trend is observed among people who asked about a child before diagnosis, where two spikes represent questions after approximately 7 months and after approximately 2 years. We attribute these peaks to further stages in the care for the child, for which parents require additional information. The postdiagnosis curve not only shows a downward trend ($R^2 = 0.30$, $P = 0.005$), indicating that people are less likely to ask an ADHD-related question after diagnosis, but also shows a peak around approximately 2 years, as for the undiagnosed situation.
Discussion

Principal Findings

The aim of this study was to obtain better insights about where, what, and when people seek Web-based ADHD-related information. The results indicate that the Internet indeed constitutes a source of information, as reflected by 613,069 queries about ADHD by 222,626 Bing users and 1609 questions in Yahoo Answers in the defined time of the study. These results are supported by prior studies, which suggest that the Internet is a source of information for people concerned with mental health and developmental disabilities. People, including 96% of parents, tend to seek out information on incidence, recurrence, or increased severity of the disability [26,30,31]. More specifically, both parents of adolescents with ADHD and the adolescents themselves have expressed similar strong preferences for ADHD information sources from the Internet (49% and 51%, respectively) and from a doctor (40% and 27%, respectively) [25]. Parents looking for information about their child’s symptoms and behavior seek to obtain tools for managing the condition, in light of the lack of information on the various aspects of handling ADHD [3,32].

This study also found that people, who are interested in ADHD due to a close family member’s diagnosis as reflected in IPQ queries, perform a more extensive search process compared with others. This is in line with search characteristics for other medical conditions [33]. Specifically, the study results emphasize the necessity for more knowledge in order to cope with the existing misconceptions concerning the treatment of children with ADHD and assist families who need to cope with dilemmas, confusion, and uncertainty [3,34-37].

Currently, the literature about Web-based information seeking among parents of children with ADHD is scarce. To the best of our knowledge, there is no knowledge in the existing literature related to which specific information parents seek for. Results of this study that are presented in Table 1 indicate that among the 10 most frequent queries, amounting in over 12% of the queries, 61.5% were interested in ADHD or ADHD symptoms. These are in line with previous findings regarding the uncertainty of parents regarding the nature of ADHD [38]. Providing parents with more accurate and reliable information about early symptoms of ADHD is important. These early symptoms stand out as the most important risk factor for later antisocial development and impaired daily functioning as well as learning difficulties [39,40].

The next highest category (6.9%) of queries was related to medication. Nowadays, medication use is highly common worldwide and is still the mainstay of ADHD treatment in the United States [3]. Consequently, this finding supports this population’s need for more research and knowledge about...
addressing dilemmas bound with taking medication, which is a source of daily stress [41-43]. Furthermore, as previously revealed, 37 of 57 ADHD websites were in fact funded by drug companies. Hence, it is not clear whether the information provided on the Web indeed addresses this population’s concerns and needs or commercial interests [44].

Aside from searching for information about ADHD symptoms and medication, 4.5% of the queries asked were related to children and 6.9% related to adults with ADHD. This finding is in accordance with the phenomena of ADHD as a life-span longitudinal disorder, affecting 2-4% of adults [45-47].

The study results provided not only a response to the question of what information was sought after, but also where the search was done. The list of the most popular websites that appears in Table 2 indicates that only 25% of the sites are ADHD-specific websites, whereas the remaining websites deal with other issues. The fact that only 35% of the clicked websites have been authorized by HoN indicates a preference of users for less authoritative websites, though possibly ones which provide more social support [48,49] or websites that serve the users’ prior beliefs. As a result of this pattern, research has found that both parents and experts agree that the quality of the Web-based information regarding treatment choices for ADHD is generally poor and does not address parents’ needs [27,48,50].

In the personal questions category on Yahoo Answers, where data about gender were available, the gender ratio was 3:1. Respectively, after addressing the questions of what information and where they searched for the information, the current results addressed the question of about whom and when on the time axis the question was asked. In line with previous findings that reported higher frequency of ADHD in males compared with females, with a gender ratio of 3:1 and 2.3:1, as well as greater impairment among boys [51,52], most questions in this study indeed were related to boys. Concerning the question of when, analysis revealed that questions by parents who suspected that their child had ADHD were asked already at the age of 2 years, whereas the average age in all those 258 questions is 5.1 years. This means that parental concerns about their child’s behavior and daily function in the preschool years begin well before the child enters the educational system, although children with ADHD are usually diagnosed during school years at just over the age of 7. As retrospective reporting of earlier symptoms is difficult for parents, the Web may be a useful tool for capturing information, which can support and establish the validity of the criteria of previous manifestations for future diagnosis [53].

Moreover, it was interesting to obtain information not only about which, when, where, and what, but also about what? What indeed troubles the parents? What information is sought after? The what question was analyzed among those who declared having a diagnosis and those who did not declared so. As presented in Figures 4 and 5, the most frequent issue raised in both of those groups was the behavioral aspect of ADHD. However, it is interesting to note that although 20% of the questions asked among families whose child’s diagnosis is unknown concerned functional daily issues, in the already diagnosed group, this category did not appear in relation to younger children. Nonetheless, there is evidence in the literature that functional deficits occur among this population over the years in the areas of self-hygiene, morning and evening organization, and play and social relationships [54-57]. It is unclear as to why these issues do not reflect in the Web-based searches. It may be that the parents do not expect to find an appropriate solution to such problems or that they feel that these issues are trivial and as parents, they are expected to cope with them regardless to the ADHD diagnosis.

Another interesting finding is that in both the group that declared and the group that did not declare a diagnosis, 20% or more of the questions around the age of 12 years were related to the academic queries category.

Academic deficits among children with ADHD have long been documented (eg, [58-60]). As academic requirements increase over the years, it is not surprising that this issue troubles parents and that they search the Web for information about how to deal with these difficulties [58]. However, it is surprising that more questions related to academic performance were asked in the group who did not declare a diagnosis. Perhaps these questions are part of the parent’s dilemma as to whether the symptoms they see are indeed indicators of ADHD, whereas among those who are already diagnosed, questions about academic performance are possibly discussed with educational and therapeutic professionals or on specific ADHD parents’ blogs or forums.

Further to achieving insight about the which, when, where, and what, our purpose was to identify who are the people that ask additional questions following their first question. The results showed that a question asked among those with no declared diagnosis and included signs of helplessness, is associated with asking more questions online. As mentioned above, parents’ daily confrontations with the disorder serves as the motivation for Web-based use. Therefore, it is understandable that parents, who are more worried and more stressed as reflected in their first question, continue to search for additional assistance.

When analyzing the phenomena of whether people whose children were diagnosed asked more questions, it was found that these people are less likely to continue to ask questions online. Perhaps this tendency occurs because at this stage, parents refer their questions to their doctor in light of the findings of preference of this source among this population [25]. Another explanation may be that parents who have a question concerning ADHD may find it easier to ask other people for solutions, rather than seek for answers in preprepared information pages. However, the peak in amount of questions asked in both groups that appeared after approximately 2 years may indicate that as the school environment requirements increase, parents again try to search for information regarding this demanding phase in life.

Summary

In summary, our results indicate that the Internet is indeed a source of information about ADHD and tracking the search process performed by the users on the Web sheds light on people’s needs. Besides the high priority given by parents of adolescents with ADHD to receiving information from the
doctor, regardless the time constrains [25], they indeed use further Web-based searching [3,25,32]. Thus, as ADHD is a chronic long-life phenomenon, expert professions may use the Web as a useful source of information for supplying accurate information over time according to this population’s daily needs [25]. Acquiring information may prevent emotional consequences and social difficulties which in turn burden costs for individuals, health services, and governments (eg. [9]). Negative life outcomes and underachievement may be prevented by understanding the specific kind of assistance is required and by providing the help in a timely manner [9].
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Abstract

Background: Online health information-seeking behavior (OHISB) is currently a widespread and common behavior that has been described as an important prerequisite of empowerment and health literacy. Although demographic factors such as socioeconomic status (SES), age, and gender have been identified as important determinants of OHISB, research is limited regarding the gender-specific motivational determinants of OHISB and differences between women and men in the use of online resources for health information purposes.

Objective: The aim of this study was to identify gender-specific determinants and patterns of OHISB by analyzing data from a representative German sample of adults (N=1728) with special attention to access and frequency of use as well as topics and sources of OHISB.

Methods: We employed a 2-step analysis, that is, after exploring differences between users and nonusers of online health information using logistic regression models, we highlighted gender-specific determinants of the frequency of OHISB by applying zero-truncated negative binomial models.

Results: Age (odds ratio, OR for females=0.97, 95% CI 0.96-0.99) and degree of satisfaction with one’s general practitioner (GP) (OR for males=0.73, 95% CI 0.57-0.92) were gender-specific determinants of access to OHISB. Regarding the frequency of OHISB, daily Internet use (incidence rate ratio, IRR=1.67, 95% CI 1.19-2.33) and a strong interest in health topics (IRR=1.45, 95% CI 1.19-1.77) were revealed to be more important predictors than SES (IRR for high SES=1.25, 95% CI 0.91-1.73).

Conclusions: Users indicate that the Internet seems to be capable of providing a valuable source of informational support and patient empowerment. Increasing the potential value of the Internet as a source for health literacy and patient empowerment requires need-oriented and gender-specific health communication efforts, media, and information strategies.


KEYWORDS
health information seeking; social media; gender differences; frequency of seeking; Internet
Introduction

The Relevance of Health Information Seeking

Patients today are increasingly challenged to make informed choices regarding their health care and to play an active role in health-related decisions [12], a change which has been described as empowerment [3]. However, a relevant precondition of empowerment is health literacy (ie, the skills and competencies to find and evaluate health information [4-6]). In contrast to the established body of research concerning the concept of health literacy and corresponding measures—which includes a constantly growing body of evidence on the determinants of health literacy and the programs that are effective in enhancing it—research on health information seeking, a behavior closely linked to health literacy, has just begun to evolve over the past few years [7]. The dearth of research in this area is all the more astonishing as health information seeking behavior is known to have a strong influence on health-related behavioral intentions, decisions, and outcomes [8].

The Internet represents an increasingly important source of health information [3,9,10], and health is one of the most common topics in online information seeking [9]. Although there is increasing health information available [11], some populations do not sufficiently benefit from the available resources of health information, due to limited access or low media literacy [12]; such population-specific differences raise the risk of increasing health inequalities, commonly referred to as the “digital health divide” [13,14]. In order to improve access to health information [6], we not only need comprehensive research on the gap between health-onliners (people who use the Internet to search for health information) and health-offliners (people who use channels other than the Internet to search for health information), but also information regarding the determinants of the frequency with which people seek health information online. Although online health information seeking has been analyzed mostly as a binary yes-no outcome, such studies have made only limited contributions to the research about the determinants of the frequency of seeking. Frequency of online health information-seeking behavior (OHISB) is becoming increasingly important as more people use the Internet [9], and an in-depth analysis of the major determinants and outcomes of OHISB is needed.

In light of this clear need—and in parallel to the discourse on the digital divide [14]—the focus of research on OHISB shifts from formerly relevant questions of access to and availability of mere technology toward a deeper understanding of usage frequencies, including demographic, motivational, and health-related factors influencing the frequency of OHISB [15]. Among these factors, gender differences have been frequently reported as relevant for OHISB and health outcomes [9,16], but little is known about the underlying reasons for such differences. Apart from gender differences in general Internet usage [17], reasons for gender differences in OHISB might include the existence of different patterns concerning topics and sources of health information seeking [18] or the lower interest of men in health: Because men tend to be comparably less willing and motivated to engage with health topics [19], they might search for online health information less frequently than do women.

It has been argued that gender differences in OHISB might be concealed by differing motives for seeking health information: Whereas women are more interested in health issues and emotional support, men are more interested in informational support [20]. Men’s higher interest in and earlier acceptance of technology [21] has also resulted in higher mHealth adoption intentions compared with women [22]. Gender differences have also been reported in mobile phone gratifications [23], social media usage [17], and activity in social support groups [20].

Our aim was therefore to understand gender-specific determinants and patterns of OHISB. This understanding will allow us to gain insight into gender-specific preferences regarding content and sources, and to draw conclusions regarding gender-specific targeting strategies for the development of health-related online media. To date, no representative data on gender-specific OHISB for Germany has been analyzed using multivariate statistics [24], making this paper the first such contribution. Our research for this paper investigated the correlates of health-related online information seeking with special regard to gender differences, conducting a secondary analysis of the German Bertelsmann Health Care Monitor 2015. We conclude with a discussion of implications with regard to health communication theory and practice.

Theories of Health Information Seeking

The models that are frequently used to explain health information seeking—such as the theory of planned behavior (TPB [25]), the theory of motivated information management [26], the risk perception attitude framework [27], or the model of risk information seeking and processing [28]—primarily concentrate on psychological variables (eg, risk perception, subjective norms, control beliefs, or personal experience) or content criteria of the media as determinants of health information-seeking behavior (HISB) [29,30]. As a result, these models and the studies referring to them neglect the direct impact of gender on health information seeking, as well as the related reasons underlying this effect.

Although research has shown that females are more likely to conduct HISB than males, integration of this finding into theory is still lacking [31]. For example, the TPB includes gender as a relevant external variable that influences intentional and attitude-related processes, but the model does not specify the influence of gender [32]; as a result, the TPB only allows researchers to draw limited conclusions about gender-specific health information strategies. One possible explanation for gender-specific patterns of HISB might be found in social role theory [33], which posits that whereas the male gender role casts men as agentic (ie, task-oriented), women are expected to be more socially engaged, with activities such as staying in contact with family members or receiving understanding and feedback from others [23]. These different social roles may contain gender-specific health-related tasks such as care for children or elderly family members, which are in turn associated with an increased demand for health information [12]. These different social roles have also been associated with different use of media channels [17,34] and might be related to different
goals for OHISB. In addition to the sociocultural theory, Meyers-Levy and Loken [35] described evolutionary theory, hormone exposure of the brain, and selectivity hypothesis as further theoretical approaches to explain gender differences. These more biological approaches might be especially relevant to explain differences between men and women in the seeking and provision of social support [20], technical affinity [21], motivations for mediated communication [17], and information processing strategies [35].

To date, there has been only minor exploration as to if and how these differences in motives and channel usage are also relevant for online health information seeking. Gaining a better understanding of gender differences in HISB would help health communication scholars to develop gender-specific health communication interventions. Regarding such considerations, our analysis may contribute to the iterative junction of theoretical approaches on HISB and gender differences.

**Gender Differences in General Internet Use and Frequency**

Today, the vast majority of the population across Europe and North America has access to the Internet [36], including 86.2% of German residents. Due to the ever-decreasing proportion of Internet nonusers, the discussion on differences between users and nonusers has shifted from access to skills [37]. In general, differences in Internet usage are consistently reported to highly depend on education, age, and gender [38], and socioeconomic status (SES)—a combined measure of education, income, and social position—is strongly correlated with both frequency and patterns of Internet use [39]. Age has been found to be negatively associated with both Internet access and frequency of use [40,41].

Regarding gender differences, findings are somewhat inconsistent, that is, no significant differences in general Internet use have been detected in the United States [40]. The same is true for many other similarly developed countries (eg, Sweden, Norway, the United Kingdom) across Europe, where only minor differences have been found [42]. However, a higher proportion of men than women in Germany reported using the Internet “at least occasionally” (83.0% vs 76.0%, respectively) or “daily” (68.3% vs 58.0%, respectively) [43]; similar numbers have been reported from some other European countries (eg, Austria, Italy, Switzerland), although the significance of these differences has not yet been determined [42]. In addition, gender differences in Internet use might be interacting with age. Although they are evident in older cohorts, they tend to be smaller in younger age groups [7,44]. Men and women seem to differ in both their motivations for and utilization of multiple forms of mediated online communication [17], referring both to topics they search for and to the ways they communicate. These results indicate that women, compared with men, prefer and more frequently engage in interpersonal communication online, using tools such as social networking sites to maintain relationships [45].

**Online Health Information-Seeking Behavior**

The Internet’s already-prominent role in HISB continues to increase, that is, in the United States, 59% of the adult population (ie, more than 72% of adult Internet users) seeks online information concerning health topics [9], and the numbers for Germany and other European countries are similar [46]. The Internet is such a popular source of health information primarily because it is an active information channel with a wide range of information on health content, health communities, and health provision [47]. The Internet as a health information source has been found to be especially important for people suffering from chronic diseases [15,48] and for those who are newly diagnosed with a medical condition or health problem [49]. For them, OHISB is a way to obtain more in-depth information, as well as a way to seek out support and contact with other people affected by the same medical condition or diagnosis. This access to social, informational, and emotional support on specific topics then empowers people to manage their health and to take a more active role when interacting with their physicians [3,50].

Gender differences have not only been reported for general Internet use, but also for general health-related behaviors and outcomes, with men having higher mortality and morbidity rates, engaging in more risky behaviors (eg, smoking, alcohol abuse), and taking part in fewer health-promoting behaviors than women [54]. Men also tend to underestimate their health risks, which can lead to avoidance and reactance toward traditional risk information messages; however, despite these differences, little is known about effective gender-specific health communication strategies [55].

With regard to gender-specific HISB, many studies show that women are more engaged in health information seeking in general, as well as on the Internet, specifically. Being female is among the strongest predictors of conducting OHISB [15,48,49]. Whereas women report to be more interested in health information and show more active search activities [56], men are less likely to read health information [57]. This gender gap in OHISB was found to be stable over time when analyzing six waves of Health Information National Trends Survey (HINTS)—data from 2002 to 2013 [31], and was also proven in a robust meta-analysis on US adults [7]; in contrast, recent research from a German sample indicated only a minor gender gap in frequency of OHISB, which did not reach statistical significance [24]. Results have also been inconsistent regarding the channels utilized: Bidmon and Terlutter [24] found that women used health forums, blogs, and search engines as sources more frequently than men, whereas men used apps for OHISB more frequently. In contrast, other studies have reported that men use health-related apps [58] and track health-related indicators as often as women do [9].

Our main goal was to analyze gender-specific determinants and patterns of OHISB. Our first question was which sociodemographic—including gender—and health-related user characteristics explain general utilization of health information on the Internet (RQ1). The second question was whether—among those who use the Internet for health-related purposes—the same factors determine the frequency of OHISB; to address this question, we ask which sociodemographic and
health-related user characteristics—in relation to gender—explain the frequency of OHISB (RQ2).

Among the health-onliners, we are also interested in the gender-specific health-related topics they are most interested in and the online media they prefer to use as sources of health information (RQ3).

**Methods**

**Data Collection and Sample Size**

Data were taken from the Bertelsmann Health Care Monitor 2015, a representative national German health survey (available as open access files) conducted by the Bertelsmann Foundation in cooperation with the Barmer GEK, a statutory health insurance (see [59] for data and further information). This survey assesses health-related knowledge, attitudes, and behaviors, and is similar to the annual American HINTS [12] or the Pew polls [9]. The Bertelsmann Health Care Monitor has been conducted annually via mail since 2001. Its average response rate is about 70%, and it has been established as an important data source in the field of health research, with a number of key publications based on it [60]. The basic population for the survey consists of persons living in private households, aged 18-79 years, in Germany. Samples are drawn from the GfK (German Association for Consumer Research) Mail Panel and the sample is representative concerning gender, age, the German federal states, income, and education compared with the data of the Statistical Yearbook of Germany [61,62]. Although the 2015 Bertelsmann Health Care Monitor comprised 1728 German adults aged 18-79 years, for this study, we excluded respondents who reported not to use the Internet at all, since our main interest is to explain OHISB. Thus, the remaining sample size was N=1219.

The excluded Internet nonusers showed statistically significant differences for several demographic criteria: They were much older (mean 64.7 years, SD 12.1) than the Internet users (mean 46.0, SD 15.0) with a higher proportion of female respondents (59.9% [299/499] vs 50.04% [610/1219]) and lower SES (31.2% [150/481] vs 15.86% [177/1116]). These findings confirmed prior research concerning demographic determinants of general Internet use [39,40,43].

**Measures**

**Online Health Information Seeking Behavior (OHISB)**

Our main analyses were based on participant responses to the question “How many times did you use the Internet for seeking health information within the last 12 months?” Answers ranged from 0 to 130 with a mean of 4.37 (SD 9.44); answers were strongly right skewed (skewness=5.85, SE 0.07). To address our first analytical goal of uncovering the gender-specific determinants of utilization of OHISB, we created a dummy variable to separate health-onliners (OHISB=0) from health-onliners (OHISB≥1). To meet our second goal of assessing gender-specific determinants of the frequency of OHISB, we left the responses on their original scale but excluded the health-offliners from the analysis, as they showed no variance in their HISB frequency. This resulted in a final sample of 643 health-onliners.

The third objective—assessing gender differences in health-related topics and information sources—was achieved by analyzing the frequencies of the health-related topics and websites the health-onliners used. Respondents were asked to select the topics on which they searched for or received information from a list of 14 items. These items ranged from very specific (eg, “drugs and their pharmaco logical interactions”) to more general (eg, “fitness, well-being”) topics. These items were then grouped into three categories by content: “disease and health care,” “health care policy and health care system,” and “health and well-being.”

Respondents were then asked to select the sources they used when conducting OHISB, that is, they were given the 10 items to choose from popular sources (eg, “online dictionary”) and more specific sources (eg, “websites of noncommercial health organizations”).

**Predictor Variables of Online Health Information Seeking Behavior (OHISB)**

**Demographic Variables**

Participants were asked to provide their age in years and gender (female or male), whereas SES was assessed by summing up participants’ responses on their education, occupation, and income (weighted by household size) to a score ranging between 3 and 27 following the standard procedure for the Health Care Monitor [61]. Due to the application of conventional formats, data on SES were transformed from the original 27-point scale to a 3-point scale analog indicating “low,” “medium,” and “high” SES.

**Variable Related to General Internet Use**

The frequency of general Internet usage was measured using a 3-point ordinal scale of “at least sometimes per month,” “several times per week,” or “daily.”

**Health-Related Variables**

Patient status was measured using a 4-point scale ranging from 1 (“currently not affected”) to 4 (“chronically ill”). We classified the responses from “mildly or not affected” to “severely or chronically ill,” because OHISB patterns of healthy and mildly affected respondents should be quite similar, whereas severely or chronically affected people were expected to show fundamentally different patterns. Participants’ perceived relevance of understanding somatic processes, their health-consciousness, and the satisfaction with their GP were all measured using 5-point scales, that is, to measure health-consciousness, participants were asked how much attention they generally paid to their health, which they rated from 1 (“Generally, I don’t take care of my health”) to 5 (“Generally, I take good care of my health”). Satisfaction with their GP was scored from 1 (“very dissatisfied”) to 5 (“very satisfied”), their perceived relevance of understanding somatic processes was assessed by their degree of agreement—from 1 (“totally disagree”) to 5 (“totally agree”)—concerning the statement that “patients diagnosed with an illness should understand exactly what is going on.”
The extent to which respondents reported being interested in information concerning health topics in general was originally measured on a 3-point scale indicating weak, medium, or strong interest. We transferred these answers into a dummy variable, contrasting “low or medium level of interest” with “high level of interest” to create reasonably equal group sizes (n=739 and n=450, respectively). Looking at health-onliners only, their motivations to conduct HISB were assessed using 12 dummy indicators covering a broad range of potential goals (eg, “to find general health information about health risks and diseases” or “determining the best treatment options”). On the basis of social support theory [63], we categorized these 12 indicators into 3 indices representing aspects of “esteem support” (5 items), “informational support” (5 items), and “emotional support” (2 items). The more items participants agreed within each index, the higher their score (one point per item).

Items are given in Multimedia Appendix 1.

**Statistical Analysis**

To answer RQ1, a logistic regression model was conducted to analyze the influence of sociodemographic, motivational, and health-related factors on differences between health-onliners and health-offliners. Regarding RQ2, Poisson regression models are traditionally used to model data like the frequency of OHISB, as such models are suited to fulfilling the technical needs of an outcome consisting of positive integers. However, the application of Poisson models requires a data structure that is seldom found in reality, that is, the mean is equal to the variance [64,65]. As the variance in real data is often much bigger than the mean, “overdispersion” tends to occur, leading to biased variance estimates and associated inferential problems [66,67]. This was certainly the case for our data, as the variance (136.9) is about 16 times greater than the mean (8.32), indicating severe problems due to overdispersion. Furthermore, since we excluded all health-offliners (with an OHISB frequency=0), our data contain no zeros, and the application of a standard negative binomial model—which tries to predict zeros—should therefore be avoided [68]. We therefore conducted zero-truncated negative binomial regression models to explain the frequency of health information searching. Missing values were deleted listwise for all multivariate analyses. All analyses were conducted using SPSS 22 (IBM Corporation) except the zero-truncated negative binomial models, which were estimated using Stata 11.2 (Stata Corp LLP).

**Results**

**Sample Description**

Among all of the 1219 participants who used the Internet, 643 (52.75%; health-onliners) searched for health information online and 576 did not (47.25%; health-offliners; see Table 1). The health-offliners showed no significant differences from health-onliners regarding age and gender, but significantly fewer health-offliners had high SES (P=.001). Health-onliners rated their own health status more often as “chronically or severely ill” (n=142 respondents or 22.1% vs n=103 or 17.8% in health-onliners), but the difference was not significant (P=.06). Health-onliners’ satisfaction with their GP was slightly lower than health-offliners’ (mean 4.02, SD 0.86 vs mean 4.13, SD 0.86, respectively; P=.03). Significant differences between health-onliners and health-offliners were found for several health-related variables, with perceived relevance of understanding somatic processes (mean 4.34, SD 0.83 vs mean 4.16, SD 0.86; P<.001) and health-consciousness (mean 3.59, SD 0.71 vs mean 3.34, SD 0.81; P<.001) higher among the health-onliners. Additionally, health-onliners were more likely to report being strongly interested in information concerning health topics (n=297 or 46.2% vs n=164 or 28.5%; P<.001) and generally used the Internet more often than health-offliners, with 65.3% versus 50.5% (corresponding to n=420 vs n=291 respondents) reporting using the Internet “daily” (P<.001).
Table 1. Sample characteristics of health-onliners and health-offliners.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total sample</th>
<th>Health-onliners</th>
<th>Health-offliners</th>
<th>Difference onliners versus offliners</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n=1219</td>
<td>n=643</td>
<td>n=576</td>
<td>F or chi-square statistics, degree of freedom, P value</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>18-79</td>
<td>18-79</td>
<td>18-79</td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>46.02 (14.96)</td>
<td>45.35 (14.55)</td>
<td>46.78 (15.38)</td>
<td>2.812a, 1, .09</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>610 (50.04)</td>
<td>338 (52.6)</td>
<td>272 (47.2)</td>
<td>3.5b, 1, .06</td>
</tr>
<tr>
<td>Male</td>
<td>609 (49.96)</td>
<td>305 (47.4)</td>
<td>304 (52.8)</td>
<td></td>
</tr>
<tr>
<td>Socioeconomic status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>177 (15.86)</td>
<td>79 (13.4)</td>
<td>98 (18.6)</td>
<td>13.11b, 2, .001</td>
</tr>
<tr>
<td>Medium</td>
<td>658 (58.96)</td>
<td>339 (57.5)</td>
<td>319 (60.6)</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>281 (25.18)</td>
<td>172 (29.2)</td>
<td>109 (20.7)</td>
<td></td>
</tr>
<tr>
<td>General Internet use, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>At least sometimes per month</td>
<td>189 (15.50)</td>
<td>68 (10.6)</td>
<td>121 (21)</td>
<td>34.9b, 2, &lt;.001</td>
</tr>
<tr>
<td>Several times per week</td>
<td>319 (26.17)</td>
<td>155 (24.1)</td>
<td>164 (28.5)</td>
<td></td>
</tr>
<tr>
<td>Daily</td>
<td>711 (58.33)</td>
<td>420 (65.3)</td>
<td>291 (50.5)</td>
<td></td>
</tr>
<tr>
<td>Patient status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chronically or severely ill</td>
<td>243 (20.05)</td>
<td>141 (22.1)</td>
<td>102 (17.8)</td>
<td>3.4b, .06</td>
</tr>
<tr>
<td>Mildly or not affected</td>
<td>969 (79.95)</td>
<td>498 (77.9)</td>
<td>471 (82.2)</td>
<td>1</td>
</tr>
<tr>
<td>Perceived relevance of understanding somatic processes, mean (SD)</td>
<td>4.25 (0.86)</td>
<td>4.34 (0.83)</td>
<td>4.16 (0.90)</td>
<td>13.012a, 1, &lt;.001</td>
</tr>
<tr>
<td>Interest in information concerning health topics, n (%)</td>
<td>739 (62.15)</td>
<td>336 (53.8)</td>
<td>403 (71.5)</td>
<td>39.5b, 1, &lt;.001</td>
</tr>
<tr>
<td>Low or medium</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strong</td>
<td>450 (37.85)</td>
<td>289 (46.2)</td>
<td>161 (28.5)</td>
<td></td>
</tr>
<tr>
<td>Goals for HISB&lt;sup&gt;e,f&lt;/sup&gt;, mean (SD)</td>
<td>0.24 (0.26)</td>
<td>0.24 (0.26)</td>
<td>-</td>
<td>N/A&lt;sup&gt;g&lt;/sup&gt;</td>
</tr>
<tr>
<td>Esteem support</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emotional support</td>
<td>0.06 (0.20)</td>
<td>0.06 (0.20)</td>
<td>-</td>
<td>N/A</td>
</tr>
<tr>
<td>Informational support</td>
<td>0.37 (0.23)</td>
<td>0.37 (0.23)</td>
<td>-</td>
<td>N/A</td>
</tr>
<tr>
<td>Health-consciousness&lt;sup&gt;b&lt;/sup&gt;, mean (SD)</td>
<td>3.47 (0.77)</td>
<td>3.59 (0.71)</td>
<td>3.34 (0.81)</td>
<td>33.431&lt;sup&gt;a&lt;/sup&gt;, 1, &lt;.001</td>
</tr>
<tr>
<td>Satisfaction with general practitioner&lt;sup&gt;i&lt;/sup&gt;, mean (SD)</td>
<td>4.07 (0.86)</td>
<td>4.02 (0.86)</td>
<td>4.13 (0.86)</td>
<td>4.492, 1, .03</td>
</tr>
</tbody>
</table>

<sup>a</sup>F values derived from analysis of variance (ANOVA) for continuous variables.

<sup>b</sup>Chi-square values derived from chi-square test for shares.

<sup>c</sup>SD: standard deviation.

<sup>d</sup>Scale ranges from 1 (“strongly disagree”) to 5 (“strongly agree”).

<sup>e</sup>HISB: health information-seeking behavior.

<sup>f</sup>Scale ranges from 0 (“no” for all items of the scale) to 1 (“yes” for all items of the scale).

<sup>g</sup>N/A: not applicable.

<sup>h</sup>Scale ranges from 1 (“Generally, I don’t take care of my health”) to 5 (“Generally, I take good care of my health”).

<sup>i</sup>Scale ranges from 1 (“very unsatisfied”) to 5 (“very satisfied”).
RQ1: Using the Internet to Search for Health Information

The results of the logistic regression models are depicted in Table 2 and the strength of the association between each predictor variable and the outcome is expressed in form of odds ratio (OR), which indicates the expected change in the odds to observe the outcome (ie, to be a health-onliner) when the respective predictor changes by one unit. There is no evidence for a main effect of gender (OR 1.21, 95% CI 0.90-1.61), but age and SES were significant predictors of being a health-onliner or health-offliner. However, a 1-year increase in age was associated with a decreased OR of being a health-onliner for women by the factor 0.97 (OR 0.97, 95% CI 0.96-0.99) and in the total sample (OR 0.99, 95% CI 0.98-0.997), but not for men. In contrast, a high SES was associated with significantly increased odds of going online for health-related information only for male respondents (OR 1.97, 95% CI 1.06-3.68) and in the combined model, that is, the whole sample of male and female respondents (OR 1.82, 95% CI 1.15-2.88), but not female respondents.

A higher frequency of general Internet use was associated with a nearly triple-increase in the odds of being a health-onliner (OR for “daily” use=2.91, 95% CI 1.92-4.41), with the slightly stronger effects for female (OR 3.23, 95% CI 1.86-5.59) than for male respondents (OR 2.50, 95% CI 1.30-4.78).

Persons who were chronically ill or severely affected by health problems were significantly more likely to be health-onliners, but only if they were women (OR 2.12, 95% CI 1.28-3.53). A similar relationship was found between perceived relevance of understanding somatic processes and HISB, that is, for women, a one-point increase in the perceived importance of health literacy was associated with an OR 1.39 (95% CI 1.09-1.78) of being a health-onliner, whereas men had only a moderately heightened OR that did not reach significance. Although both male and female respondents appeared to be significantly influenced by having general interest in information on health topics, this impact was much stronger among female participants (ORwomen 2.07, 95% CI 1.36-3.14; ORmen 1.70, 95% CI 1.09-2.63, respectively).

Degree of health-consciousness was associated with significantly increased OR for men (OR 1.46, 95% CI 1.10-1.94) and for the combined model (OR 1.33, 95% CI 1.10-1.61), but not for women alone. Higher satisfaction with one’s GP had a negative effect on the odds that men would seek health information online, that is, be health-onliners (OR 0.73, 95% CI 0.57-0.92).

The Hosmer-Lemeshow test inform on the proper classification of all cases included and gives a chi-square value of 11.5 (df=8; \( P = .17 \)) for the total subsample. Both \( P \) values for the gender-specific models are also nonsignificant, what confirms no major differences between predicted and observed classification of cases [69]. Consistently, the overall model-fit is quite well, as indicated by the goodness of fit test comparing each full model with the empty model and yielding significant results in all three cases. The explained variance also indicated the existence of gender differences. Comparing men and women, the logit model better fits the data of female respondents: whereas Nagelkerke \( R^2 \) increased to 19.2% for women, it could only explain 13.7% of outcome variance (ie, whether the respondent was a health-onliner) for male respondents.
Table 2. Results of the logistic regression models predicting online health information-seeking behavior.

<table>
<thead>
<tr>
<th>Determinants</th>
<th>Total (n=950)</th>
<th>Male (n=463)</th>
<th>Female (n=487)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>OR (95% CI)</td>
<td>P</td>
</tr>
<tr>
<td>Age</td>
<td>.01</td>
<td>0.99 (0.98-1.00)</td>
<td>.46</td>
</tr>
<tr>
<td>Gender (Ref: male)</td>
<td>.21</td>
<td>1.21 (0.90-1.61)</td>
<td>-</td>
</tr>
<tr>
<td><strong>Socioeconomic status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Ref: low)</td>
<td>.01</td>
<td>-</td>
<td>.02</td>
</tr>
<tr>
<td>Medium</td>
<td>.54</td>
<td>1.13 (0.77-1.66)</td>
<td>.80</td>
</tr>
<tr>
<td>High</td>
<td>.01</td>
<td>1.82 (1.15-2.88)</td>
<td>.03</td>
</tr>
<tr>
<td><strong>General Internet use</strong></td>
<td>&lt;.001</td>
<td>-</td>
<td>.05</td>
</tr>
<tr>
<td>(Ref: at least sometimes per month)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Several times per week</td>
<td>.04</td>
<td>1.57 (1.02-2.41)</td>
<td>.29</td>
</tr>
<tr>
<td>Daily</td>
<td>&lt;.001</td>
<td>2.91 (1.92-4.41)</td>
<td>.06</td>
</tr>
<tr>
<td>Patient status: chronically or severely ill (Ref: mildly or not affected)</td>
<td>.01</td>
<td>1.56 (1.11-2.19)</td>
<td>.42</td>
</tr>
<tr>
<td>Perceived relevance of understanding somatic processes\d</td>
<td>.005</td>
<td>1.27 (1.08-1.50)</td>
<td>.10</td>
</tr>
<tr>
<td>Strongly interested in information concerning health topics (Ref: weakly or not interested)</td>
<td>&lt;.001</td>
<td>1.89 (1.40-2.54)</td>
<td>.02</td>
</tr>
<tr>
<td>Health-consciousness\e</td>
<td>.004</td>
<td>1.33 (1.10-1.61)</td>
<td>.008</td>
</tr>
<tr>
<td>Satisfaction with general practitioner\f</td>
<td>.02</td>
<td>0.82 (0.70-0.96)</td>
<td>.008</td>
</tr>
<tr>
<td>Constant</td>
<td>.000</td>
<td>0.31</td>
<td>.006</td>
</tr>
<tr>
<td>Hosmer-Lemeshow test (chi-square, df; P)</td>
<td>11.5, 8; .17</td>
<td>12.2, 8; .14</td>
<td>4.7, 8; .79</td>
</tr>
<tr>
<td>Goodness of fit\g (chi-square, df; P)</td>
<td>116.3, 11; &lt;.001</td>
<td>50.2, 10; &lt;.001</td>
<td>75.5, 10; &lt;.001</td>
</tr>
<tr>
<td>Nagelkerke $R^2$</td>
<td>.154</td>
<td>.137</td>
<td>.192</td>
</tr>
</tbody>
</table>

\(a\) The difference between the number of total cases included in the descriptive section and in the logit models is due to the listwise exclusion of missing cases.

\(b\) OR: odds ratio.

\(c\) The dash indicates the absence of the variable “gender” in both gender-specific models.

\(d\) 1 (“strongly disagree”) to 5 (“strongly agree”).

\(e\) 1 (“Generally, I don’t take care of my health”) to 5 (“Generally, I take good care of my health”).

\(f\) 1 (“very unsatisfied”) to 5 (“very satisfied”).

\(g\) (−2 Log L compared with −2 Log L of the empty model).

**RQ2: Frequency of Online Health Information-Seeking Behavior (OHISB)**

The results of the zero-truncated negative binomial regression models are shown as incidence rate ratio (IRR) in Table 3. The name of the measure has changed to IRR, because the outcome now reflects the number of incidences (Internet access events with the purpose to conduct OHISB) observed in the last year, but the interpretation remains analog to OR, as pointed out above. Focusing only on health-onliners, SES turned out not to be a relevant predictor for higher frequencies of information seeking. Analogous to the results for access to online health information (see Table 2), increasing age was also significantly associated with women’s OHISB frequency (IRR 0.99, 95% CI 0.975-0.996). Since the effect on this outcome is multiplicative, a 1-year increase thus leads to a predicted OHISB frequency, which is decreased by a factor of 0.99. There was no influence of gender on the frequency of OHISB for the total sample (IRR 1.00, 95% CI 0.99-1.01), but differences were again found in the patterns of influences on women versus men.

Although the effects of higher frequencies of general Internet use are similar in size and \(P\) values in the combined model, the gender-specific models revealed differences between men and women: whereas daily use of general Internet was only associated with a significant increase in OHISB frequency in males (IRR 2.49, 95% CI 1.43-4.35), using the Internet “several times per week” was significant only for female respondents (IRR 1.54, 95% CI 1.01-2.35).
Being a patient with a chronic or severe disease was a positive predictor of OHISB frequency (IRR 1.57, 95% CI 1.26-1.95) regardless of gender, as the estimated IRRs do not differ substantially between men and women. Respondents who reported being strongly interested in information concerning health topics were much more likely to seek out information online more frequently (IRR 1.45, 95% CI 1.19-1.77), and gender played a much weaker role than health status.

Self-reported health-consciousness in the zero-truncated negative binomial regression models was—as compared with the findings from the logit models predicting the utilization of the Internet for health information purposes—not associated with significant effects. In contrast, perceived relevance of understanding somatic processes had the opposite effect on OHISB frequency of that predicted by the logit models: In the zero-truncated negative binomial regression models, belief in health literacy became a significant negative predictor, but for men only (IRR 0.81, 95% CI 0.68-0.96). Satisfaction with one’s GP changed from being a significant factor only for males to being a significant factor only for females, the latter now with a strong negative effect (IRR 0.75, 95% CI 0.65-0.88), whereas men’s frequency of OHISB seems to be statistically unrelated to their degree of satisfaction.

Some of the three sum indices representing different goals of OHISB showed strong explanatory potential: whereas esteem support seems to be an important motivational factor only for women (IRR 2.22, 95% CI 1.30-3.79), informational support was associated with a quadrupled OHISB frequency per point for women (IRR 4.03, 95% CI 2.17-7.49), and with a slightly weaker effect for men (IRR 2.56, 95% CI 1.34-4.90). The goal of emotional support had no influence on respondents’ OHISB frequency.

Table 3. Results of the zero-truncated negative binomial regression models on the frequency of online health information-seeking behavior (OHISB).

<table>
<thead>
<tr>
<th>Determinants</th>
<th>Total (n=510)</th>
<th>Male (n=241)</th>
<th>Female (n=269)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IRR (95% CI)</td>
<td>IRR (95% CI)</td>
<td>IRR (95% CI)</td>
</tr>
<tr>
<td>Age</td>
<td>0.99 (0.982-0.998)</td>
<td>1.00 (0.99-1.01)</td>
<td>0.99 (0.975-0.996)</td>
</tr>
<tr>
<td>Gender (Ref: male)</td>
<td>0.99 (0.82-1.22)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Socioeconomic status (Ref: low)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medium</td>
<td>1.06 (0.79-1.41)</td>
<td>1.01 (0.66-1.55)</td>
<td>0.93 (0.63-1.36)</td>
</tr>
<tr>
<td>High</td>
<td>1.25 (0.91-1.73)</td>
<td>1.14 (0.72-1.79)</td>
<td>1.14 (0.72-1.81)</td>
</tr>
<tr>
<td>General Internet use (Ref: at least sometimes per month)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Several times per week</td>
<td>1.60 (1.12-2.27)</td>
<td>1.72 (0.94-3.16)</td>
<td>1.54 (1.01-2.35)</td>
</tr>
<tr>
<td>Daily</td>
<td>1.67 (1.19-2.33)</td>
<td>2.49 (1.43-4.35)</td>
<td>1.28 (0.84-1.96)</td>
</tr>
<tr>
<td>Patient status: chronically or severely ill (Ref: mildly or not affected)</td>
<td>1.57 (1.26-1.95)</td>
<td>1.67 (1.22-2.29)</td>
<td>1.43 (1.07-1.91)</td>
</tr>
<tr>
<td>Perceived relevance of understanding somatic processes</td>
<td>0.90 (0.80-1.01)</td>
<td>0.81 (0.68-0.96)</td>
<td>0.96 (0.82-1.13)</td>
</tr>
<tr>
<td>Strongly interested in information concerning health topics (Ref: weekly or not interested)</td>
<td>1.45 (1.19-1.77)</td>
<td>1.46 (1.09-1.97)</td>
<td>1.42 (1.10-1.83)</td>
</tr>
<tr>
<td>Goals of OHISB</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Esteem support</td>
<td>1.91 (1.28-2.83)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emotional support</td>
<td>0.90 (0.57-1.43)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Informational support</td>
<td>3.12 (1.97-4.96)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health-consciousness</td>
<td>1.10 (0.97-1.26)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Satisfaction with general practitioner</td>
<td>0.86 (0.77-0.96)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>0.47</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The difference between the total number of cases included in the descriptive section and in the models depicted in this table is due to the listwise exclusion of missing cases.

\( ^a \)IRR: incidence rate ratio.

\( ^b \)The - indicates the absence of the variable “gender” in both gender-specific models

\( ^c \)From 1 (“strongly disagree”) to 5 (“strongly agree”).

\( ^d \)OHISB: online health information-seeking behavior.

\( ^e \)From 1 (“Generally, I don’t take care of my health”) to 5 (“Generally, I take good care of my health”).

\( ^f \)From 1 (“very unsatisfied”) to 5 (“very satisfied”).
RQ3: Topics and Sources of Online Health Information-Seeking Behavior (OHISB)

Figure 1 illustrates which health topics women and men are interested in and which online sources they use when they search for health information. Diseases and health care are of particular interest for about 79.7% of the health-onliners (n=510 of 640 respondents), health and wellbeing are also relevant topics for both women and men. The Internet seems to serve as a source of specific information that is sought primarily using search engines and online dictionaries.

Online media offering the opportunity to share information and to interact with others, specifically, online health communities and social networking sites are not yet established as a means of OHISB in the broad public, with an overall usage of 17.0% and 9.7% (corresponding to 109/640 and 62/640 respondents), respectively. In some cases, we can detect significant differences in issue- and channel-related preferences between women and men, that is, in general, men focus more on topics concerning health care policy and systems (66.4%, 202/304 males vs 53.0%, 178/336 females; \(P=.001\)), and visit the websites of health insurance companies (53.6%, 163/304 males vs 39.6%, 133/336 females; \(P<.001\)) and noncommercial health organizations (12.2%, 37/304 men vs 6.0%, 20/336 women; \(P=.006\)) more frequently than women do. Women reported significantly more usage of websites or portals for health content (44.6%, 150/336 female respondents vs 28.9%, 88/304 males; \(P<.001\)).

Discussion

Principal Findings

Despite the fact that men and women reported equal access to online health information, our data indicate that OHISB should be explained using gender-specific models, to account for several significant gender differences among health-onliners. Dissatisfaction with primary care seems to more often trigger women to seek patient esteem support through online health information seeking; OHISB might therefore serve a compensatory function. These and additional results—particularly regarding gender differences, implications, and methodical limitations—are discussed and compared with international data.

Our results indicate that SES and age remain relevant barriers to general access to health information on the Internet, but only for specific genders. We found increasing age to be significantly associated with both access to and frequency of OHISB for women only, thus enhancing understanding of the gender-specificity of the well-established negative correlation between age and OHISB [7]. In contrast, we found high SES to be associated with increased odds of conducting OHISB
among male respondents only; among females, SES had no significant effects on neither the use nor frequency of searching. This finding is partly consistent with former studies: whereas some researchers have reported no significant effect of higher educational levels on the frequency of OHISB [15], others found strong associations between both respondents’ income and educational level on the likelihood of using the Internet to find out more about a medical condition [9].

Higher frequencies of general Internet use revealed to be consistently associated with more frequent OHISB [49]. We found a stronger effect of daily Internet use on the frequency of OHISB for men, whereas women’s OHISB seems to be only slightly influenced by their general Internet use. This specific association lacks direct comparability to former results, although Renahy and colleagues [15] found a positive effect of more frequent Internet use on the frequency of OHISB, with no gender differences.

The effect of being severely or chronically ill affected OHISB differently for different groups. Only severely ill women, not men, were significantly more likely to be health-onliners, consistent with findings from a French study [15]. In contrast, the impact of patient status on the frequency of OHISB was slightly stronger for male respondents. We tentatively interpret these differences as supporting the 2-step data analysis strategy we chose. These results offer new insights into the relationship between patient status and OHISB when compared with existing nongender-differentiated findings [48,49].

The association between OHISB and related online activities and interests (eg, buying drugs and other health-related products online) that indicate a high level of interest in health information is neither surprising nor new, as this has been reported in both an analysis of cross-sectional data from 7 European countries [3] as well as in US data [49]. However, little evidence has been produced to date on the influence of perceived relevance of understanding somatic processes on OHISB. To our knowledge, only one study has investigated a similar variable: Bidmon and Terlutter [24] found that women reported a slightly higher personal disposition of being well-informed as a patient than men, but the difference was not significant and the association with details of OHISB was not explicitly assessed. Even less comparable evidence exists concerning health-consciousness as a predictor of OHISB. This means that our findings indicating that health-consciousness has a significant influence on male utilization of OHISB only may act as a benchmark for future studies.

We found that whereas women are inclined to engage in more frequent OHISB in light of their goals reflecting needs for esteem support and informational support, men tend to be driven more by purely informational motives. This is consistent with another recent finding that women were more likely than men to conduct OHISB for social motives and enjoyment [24]. Comparing the results on our two outcomes of access to and frequency of online health information seeking, the introduction of these indices may have absorbed some explanatory power from health-consciousness.

Our results further indicate that using the Internet can serve a compensatory function, but in different ways for women and men. Whereas a lower satisfaction with one’s GP motivates men to turn to the Internet for health-related purposes (raw usage, independent of the frequency), a lower satisfaction with one’s GP is associated with an increased frequency of OHISB reported by women. These findings are in line with another study reporting that dissatisfied cancer patients seek health information from sources other than their physicians [70], and with a study that found that women engaged in more frequent OHISB when they suspected that their GP was not telling them everything about their health, or when they reported a general preference to wait before going to see a physician [15].

Our findings regarding sources employed for OHISB are partly consistent with a similar study: Females from our sample reported using health content-related websites significantly more often than males, which may reflect the stronger social supportive patterns detected among women [24]. The majority of respondents (n=374 respondents or 59.0%) reported always using a search engine when conducting OHISB; this is consistent with a finding from the United States, in which an even higher proportion of respondents (77%) reported following this strategy [9]. These large proportions indicate that the primary purpose of OHISB is to receive quick and easy access to online health information. Moreover, OHISB reflects a need—especially among men—for health information that is clearly explained and tailored to their specific needs.

Limitations

The first limitation is that the cross-sectional data used in our analysis do not allow for any causal attributions, even in cases that seem straightforward, such as the effects of age or health status on OHISB.

The second limitation is that outcome operationalization was somewhat explorative, as a well-established, validated scale for assessing access to and frequency of OHISB does not yet exist. Development of a validated measure to assess OHISB is the central precondition of conducting internationally comparable research on this behavior. Such a measure would also complement the valid and reliable measure for assessing eHealth literacy (ie, the ability to seek, find, understand, and appraise health information from electronic sources and apply it to addressing or solving a health problem) that has already been developed [71]. As this inquiry used data from a large-scale representative survey conducted regularly, our results are affected by the typical constraints of a secondary analysis of data that were not primarily collected for the analyzed purposes—the lack of a measure for eHealth literacy [71] is one obvious drawback. Other important characteristics—particularly health status—were measured using one-item self-reports, which offers only a superficial assessment. This criticism can also be applied to other measures of health-related online activities and online usage behavior, as self-reports of online activities often diverge from real behavior [72]. The validity of these findings should be enhanced in future studies by complementarily using objective measures of health-related online activities.

Further limitations include, third, that no differentiation is made between people who are searching for information for themselves and those who are searching for others (“surrogate seekers”). Finally, we only used a binary categorization of men...
and women, which does not cover all facets of such a complex construct [73]. Our results might have also been influenced by individuals’ gender-role orientation [74]. It might be the case, that women and men only searching for health information both scored rather high on femininity and therefore were more similar than people not seeking for health information. In addition, gender-roles orientations arising from differing social and cultural environments might differentially influence OHISB. Further research should therefore include measures of gender orientation such as the Bem Sex-Role Inventory [75] and samples more diverse in cultural background.

Conclusions

Our results provide promising and innovative insights into OHISB and indicate that a deeper understanding of OHISB requires differentiating between access to online health information (ie, differentiating between health-onliners and health-offliners) and the frequency of OHISB. This deeper understanding would be particularly valuable for the analysis of what are often subtle gender-based differences. Furthermore, sociodemographic, health-related, and motivational determinants of OHISB should be taken into account when explaining such complex behavior. This recommendation also applies to the associations between skills-related (ie, eHealth literacy) and behavior-related (OHISB) concepts, whose interrelations have yet to be analyzed sufficiently [76].

Overall, although users indicate that the Internet is capable of providing a valuable source of informational support and esteem support, gender-specific, user-oriented sources and empowerment-strategies should be developed to increase the benefits of OHISB. This may include enlisting the support of health care providers to supply patients with health information sources that offer evidence-based, transparent, and credible information. To close the gap in OHISB due to age and SES, such resources might, for example, reduce the complexity of the language and enhance the understandability of the health information offered. Gender-specific determinants and patterns in information-seeking behavior should also be taken into account in theories of health information seeking and in the provision of online health information by offering information in accordance with male and female preferences regarding goals, sources, and topics. For example, men’s technical affinity might be used as a pathway in health communication to raise their interest in health content about diseases and well-being [77], whereas women’s need for emotional support might be met with communication in online communities via social network sites [20].
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Abstract

Background: Chronic conditions are an increasing challenge for individuals and the health care system. Smartphones and health apps are potentially promising tools to change health-related behaviors and manage chronic conditions.

Objective: The aim of this study was to explore (1) the extent of smartphone and health app use, (2) sociodemographic, medical, and behavioral correlates of smartphone and health app use, and (3) associations of the use of apps and app characteristics with actual health behaviors.

Methods: A population-based survey (N=4144) among Germans, aged 35 years and older, was conducted. Sociodemographics, presence of chronic conditions, health behaviors, quality of life, and health literacy, as well as the use of the Internet, smartphone, and health apps were assessed by questionnaire at home visit. Binary logistic regression models were applied.

Results: It was found that 61.25% (2538/4144) of participants used a smartphone. Compared with nonusers, smartphone users were younger, did more research on the Internet, were more likely to work full-time and more likely to have a university degree, engaged more in physical activity, and less in low fat diet, and had a higher health-related quality of life and health literacy. Among smartphone users, 20.53% (521/2538) used health apps. App users were younger, less likely to be native German speakers, did more research on the Internet, were more likely to report chronic conditions, engaged more in physical activity, and low fat diet, and were more health literate compared with nonusers who had a smartphone. Health apps focused on smoking cessation (232/521, 44.5%), healthy diet (201/521, 38.6%), and weight loss (121/521, 23.2%). The most common app characteristics were planning (264/521, 50.7%), reminding (188/521, 36.1%), prompting motivation (179/521 34.4%), and the provision of information (175/521, 33.6%). Significant associations were found between planning and the health behavior physical activity, between feedback or monitoring and physical activity, and between feedback or monitoring and adherence to doctor’s advice.

Conclusions: Although there were many smartphone and health app users, a substantial proportion of the population was not engaged. Findings suggest age-related, socioeconomic-related, literacy-related, and health-related disparities in the use of mobile technologies. Health app use may reflect a user’s motivation to change or maintain health behaviors. App developers and researchers should take account of the needs of older people, people with low health literacy, and chronic conditions.
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Introduction

Mobile Health Apps

An increasing number of people take advantage of smartphones for health issues. Mobile health apps have risen in popularity, providing new opportunities to change health-related behaviors and to manage chronic conditions [1]. Typical health apps provide immediate access to health information, medication reminders, or help track progress in physical exercise regime. However, the factors related with smartphone and health app use are not yet fully understood. This study investigated the associations between demographic and health-related factors, common chronic conditions, and health behaviors with smartphone and health app use.

Research has shown associations between (1) health app use and behavior, and (2) app use and management of chronic conditions [2-6]. Krebs and Duncan [7] examined the health app use among mobile phone users in the United States. Their findings suggest an association between health app use and sociodemographic factors; that is, app users were younger, had a higher income, were better educated, were more likely to be Hispanic, and had a higher body mass index (BMI). A systematic review of mobile health interventions based primarily on randomized controlled trials by Riley et al [2], who investigated the effectiveness and theoretical background of mobile interventions such as apps for smartphones or tablets. Results demonstrated that intervention participants were more successful in changing a variety of health behaviors and behavior-related outcomes, including physical activity, smoking cessation, healthy diet, weight loss, medication adherence, improvement of blood pressure control, and improvement of blood sugar control [2].

Factors Related to the Use of Health Apps

In a cross-sectional survey, Cho et al [8] examined factors related to the use of health apps and found a significant correlation between app use and health consciousness as well as an indirect link between health literacy and health-app use efficacy on health app use. Bailey et al [9] found widespread age and health literacy-related disparities in technology access, with older and less literate individuals being less likely to own smartphones and use the Internet, especially for health reasons. In a recent longitudinal survey, Levine et al [10] found that older people (mean age 75 years) used digital health at low rates but there were modest increases from 2011 to 2014. Despite a growing body of research on health apps, there is still a lack of evidence concerning the associations of sociodemographic, medical, and behavioral factors such as health-related quality of life, health behaviors, Internet use, multiple chronic conditions, and health app use.

Health App Characteristics

In addition to individual factors, health app characteristics such as monitoring progress or reminding may be related to the actual health behavior of the users. Findings from a systematic review that analyzed characteristics of Internet-based interventions revealed that theory-based approaches were associated with increases in effect sizes [11]. In a recent content analysis, Morrisey et al [12] examined the extent to which certain established behavior change techniques were used in apps designed to promote medication adherence. They found a range from 0 to 7 behavior change techniques implemented in these apps. Planning, prompts or cues, monitoring, and feedback on behavior were included most frequently.

Aims of the Study

The aims of this study were to (1) investigate the prevalence of smartphone and health app use, (2) identify sociodemographic, medical, and behavioral correlates of smartphone and health app use, and (3) explore the correlations between behaviors targeted by the apps and actual health behavior, and health app characteristics and actual health behavior.

Methods

Sample and Procedure

A population-based sample of 4144 individuals from Germany participated in this cross-sectional survey. Data were collected in July 2015. An external agency was authorized to run the study. The agency employed interviewers to recruit participants on their own responsibility. To enhance the representativeness of the study, interviewers got specification concerning the composition of the sample, that is, the sample was stratified for sex, age, German federal state, and education to increase representativeness. Participants had to meet the following inclusion criteria: (1) German resident, (2) sufficient German language skills, (3) aged 35 years and older. There were no exclusion criteria. After a first contact, appointments for home visits were made with a response rate of 55%. Computer-assisted personal interviews (CAPI) were conducted by external, trained interviewers at home visits. Of the interviewed individuals, 7% refused to finish the survey and their data were subsequently deleted. The mean time participants need to finish the survey was 29 min. This study was conducted in compliance with the Declaration of Helsinki; written informed consent was obtained from participants [13].

Measures

Sociodemographics

Sex, age, height, weight, education (International Standard Classification of Education, ISCED) [14], occupation, income, and first language were assessed by standard survey items. Post-tax household income by month was categorized: low <€2100; moderate €2100-3600; high >€3600 (1 Euro=1.1 US dollar [October 6, 2016]).

Chronic Conditions

Chronic conditions were assessed by asking participants: “Do you suffer from one or more of the following chronic conditions: (1) cardiovascular disease, (2) cancer, (3) respiratory diseases, (4) diseases of the musculoskeletal system, (5) major depression, (6) chronic pain, (7) diabetes, (8) hypertension, and (9) other chronic condition.” Furthermore, BMI was calculated by using self-reported weight and height (BMI=weight (in kg)/height (in squared meter)). A BMI of 30 or above was considered obese, in accordance with the World Health Organization (WHO) definition [15]. Chronic conditions were summed up to the
variable multiple chronic conditions ranging from “none,” “one,” “two,” to “three or more.”

Health Behaviors
Health behaviors were assessed by providing a list of common health-related behaviors (ie, smoking, physical activity, balanced diet, low fat diet, and adherence to doctor’s advice). These items were derived from the German Aging Survey (2013) and were adjusted for our survey. Adherence to doctor’s advice was taken from the 16-item short-form of the European Health Literacy Survey Questionnaire (HLS-EU-Q) instrument [16]. For smoking, participants were asked: “Do you smoke on a daily basis?” To assess physical activity, participants were asked: “Are you regularly physically active (following WHO recommendation, ie, 30 min of moderate activity at least 5 times per week or 30 min of intensive activity at least 3 times per week [17])?” Balanced diet was measured by asking participants: “Do you follow a balanced diet, that is, eat fruits and vegetables with every meal and including many wholegrain products?” Low fat diet was assessed by asking participants: “Do you follow a low fat diet, that is, eat few animal fats, peanuts, potato chips, and convenience food?” Adherence to doctor’s advice was assessed by asking participants: “On a scale from very easy to very difficult, how easy would you say it is to follow physician’s and pharmacist’s instructions?” The answer had a 4-point response format on a Likert scale. The answers “very easy” and “easy” were defined as adherence (coded 1=present) and the answers “difficult” and “very difficult” were defined as problematic adherence (coded 0=absent).

Health-Related Quality of Life and Perceived Health Literacy
Health-related quality of life was assessed by the European Health Interview Survey-Quality of Life (EUROHIS-QOL) 8-item index [18] with a Cronbach alpha of .90 in this analysis. Example items included: “How would you rate your quality of life?” and “How satisfied are you with your health?” All answers were given on a 5-point Likert scale. Health literacy was assessed by the 16-item short-form of the HLS-EU-Q instrument with a Cronbach alpha of .87 and a range from 0 to 50 indicating the perceived capability of an individual to acquire, understand, and act on health information [19]. An example item was: “On a scale from very easy to very difficult, how easy would you say it is to find information on treatments of illnesses that concern you?” Answers had a 4-point response format on a Likert scale.

Internet Use
Internet use was assessed by asking participants: “Do you use the Internet for obtaining information about health conditions or other health-related issues?” (coded as 1=present, 0=absent).

Smartphone and App Use
Smartphone use was assessed by asking participants: “Do you own a smartphone, that is, an Internet-compatible cell phone?” (coded 1=present, 0=absent).

Health app use and behaviors targeted by the apps were measured by asking participants: “Think about the last 12 months. Did you use smartphone apps to improve one of the following behaviors?: (1) to quit smoking, (2) to be regularly physically active, (3) to maintain a healthy diet, (4) to reduce weight, (5) to take medications regularly, (6) to improve blood pressure control, (7) to improve blood sugar control, and (8) I do not use smartphone apps to improve behaviors.” The health behaviors and behavior-related outcomes targeted by the apps were based on findings from a systematic review of health apps [2]. People who chose one or more of these behaviors were classified as health app users (coded 1=present) and people who chose “I do not use smartphone apps to improve behaviors” were classified as nonusers (coded 0=absent). Behaviors targeted by the apps were coded 1=present, 0=absent. There was no option to name alternative behaviors targeted by the apps.

App characteristics were assessed by asking participants: “Did the health apps you used contain one of the following characteristics: (1) provision of information on the target behavior, (2) motivational messages, (3) goal setting and action planning, (4) reminder, (5) information on the current status and individual progress, and (6) I do not use any of these app characteristics.” App characteristics were chosen in accordance to the behavior change technique taxonomy by Abraham and Michie [20], that is, providing information, planning, reminding, providing feedback or monitoring. Furthermore, the additional app characteristic prompting motivation was derived from a systematic review of mobile health interventions conducted by Riley et al [2]. It refers to the mobile intervention messages containing motivational support reviewed by Riley and encompasses the behavior change techniques such as the provision of general encouragement or provision of contingent rewards as outlined by Abraham. Participants were asked to choose one or more of the characteristics, coded 1=present and 0=absent. There was no option to name alternative app characteristics.

Statistical Analyses
We analyzed the entire sample as well as specific subgroups. Beyond smartphone users and nonusers, we compared health app users and non-health app users among the smartphone users. Binary logistic regressions with smartphone use (n=4144) and health app use (n=2538; subsample of smartphone users) as the outcomes were conducted. Covariates were sex, age, number of chronic conditions, perceived health literacy, health-related quality of life, and Internet use. Other covariates were the health behaviors smoking, physical activity, balanced diet, and low fat diet. Furthermore, we explored correlations between behaviors targeted by the apps and app characteristics with reported behavior by applying binary logistic regression models. We ran separate analyses for each behavior, such as for smoking, physical activity, balanced diet, low fat diet, and adherence to doctor’s advice. Health behaviors and behavior-related outcomes targeted by the apps were regular physical activity, smoking cessation, healthy diet, weight loss, medication adherence, improving blood pressure control, and improving blood sugar control. App characteristics comprised providing information, prompting motivation, planning, reminding, and feedback or
monitoring. Sex, age, behaviors targeted by the apps, and app characteristics were included as covariates into the analyses.

Additionally, we applied Hochberg’s multistep procedure which is a slightly less restrictive alternative to the Bonferroni approach to correct for multiplicity (Hochberg [21]; for a discussion, see Streiner [22]).

Results

Characterization of the Sample

A total of 4144 individuals completed the population-based nationwide survey (see Table 1). The mean age was 57 years (SD 13.5) and 50.96% (2112/4144) were women. It was found that 68.97% (2858/4144) had a vocational qualification, 18.15% (752/4144) had a university degree, and 12.89% (534/4144) had no or basic qualification. Most participants were working full-time (2224/4144, 53.67%) and had a medium household income (1930/4144, 46.57%).

The majority of the sample (2231/4144, 53.84%) reported no chronic conditions, whereas 30.84% (1278/4144) reported having one, 11.25% (466/4144) two, and 4.08% (169/4144) three or more chronic conditions. The most common chronic conditions were hypertension (763/4144, 18.41%), musculoskeletal conditions (385/4144, 9.29%), and cardiovascular diseases (376/4144, 9.07%). The mean BMI was 24.9 (SD 3.5) and 6.49% (269/4144) of the participants were classified as obese (BMI≥30).

In total, 87.02% (3606/4144) of participants reported adhering to doctor’s advice, 60.85% (2522/4144) were on a balanced diet, and 48.82% (2032/4144) were on a low fat diet. Furthermore, 38.95% (1614/4144) engaged in physical activity on a regular basis, and 28.50% (1181/4144) smoked daily. Average health-related quality of life was 3.9 out of 5 (SD 0.6) and mean health literacy was 33.5 out of 50 (SD 7.4).

The majority of the sample (2538/4144, 61.25%) reported using a smartphone and 20.53% (521/2538) of smartphone users also reported using health apps.
Table 1. Sample characteristics by smartphone and health app use.

<table>
<thead>
<tr>
<th>Item</th>
<th>Total sample</th>
<th>Total sample</th>
<th>Smartphone use</th>
<th>Smartphone users</th>
<th>Health app use</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N=4144</td>
<td>n=1606</td>
<td>n=2538</td>
<td>n=2017</td>
<td>n=521</td>
</tr>
<tr>
<td>&lt;sup&gt;a&lt;/sup&gt;</td>
<td>100.00% (4144/4144)</td>
<td>38.75% (1606/4144)</td>
<td>61.25% (2538/4144)</td>
<td>79.47% (2017/2538)</td>
<td>20.53% (521/2538)</td>
</tr>
<tr>
<td></td>
<td>2112 (50.97)</td>
<td>521 (10)</td>
<td>2538 (50.10)</td>
<td>51 (9.47)</td>
<td>5 (0.96)</td>
</tr>
<tr>
<td></td>
<td>20.53% (521/2538)</td>
<td>20.53% (521/2538)</td>
<td>20.53% (521/2538)</td>
<td>20.53% (521/2538)</td>
<td>20.53% (521/2538)</td>
</tr>
<tr>
<td>Female (vs male), n (%)</td>
<td>2112 (50.97)</td>
<td>859 (53.49)</td>
<td>1253 (49.37)</td>
<td>269 (51.6)</td>
<td>269 (51.6)</td>
</tr>
<tr>
<td>Age in years (SD&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>57 (14)</td>
<td>68 (11)</td>
<td>50 (10)</td>
<td>47.9 (10)</td>
<td>47.9 (10)</td>
</tr>
<tr>
<td>Educational level (ISCED&lt;sup&gt;c&lt;/sup&gt;), n (%)</td>
<td>534 (12.89)</td>
<td>229 (14.26)</td>
<td>305 (12.02)</td>
<td>61 (11.7)</td>
<td>61 (11.7)</td>
</tr>
<tr>
<td>No or basic qualification</td>
<td>2858 (68.97)</td>
<td>1144 (71.23)</td>
<td>1714 (67.53)</td>
<td>341 (65.5)</td>
<td>341 (65.5)</td>
</tr>
<tr>
<td>Vocational qualification</td>
<td>752 (18.15)</td>
<td>233 (16.06)</td>
<td>519 (20.45)</td>
<td>119 (22.8)</td>
<td>119 (22.8)</td>
</tr>
<tr>
<td>University degree</td>
<td>752 (18.15)</td>
<td>233 (16.06)</td>
<td>519 (20.45)</td>
<td>119 (22.8)</td>
<td>119 (22.8)</td>
</tr>
<tr>
<td>Occupational status, n (%)</td>
<td>2224 (53.67)</td>
<td>309 (19.24)</td>
<td>1915 (75.45)</td>
<td>412 (79.1)</td>
<td>412 (79.1)</td>
</tr>
<tr>
<td>Working full-time</td>
<td>434 (10.47)</td>
<td>135 (8.41)</td>
<td>299 (11.78)</td>
<td>54 (10.4)</td>
<td>54 (10.4)</td>
</tr>
<tr>
<td>Working part-time</td>
<td>198 (4.78)</td>
<td>81 (5.04)</td>
<td>117 (4.61)</td>
<td>25 (4.8)</td>
<td>25 (4.8)</td>
</tr>
<tr>
<td>Not working</td>
<td>1287 (31.06)</td>
<td>1081 (67.31)</td>
<td>206 (8.12)</td>
<td>29 (5.6)</td>
<td>29 (5.6)</td>
</tr>
<tr>
<td>Retired</td>
<td>582 (14.04)</td>
<td>242 (15.07)</td>
<td>340 (13.40)</td>
<td>72 (13.8)</td>
<td>72 (13.8)</td>
</tr>
<tr>
<td>In school</td>
<td>1 (0.02)</td>
<td>0 (0.00)</td>
<td>1 (0.04)</td>
<td>1 (0.20)</td>
<td>1 (0.20)</td>
</tr>
<tr>
<td>Monthly post-tax household income&lt;sup&gt;d&lt;/sup&gt;, n (%)</td>
<td>1342 (32.38)</td>
<td>801 (49.88)</td>
<td>541 (21.32)</td>
<td>118 (22.6)</td>
<td>118 (22.6)</td>
</tr>
<tr>
<td>Low</td>
<td>1930 (46.57)</td>
<td>523 (32.57)</td>
<td>1407 (55.44)</td>
<td>282 (54.1)</td>
<td>282 (54.1)</td>
</tr>
<tr>
<td>Medium</td>
<td>290 (7.00)</td>
<td>40 (2.49)</td>
<td>250 (9.85)</td>
<td>49 (9.4)</td>
<td>49 (9.4)</td>
</tr>
<tr>
<td>High</td>
<td>582 (14.04)</td>
<td>242 (15.07)</td>
<td>340 (13.40)</td>
<td>72 (13.8)</td>
<td>72 (13.8)</td>
</tr>
<tr>
<td>No answer</td>
<td>3773 (91.05)</td>
<td>1499 (93.34)</td>
<td>2274 (89.60)</td>
<td>448 (86.0)</td>
<td>448 (86.0)</td>
</tr>
<tr>
<td>First language, n (%)</td>
<td>371 (8.95)</td>
<td>107 (6.66)</td>
<td>264 (10.40)</td>
<td>73 (14.0)</td>
<td>73 (14.0)</td>
</tr>
<tr>
<td>German</td>
<td>376 (9.07)</td>
<td>275 (17.12)</td>
<td>101 (3.98)</td>
<td>81 (4.02)</td>
<td>81 (4.02)</td>
</tr>
<tr>
<td>Cardiovascular disease</td>
<td>79 (1.91)</td>
<td>49 (3.05)</td>
<td>30 (1.18)</td>
<td>6 (1.2)</td>
<td>6 (1.2)</td>
</tr>
<tr>
<td>Cancer</td>
<td>232 (5.60)</td>
<td>117 (7.29)</td>
<td>115 (4.53)</td>
<td>21 (4.0)</td>
<td>21 (4.0)</td>
</tr>
<tr>
<td>Cancer</td>
<td>385 (9.29)</td>
<td>277 (17.25)</td>
<td>108 (4.26)</td>
<td>24 (4.6)</td>
<td>24 (4.6)</td>
</tr>
<tr>
<td>Respiratory diseases</td>
<td>128 (3.09)</td>
<td>43 (2.68)</td>
<td>85 (3.35)</td>
<td>23 (4.4)</td>
<td>23 (4.4)</td>
</tr>
<tr>
<td>Depression</td>
<td>310 (7.48)</td>
<td>180 (11.21)</td>
<td>130 (5.12)</td>
<td>27 (5.2)</td>
<td>27 (5.2)</td>
</tr>
<tr>
<td>Chronic pain</td>
<td>361 (8.71)</td>
<td>201 (12.52)</td>
<td>160 (6.30)</td>
<td>43 (8.3)</td>
<td>43 (8.3)</td>
</tr>
<tr>
<td>Musculoskeletal system conditions</td>
<td>763 (18.41)</td>
<td>416 (25.90)</td>
<td>347 (13.67)</td>
<td>81 (15.5)</td>
<td>81 (15.5)</td>
</tr>
<tr>
<td>Obesity</td>
<td>169 (4.08)</td>
<td>154 (9.59)</td>
<td>64 (2.52)</td>
<td>16 (3.1)</td>
<td>16 (3.1)</td>
</tr>
<tr>
<td>Multiple chronic conditions, n (%)</td>
<td>2231 (53.84)</td>
<td>553 (34.43)</td>
<td>1577 (62.14)</td>
<td>307 (58.9)</td>
<td>307 (58.9)</td>
</tr>
<tr>
<td>One</td>
<td>1278 (30.84)</td>
<td>599 (37.30)</td>
<td>684 (26.95)</td>
<td>138 (26.5)</td>
<td>138 (26.5)</td>
</tr>
<tr>
<td>Two</td>
<td>466 (11.25)</td>
<td>300 (18.68)</td>
<td>213 (8.39)</td>
<td>60 (11.5)</td>
<td>60 (11.5)</td>
</tr>
<tr>
<td>Three or more</td>
<td>169 (4.08)</td>
<td>154 (9.59)</td>
<td>64 (2.52)</td>
<td>16 (3.1)</td>
<td>16 (3.1)</td>
</tr>
<tr>
<td>Health behaviors, n (%)</td>
<td>1181 (28.50)</td>
<td>364 (22.67)</td>
<td>817 (32.19)</td>
<td>159 (30.5)</td>
<td>159 (30.5)</td>
</tr>
</tbody>
</table>

What Factors Are Associated With Smartphone Use?

Results from a binary logistic regression revealed that smartphone users were significantly younger (OR 0.92, \( P < .001 \)) and were more likely to have a university degree (OR 1.69, \( P = .003 \)). Furthermore, they were more likely to use the Internet for research about health issues (OR 3.24, \( P < .001 \)) compared with non-smartphone users (see Table 2). Employment was associated with smartphone use, that is, individuals reporting to work part-time (OR 0.60, \( P < .001 \)), not to work (OR 0.48, \( P < .001 \)), and to be retired (OR 0.23, \( P < .001 \)) were less likely to use smartphones compared with full-time workers. Participants who had a university degree were more likely to own a smartphone compared with people without or with basic qualification (OR 1.69, \( P = .003 \)). Smartphone users were also more engaged in physical activity (OR 1.26, \( P = .02 \)) but they were less likely to follow a low fat diet (OR 0.67, \( P < .001 \)). Higher health-related quality of life was associated with smartphone use (OR 1.24, \( P = .03 \)) and there was an association between health literacy (OR 1.05, \( P < .001 \)) and smartphone use. Smartphone use was not associated with sex; mother tongue; chronic conditions; or the health behaviors smoking, balanced diet, and adherence.
### Table 2. Multivariate associations with smartphone and health app use.

<table>
<thead>
<tr>
<th>Item</th>
<th>Smartphone use (N=4144)</th>
<th>Health app use (n=2538)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Odds ratio</td>
<td>95% CI</td>
</tr>
<tr>
<td>Intercept</td>
<td>21.74 (^b)</td>
<td>0.19</td>
</tr>
<tr>
<td>Female (vs male)</td>
<td>0.92</td>
<td>0.76-1.1</td>
</tr>
<tr>
<td>Age</td>
<td>0.92 (^b)</td>
<td>0.91-0.93</td>
</tr>
<tr>
<td>Mother tongue (other vs German)</td>
<td>1.18</td>
<td>0.85-1.64</td>
</tr>
<tr>
<td>Internet use</td>
<td>3.24 (^b)</td>
<td>2.6-4.03</td>
</tr>
<tr>
<td><strong>Employment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Working full-time</td>
<td>Reference (^c)</td>
<td></td>
</tr>
<tr>
<td>Working part-time</td>
<td>0.60 (^b)</td>
<td>0.46-0.79</td>
</tr>
<tr>
<td>Not working</td>
<td>0.48 (^b)</td>
<td>0.33-0.7</td>
</tr>
<tr>
<td>Retired</td>
<td>0.23 (^b)</td>
<td>0.17-0.3</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No or basic qualification</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Vocational qualification</td>
<td>1.04</td>
<td>0.8-1.35</td>
</tr>
<tr>
<td>University degree</td>
<td>1.69</td>
<td>1.2-2.37</td>
</tr>
<tr>
<td><strong>Multiple chronic conditions</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>One</td>
<td>1.02</td>
<td>0.83-1.26</td>
</tr>
<tr>
<td>Two</td>
<td>0.97</td>
<td>0.72-1.3</td>
</tr>
<tr>
<td>Three or more</td>
<td>0.78</td>
<td>0.49-1.25</td>
</tr>
<tr>
<td><strong>Health behaviors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smoking</td>
<td>1.11</td>
<td>0.9-1.35</td>
</tr>
<tr>
<td>Physical activity</td>
<td>1.26</td>
<td>1.03-1.52</td>
</tr>
<tr>
<td>Balanced diet</td>
<td>1.03</td>
<td>0.85-1.26</td>
</tr>
<tr>
<td>Low fat diet</td>
<td>0.67 (^b)</td>
<td>0.55-0.81</td>
</tr>
<tr>
<td>Adherence (doctor’s advice)</td>
<td>0.96</td>
<td>0.72-1.27</td>
</tr>
<tr>
<td>Health-related quality of life</td>
<td>1.24</td>
<td>1.02-1.5</td>
</tr>
<tr>
<td>Health literacy</td>
<td>1.05 (^b)</td>
<td>1.04-1.07</td>
</tr>
</tbody>
</table>

\(^a\) Smartphone refers to all kinds of Internet-compatible cell phones.

\(^b\) Still significant after correction for multiplicity.

\(^c\) Reference: reference category set to 1.

### Which Factors Are Associated With Health App Use?

Out of all smartphone users, 20.53\% (n=521/2538) reported using health apps. Health app users were significantly younger (OR 0.97, \(P<.001\)) and used the Internet for research about health issues (OR 1.68, \(P<.001\)) more often than those not using health apps (see Table 2). Participants who had another language than German as mother tongue were more likely to use health apps (OR 1.50, \(P=0.008\)). Individuals reporting chronic conditions were more likely to use health apps: individuals with one (OR 1.34, \(P=.02\)), two (OR 2.36, \(P<.001\)), and three or more chronic conditions (OR 2.00, \(P=.03\)) were more likely to use a health app compared with individuals without chronic conditions. Regarding health behaviors, a significant association with health app use was only found for physical activity (OR 1.38, \(P=.003\)) and low fat diet (OR 1.33, \(P=.01\)). Finally, health app users were more health literate than nonusers (OR 1.02, \(P=.04\)). Health app use was not associated with sex, employment, education, smoking, balanced diet, and adherence to doctor’s advice; and health-related quality of life.
Which App Characteristics Do the Different Health Apps Include?

Health app users reported using apps to support changes in smoking cessation (232/521, 44.5%), healthy diet (201/521, 38.6%), weight loss (121/521, 23.2%), physical activity (89/521, 17.08%), medication adherence (49/521, 9.4%), blood pressure control (36/521, 6.9%), and blood sugar control (13/521, 2.5%; see Table 1). The most common app characteristic was planning (264/521, 50.7%), followed by reminding (188/521, 36.08%), prompting motivation (179/521, 34.4%), providing information (175/521, 33.6%), and feedback or monitoring (94/521, 18.0%).

Which Behaviors Targeted by the Apps Are Associated With Actual Behavior?

Multimedia Appendix 1 shows associations of behaviors targeted by the apps and actual behavior. There are five separate analyses. All app users were included in each analysis (n=521). Covariates per the model are noted down the column on the left side, which is sex, age, behaviors targeted by the apps, and app characteristics.

Participants who were smokers were more likely to use health apps for physical activity (OR 14.44, P<.001; see Multimedia Appendix 1). Conversely, participants who reported to engage in regular physical activity were less likely to use apps targeting physical activity (OR 0.54, P=.03) and weight loss (OR 0.48, P=.003) and were more likely to use apps targeting smoking cessation (OR 3.01, P<.001) and healthy diet (OR 1.65, P=.02) compared with inactive participants. Participants who were engaged in physical activity were also significantly younger (OR 0.97, P=.001) than inactive ones. Individuals following a low fat diet were more likely to use apps on smoking cessation (OR 2.34, P<.001) and healthy diet (OR 1.83, P=.007), but were less likely to use apps targeting weight loss (OR 0.31, P<.001). Individuals engaging in a balanced diet were using apps for smoking cessation (OR 2.16, P=.001) and healthy diet (OR 1.97, P=.003) more often, but used apps for weight loss (OR 0.31, P<.001) less often. Participants who reported adherence to doctor’s advice were more likely to use apps on smoking cessation (OR 3.07, P=.005). There were no other associations between behaviors targeted by the apps and actual behavior beyond the reported findings.

Which App Characteristics Are Associated With Actual Behavior?

Multimedia Appendix 1 shows associations of behaviors targeted by the apps and actual behavior. There are five separate analyses. All app users were included in each analysis (n=521). Covariates per the model are noted down the column on the left side, which is sex, age, behaviors targeted by the apps, and app characteristics.

Participants using health apps including the app characteristics, planning (OR 1.51, P=.04) and feedback or monitoring (OR 2.15, P=.007), were more likely to engage in physical activity (see Multimedia Appendix 1). Moreover, people who reported to use apps including the app characteristic feedback or monitoring were more likely to adhere to doctoral advice (OR 5.94, P=.02). There were no other associations between app characteristics and actual behavior beyond the reported findings.

Discussion

Principal Findings

Two-thirds of the participants owned a smartphone, but only one in five reported using apps for health-related purposes. Those using smartphones tended to differ in their demographic profile compared with nonusers. They tended to be younger, more health literate, had a higher socioeconomic status, and felt better about their life. Importantly, those who used health apps appeared to be different from smartphone owners who did not use health apps. Health app users were younger, less likely to be native German speakers, more likely to conduct health-related Internet searches, more likely to suffer from chronic conditions, and more likely to follow health behaviors. Although using a health app may reveal an interest in health and certain health behaviors, the apps that people were using were not necessarily reflective of the health behaviors they were performing. Hence, health app use may reflect a user’s motivation to change health behaviors. Finally, we found weak associations of health behaviors and health app characteristics, with planning and self-monitoring being the only significant exceptions.

Smartphone Use

The extent of smartphone use found in our study was comparable with the findings of the 2015 Pew Research Center Survey [23], where 64% of the participants were using a smartphone, compared with 61.25% (2538/4144) in our sample. A 2012 Pew Research Center Survey found that 45% of the US adults owned a smartphone [24]. In a recent longitudinal survey, Levine et al [10] found that older people with a mean age of 75 years used digital health at low rates. There were modest increases from 2011 through 2014. This underlines the rising importance of mobile technology in people’s lives. The 2015 Pew Survey also identified age as a correlates for smartphone use, which was confirmed in this study: younger people were more engaged [23]. Furthermore, our findings contribute to previous findings on literacy-related disparities in access to mobile technologies by revealing an association between smartphone use and health literacy [9].

We contributed to the evidence of correlates of smartphone use with health-related quality of life, Internet research behavior, physical activity, and low fat diet. The relationship between health-related quality of life and smartphone use may be explained by socioeconomic variables. People with higher education and higher incomes score higher in quality of life [25]. Indeed, we found a university degree and a full-time employment to be associated with smartphone use. Further research on this interplay is needed. Smartphones offer direct employment to be associated with smartphone use. Further research on this interplay is needed. Smartphones offer direct

Health App Use

Regarding health app use, the 2012 Pew Survey found that 19% of the mobile phone users took advantage of health apps, consistent with our finding of 20.53% (521/2538) [24]. In both
studies, 4 out of 5 participants were not using health apps. Results from a recent study by Krebs and Duncan [7] revealed a health app use of nearly 60%. Krebs and Duncan investigated a younger population with a mean age of 40 years (mean age of our sample was 57 years) which may be a possible explanation for the difference. Nonetheless, this underlines the potential of health apps in the future, as they seem to be very popular among young people; yet also older people are increasingly engaged in mobile technologies [10,23].

We found native German speakers to be less likely to use health apps compared with nonnative speakers. This finding is consistent with Krebs and Duncan, who found in their survey among a US sample that hispanics were more likely to use health apps. Greater use by minorities in each country could be due to difficulties accessing the health care system as well as greater use of Internet on smartphones versus home connections.

We found that the association of health app use, age, and health-literacy in our survey was in accordance with results from Krebs and Duncan [7] and Bailey et al [9], who found age and literacy-related disparities in the use of mobile health apps. The role of age in the use of health apps highlights that the relevance of new potential ways of supporting health topics is growing in the future. However, app developers should not forget about older people, especially because health issues become increasingly important in later years [26]. Tailored theory-based health app interventions may be a way to reach people from all ages, and app developers should take the needs of older people and people with low health literacy into account to further decrease the “digital gap” between users and nonusers [2].

There is a need for mobile solutions for disease management. Our findings indicate that people suffering from chronic conditions were more likely to use health apps. We found this correlation not only when we were looking at smartphone users (n=2538) but also when we were investigating the whole sample (N=4144). Another finding from this study is the correlation between physical activity and health app use, that is, people who exercise are more likely to use health apps. Both findings indicate that people use mobile technologies that help them to manage diseases and certain health behaviors.

Looking at the behaviors targeted by the apps, the 2012 Pew Survey identified exercise, diet, and weight loss apps as the most popular behaviors [24]. In this study, we found smoking cessation, healthy diet, and weight loss to be the most popular behaviors targeted by the apps. Considering that cardiovascular diseases are the most common cause of death in western countries, this is an encouraging finding [27].

**Behaviors Targeted by the Apps and Characteristics of the Apps**

These analyses were conducted to explore the correlations between health behaviors targeted by the apps, and health app characteristics and actual health behavior, rather than to strictly test hypotheses. Future research should establish specific hypotheses based on our results. In this study, health app use was seen as motivation to change or maintain health behaviors using mobile technologies. One-fifth of the smartphone users reported use of health apps, which may reflect an interest in health and health behavior change. Conversely, using health apps was not necessarily related to an active engagement in the respective health behavior. It appears that the apps which people have on their smartphones indicate what they want to change, not their actual behavior. Concerning correlations of health app characteristics with actual behavior there were associations between planning and physical activity, between feedback or monitoring and physical activity, and between feedback or monitoring and adherence to doctor’s advice. These findings relate to other studies that found self-monitoring to be associated with health behaviors—although our findings were limited to certain health behaviors [28].

**Strengths and Limitations**

A strength of this study was the large nationwide sample. It was a stratified sample by sex, age, German federal state, and education to increase the representativeness. Moreover, we provided an overview about the extent of smartphone and app use. Finally, we supplied novel information, contributing to the research field, by including health-related quality of life, health literacy, multiple chronic conditions, and health behaviors as well as information about health app characteristics aimed at changing health behaviors.

Our research was limited by the design of the survey. Due to the cross-sectional character of the survey, changes could not be examined, including associations of behaviors targeted by the apps and app characteristics with actual behavior. As the findings suggest, smartphones and app use were more common among younger respondents; however, the survey did not include people aged below 35 years, as our focus was individuals with and without chronic conditions. Income could not be used in multivariate predictions because a critical number of participants (582/4144, 14.04%) did not answer that question. Previous studies found app use to be associated with higher income [7]. Another aspect is that the nature of the survey questions limited the conclusions that could be drawn from the results. For example, BMI was calculated based on self-reported weight and height which is a possible source of bias. Smoking was defined as daily smoking which overlooks the complexity of smoking behavior, for example, social smoking. This limits the conclusions that can be drawn from the finding that smoking status was not associated with the use of apps for smoking cessation.

Furthermore, a large number of analyses were conducted increasing the probability of type I errors (ie, stating an effect when none was present). However, our study has an explorative character. Nonetheless, in addition to the uncorrected results, we decided to report the multiplicity corrected results following a recommendation by Streiner [22], who discussed arguments for and against a correction of multiplicity.

Namely, our ambition is to provide a huge basis that can be further examined in future research.

**Implications for Further Research, Policy, and Practice**

Our findings have shown that two-thirds of the participants aged above 35 years used a smartphone, but of these only 1 in 5 participants has been using health apps. Thus, when apps are...
designed for public health, many people cannot be reached because they either do not have a smartphone or they do not use it for health reasons. Furthermore, lower levels of health literacy and age appropriateness need to be taken into account when designing health apps. Special regard for people with multiple chronic conditions is needed. Tailoring the training regime to the special needs of chronically ill people have not yet been implemented in many health and lifestyle apps. Health apps may play a major role for future health participation of individuals as well as for their autonomy and health literacy.

We gained insight into the relationship between app characteristics and actual behavior. For future research, the effects of health app use on health behaviors should be analyzed by applying longitudinal or experimental research designs. An important point, which should be investigated, is the association between the presence or absence of chronic conditions and the use of specific health apps or app characteristics. Future research should investigate additional behaviors targeted by apps such as sleep tracking or managing doctoral appointments as our questions constrained the survey results to certain behaviors based on the review by Riley et al [2].

The influence of health app use on health-related quality of life, health behaviors, and disease management should be investigated in greater detail. More research on effective app characteristics is needed. Information on the effectiveness of health apps based on evidence from rigorous research designs should be provided for users. This would increase the transparency in the market, given the huge number of apps available. Not only governmental guidelines and regulations, but also WHO recommendations could help people choose effective and appropriate apps [29]. A first attempt in this direction is the MEDDEV Guideline 2.1/6 for the European market and a guideline from the Food and Drug Administration (FDA) for the US market [30,31]. Although these are not legally binding, they offer an orientation for developers and consumers of mobile health apps.

We found age- and literacy-related disparities in the use of mobile technologies. Thus, app developers and researchers should take the needs of older people with multiple chronic conditions and people with low health literacy, for example, by providing tailored health apps tested in intervention studies, into account [7,9]. Likewise, campaigns should be launched aimed at training older adults in mobile technologies and enhancing the health literacy of the population to decrease inequalities resulting from technological progress.
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Abstract

Background: eHealth is developing rapidly and brings with it a promise to reduce social health inequalities (SHIs). Yet, it appears that it also has the potential to increase them.

Objectives: The general objective of this review was to set out how to ensure that eHealth contributes to reducing SHIs rather than exacerbating them. This review has three objectives: (1) identifying characteristics of people at risk of experiencing social inequality in health; (2) determining the possibilities of developing eHealth tools that avoid increasing SHI; and (3) modeling the process of using an eHealth tool by people vulnerable to SHI.

Methods: Following the EPPI approach (Evidence for Policy and Practice of Information of the Institute of Education at the University of London), two databases were searched for the terms SHIs and eHealth and their derivatives in titles and abstracts. Qualitative, quantitative, and mixed articles were included and evaluated. The software NVivo (QSR International) was employed to extract the data and allow for a metasynthesis of the data.

Results: Of the 73 articles retained, 10 were theoretical, 7 were from reviews, and 56 were based on empirical studies. Of the latter, 40 used a quantitative approach, 8 used a qualitative approach, 4 used mixed methods approach, and only 4 were based on participatory research-action approach. The digital divide in eHealth is a serious barrier and contributes greatly to SHI. Ethnicity and low income are the most commonly used characteristics to identify people at risk of SHI. The most promising actions for reducing SHI via eHealth are to aim for universal access to the tool of eHealth, become aware of users’ literacy level, create eHealth tools that respect the cultural attributes of future users, and encourage the participation of people at risk of SHI.

Conclusions: eHealth has the potential to widen the gulf between those at risk of SHI and the rest of the population. The widespread expansion of eHealth technologies calls for rigorous consideration of interventions, which are not likely to exacerbate SHI.
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Introduction

Background
A number of studies have demonstrated that eHealth is effective in preventing and treating illness for the entire population [1-6]. eHealth is the way to improve health care locally, regionally, and worldwide by using information and communication technology [7]. At a political level, the American Recovery Reinvestment Act authorized the government to spend US $38 billion over 10 years to develop eHealth in order to increase accessibility to care [8]. Australia’s National eHealth Strategy predicts that eHealth will transform the manner in which
consumers interact with the health care system and will lead to a reduction in costs and demands on the system [9]. According to Health Canada [10], eHealth is an essential element in the renewal of health care and its application to the Canadian system, thanks to improvements in accessibility, and the quality and efficiency of the system; this is beneficial to Canadians. However, eHealth also has the potential to increase social health inequalities (SHIs) [6,11-13]. SHIs, such as the difference in the prevalence of illness and of illness repercussions, the mortality rate, and the burden of illness and other health conditions for specific population groups are caused by unjust and modifiable social factors [14]. This term includes inequalities and inequities in the environment, access, utilization and the quality of services, health status, and the results of interventions [15]. Indeed, eHealth is effective to the extent that individuals are in a position to use it well. Yet, this is not the case for everyone; in fact, this creates a gap between users and nonusers in terms of the improvement of health services.

The reduction of SHI is a key challenge for health systems worldwide, including in Canada, and eHealth is an economical and political means to that end. Yet, since it also has the potential to increase them, it is essential to focus on developing eHealth tools that, in fact, contribute to the reduction of SHI and not their exacerbation. This leads to the following question: how do we ensure that eHealth contributes to reducing social inequalities rather than exacerbating them? In responding to the research question, we have three objectives: (1) identifying characteristics of people at risk of experiencing social inequality in health; (2) determining the possibilities of developing eHealth tools that avoid increasing SHI; and (3) modeling the process of using an eHealth tool by people vulnerable to SHI. To answer this question, a review of the literature is required.

eHealth Tool and SHIs

Previous literature reviews on the relationship between SHIs and eHealth are summarized here to both incorporate already existing knowledge on the subject and to demonstrate the relevance and contribution of this review. Seven reviews on the relationship between SHI and eHealth were identified over the last decade. First, Gibbons et al [16] reviewed some design principles based on solid data to improve the facility with which people at risk of SHI handle eHealth tools. They identified 5 principles to consider when developing an inclusive eHealth tool:

1. Use a design based on experimentation with the tool allowing us to identify the nature of possible errors and the strategies to employ.
2. Create a tool for people with limited resources in order to ensure that all users are readily able to use it.
3. Whenever possible, avoid authentication procedures with the tool (if this aspect is indispensable, considering the personal data that utilization of the tool requires, ensure that technical assistance is provided to users).
4. Minimize the potential of having harmful information inadvertantly available.
5. Evaluate the tool with representative users.

For their part, the objective of Dorstyn et al [17] was to synthesize quantitative evidence related to the efficacy of adult telecounseling for a racial minority. They demonstrated the efficacy of this type of eHealth tool in comparison to monitoring alone, but this has yet to be proven in comparison to face-to-face encounters.

Next, Montague and Perchonok [18], in their review of the literature, examined how technology is used by historically disadvantaged populations to reduce health inequalities. Thus, they addressed four research questions: (1) What types of technologies were used to improve health results of historically disadvantaged populations? They discovered that videos, the Internet (including access via mobile phones), computers, and radios were the most studied technologies. (2) On what health problems is technology focused? The five most studied problems are cancer, diabetes, human immunodeficiency virus (HIV), nutrition, physical activity, and sexually transmitted infections. (3) For which historically disadvantaged groups have eHealth interventions been designed? 19 groups were identified in the literature, including Americans of African origin, Hispanics, indigenous people, and Americans of Asian origin. (4) How were the impacts of the use of such technologies evaluated? Self-evaluation measures are the most common, followed by physiological changes.

For their part, Huxley et al [19] attempted to understand the effects of interventions linked to digital communication in specific contexts (marginalized groups vs the general population). They revealed a number of barriers to the use of communication in general for marginalized groups including, notably, difficulties of access, and stigmatizing reactions from both health professionals and other patients. Nonetheless, digital communication has the potential to reduce these barriers by providing anonymity and offering advantages for those needing an interpreter. This form of communication is liable to function well when there is a preexisting relationship with the practitioner.

For their part, Chou and colleagues [20] explored the evidence concerning the use of Web 2.0 and social media and their impact on the promotion of health. From this, they concluded that the lack of empirical research meant that further investigation was required, especially concerning the design of tools accessible to vulnerable populations.

McInnes et al [21] studied access to and utilization of information technologies among the homeless. They found that use varied from 24% to 84%, depending on the technology (cellular, computer, or access to a public computer), and suggest that this technology could contribute to improving the health of this population.

Finally, Piette et al [22] conducted a scoping review to identify data on the effects of eHealth on health outcomes and costs. They conclude that “Although large programs for eHealth implementation and research are being conducted in many low- and middle-income countries, more information on the impacts of eHealth on outcomes and costs in these settings is still needed.”

Thus, although these reviews of the literature make a major contribution to the body of knowledge on the relationship between SHI and eHealth, they only partially address the...
question and research objectives. This review of the literature is intended to complement the reviews cited previously.

**Methods**

**Approach**

The EPPI (Evidence for Policy and Practice of Information of the Institute of Education at the University of London) approach was used in this procedure [23]. This approach suggests an iterative process with an explanation and a justification of the choices made. The EPPI approach offers an armory of tools and strategies for conducting research reviews on “how” to use eHealth tools to reduce SHI. The EPPI approach was chosen for its openness to integrating different types of studies and their variety of methodologies. It aims at the understanding of a phenomenon, to which every study, regardless of design, has the potential to contribute [24].

**Criteria of Inclusion and Exclusion**

In order to respond adequately to the research questions, criteria of inclusion and exclusion were established. The criteria of inclusion were (1) articles published within the last decade (2006-2016); (2) in a peer-reviewed academic journal; (3) in English or French; (4) with an abstract available for screening by title and abstract; and (5) related to the research subject. For this last criterion, it was established that the article must concern eHealth and SHI; eHealth and the populations at risk of SHI (related to poverty, ethnicity, gender, mental health, age, low levels of literacy, HIV, low levels of numeracy, sexual orientation, rural residence, or tobacco addiction); or eHealth in the general population, but demonstrate inequality through a differentiated sociodemographic analysis. The four first criteria of inclusion were applied through research filters available from the databases. In the context of this review, the eHealth tools examined are those concerning education of the entire population or of individuals and do not include technological tools related to the management of the health care system, the monitoring of the health of the entire population, education for professionals, and the exchange of information between organizations.

Articles were excluded if the study focused on health or educational professionals, if the eHealth tool was exclusively a method to collect data for research, or if the article was not available.

**Research Strategy**

There are countless knowledge transfer platforms related to eHealth and SHI. Nevertheless, to make this review as replicable as possible, it was decided that the references needed to be tracked by database. From April to July 2016, articles were identified from two databases related to the research subject, Medline (PubMed) and Cumulative Index to Nursing and Allied Health Literature (CINAHL). For each database, terms corresponding to key concepts as well as those associated with the thesaurus of each database were used and searched for in titles and abstracts. The terms corresponding to key concepts were identified from leading articles on eHealth and SHI, with the help of a specialist in documentation from the University of Laval.

The first chain of terms related to eHealth included: eHealth, Web-based, Internet, interactive health communication*, health communication*, computer communication network*, computer-assisted therapy, computer assisted, software, communication* media, telecommunication*, multimedia, medical information technolog*, computing, consumer* health information technolog*, World Wide Web, computer-assisted instruction*, interactive technolog* application*, hypermedia*, video game*, Virtual realit*, online learning, social media*, new media*, participatory media*, user-generated content, Facebook, MySpace, Twitter, YouTube, Second Life, wiki*, blog*, Web 2.0, online social network, social networking, health application*+thesaurus: (PubMed) Internet, social media; (CINHAL) and information science with the Boolean operator “OR” between each term.

The second chain of terms stemming from SHIs included underprivileged, health inequalit*, inequalit* in health, poverty, inequalit*, social inequalit*, socioeconomic inequalit*, health for all, health-related exclusion, health disparit*, health equit*, equit*, in health, vulnerable group*, inequalit*, disparit* in health+thesaurus: (PubMed) Health Care Disparities+socioeconomic factors+poverty; (CINHAL) Health Care Disparities+health status disparities+poverty, also with the Boolean operator “OR” between each term. Then, the two chains of concepts were interconnected with the Boolean operator “AND.”

The articles identified were exported to software for bibliographical references (Zotero) to facilitate the classification, importation, and exportation of documents, as well as the removal of duplicates. References were then imported using Covidence [25] (a Cochrane technology platform) to select articles respecting the criteria of inclusion and exclusion, first by titles and abstracts, and then by the complete article. Covidence was specifically designed to support systematic reviews.

**Evaluation of the Quality of Articles**

To evaluate the quality of quantitative studies, the *Quality Assessment Tool for Quantitative Studies* [26] was used. This tool was judged to be excellent in evaluating the quality of studies in public health [27]. The qualitative studies were themselves evaluated based on an adaptation of quality standards from qualitative studies of Letts et al [28], including Guba and Lincoln [29] and Howe and Eisenhart [30]. There are no generally accepted norms by which to assess the methodological quality of mixed methods [31]. Nonetheless, we chose to use the criteria of Schifferdecker and Reed [32] to produce more precise guidelines. The reviews were evaluated by assessment of multiple systematic reviews (AMSTAR) [33], a valid and reliable instrument for evaluating the methodological quality of systematic reviews [27,34].

In order to meet the objectives of this review of the literature and to ensure that we were not eliminating data relevant to the research, the quality of articles was not evaluated with the goal of excluding articles but rather to consider their limitations in the course of the analysis and synthesis of knowledge [24].
Analysis

The analysis was completed in two stages. First, thematic analysis [35], with the use of Nvivo software (QSR International) allowed for the classification of themes related to the research goals emerging from the articles retained. Thematic analysis permits us to identify all the relevant themes for our research [35]. The data were extracted from all the articles selected and organized, with an inductive approach, by theme, according in conjunction with the objectives of the review. The final themes selected are (1) characteristics of those studied who are at risk of SHI; (2) potential obstacles to the use of eHealth tools; (3) interventions in eHealth that could potentially contribute to the diminution of SHI; (4) eHealth interventions that could potentially contribute to the increase of SHI; and (5) the types of technology. Next, a metasynthesis was performed to enhance understanding of the creation of SHI in eHealth [24]. Metasynthesis serves to comprehend a phenomenon [36]. The analysis, with the help of conceptualizing categories, forms the basis of this metasynthesis [35]. A conceptual map was created with MindMaple Lite (MindMaple Inc) according to the interpretation of the articles in order to model the process of using an eHealth tool by people at risk of experiencing SHI. This map was then designed to facilitate comprehension. Each stage of the process, as well as the resulting choices and justifications, were documented in a logbook and supervised by the director (CH) of the principal author (KL). A general outline of the studies done (descriptive mapping) will first be presented.

Results

Articles Selected

A total of 5381 articles were identified by the databases. Of this number, 115 duplicates were eliminated. Thus, the titles and abstracts of 5266 articles were first examined. It was found that 5035 were excluded based on the inclusion and exclusion criteria. Of the remaining number, 151 articles concerned themes related to the research subject (gender, gerontechnology, literacy, HIV, numeracy, sexual orientation, rurality, mental health, addiction to tobacco). Although these articles could contribute to the exploration of some principal themes, it was decided to concentrate solely on articles bearing on the relationship between SHI and eHealth. Thus, 80 complete articles were examined and, of these 7 were ultimately excluded, bringing the final number to 73 articles retained for this analysis (Figure 1).

Figure 1. PRISMA flow diagram.

Description of Included Studies

Of the 73 articles retained, 10 were theoretical, 7 were reviews of the literature previously referenced, and 56 were empirical studies. Of the latter, 40 adopted a quantitative approach, 8 employed a qualitative approach, 4 used mixed methods, and 4 were based on participatory research action (see Multimedia Appendix 1). The majority of empirical studies were American (44), and the rest were British (4), Australian (4), Dutch (2), and German (1).

The quality of studies varied (Multimedia Appendix 2). However, the conceptual categories retained in the metasynthesis all recurred in the articles, which diminished the effect of the weaker studies.

A large proportion of the studies that focused on the utilization of technology in daily life among people at risk of SHI (15) attempt to comprehend how people at risk of SHI seek health information on the Internet (11) or how a specific eHealth tool is used by people at risk of SHI (10). Only three studies examined document the development of an eHealth tool for those in a situation of SHI. The other studies concern the evaluation of attrition in the use of an eHealth tool, education about the utilization of the technology, acceptance of a
Digital Divide and Social Health Inequalities

Unequal access to the Internet, the primary digital divide, has an effect on the utilization of eHealth [37]. The term “digital divide” first sends us back to the separation between those who have access to technologies such as computers, mobile phones, or the Internet and those who do not have access, often people with low income [6, 11-13, 38-42].

Although the digital divide still exists, it has diminished every year [43, 44] with the use of mobile phones and other mobile devices [45], the reduced cost of technology and the Internet, as well as the spread of places where the Internet is free [40]. However, even though access is a crucial element in the utilization of a technology, this is not sufficient [12]. Thus, certain researchers have determined that knowledge related to the utilization of the Internet also has an impact. This knowledge gap between users is called the secondary digital divide [12, 40, 44, 46-48]. Indeed, it is possible to have the capacity to connect to the Internet, but to lack sufficient knowledge to use it adequately. This highlights the need to develop new users’ skills, along with interventions to increase access [11, 12, 44].

Today, some authors are identifying other barriers to the utilization of technologies, referred to as the tertiary digital divide. Much more widespread, this tertiary digital divide refers to the concept of significant (or universal) access encompassing equipment, Internet connections, the development of skills, technical assistance, and appropriate content, that is, that health information be comprehensive and useful for disadvantaged populations [37, 39-41, 47]. In particular, this includes geographical location, literacy, attitudes and behavior with respect to the search for information, confidence and concerns about private life and institutional policies, and content, including the lack of local information, language, incapacities, and the lack of cultural sensitivity [39].

It is important to mention that the digital divide is also influenced by the choices of managers of medical services [49]. Innovations chosen earlier were not necessarily developed with a consideration of people at risk of SHI and may pose problems for these individuals [49]. Managers also have the role of evaluating a potential eHealth tool with respect to its universal (or significant) access.

The digital divide may also be accentuated in the stage before the utilization of an eHealth tool, that is, the search for assistance, information, or services (help-seeking). Indeed, people who have less of a tendency to seek information and to use services are those most at risk of SHI [41, 46-47]. However, a number of them will still seek information in their local community [51] or when they are particularly interested in a subject [52].

Finally, it appears that the digital divide is more a continuum than a dichotomous concept [53]. The consequences of the digital divide on the health of individuals have been recognized by the United States since the turn of the century. It is now a matter of justice in health [42], since the digital divide in eHealth is a significant barrier that serves to accentuate SHI [49].

Characteristics of People at Risk of Experiencing a Situation of Social Inequality in Health

SHI and the digital divide generally affect the same individuals [37, 54]. eHealth tools are primarily developed for people with good digital skills and Internet access [39, 49]. Meanwhile, most nonusers of the Internet are older people or those with low income. Thus, inequalities are accentuated for these groups [42]. An effective design of an eHealth tool for one group could bring about negative and unforeseen consequences for another group with different characteristics (physical, cognitive, or cultural) [16]. Ethnicity (48) and low income (47) are the most common characteristics. Next comes a low level of education (34), age (26), a low literacy level (18), gender (14), rurality (11), incapacities (8), psychological distress (1), homelessness (1), and sexual orientation (1). According to Feng’s study [44], groups identified as particularly disadvantaged in the utilization of social networks are low-income individuals, those with little education or literacy problems, the unemployed, the aged, the handicapped, women, and the people of ethnic origin. However, since Feng [44] used the correction of Bonferroni in his analysis and, thus, chose a more conservative stance, it is possible that certain links were not brought to light (see Table 1).
In Canada, it appears that income is the factor with the greatest impact on Internet access, more than other factors such as education level, geographic location, gender, and age [55]. However, research on racial and ethnic health inequalities has demonstrated that SHI may persist despite the inclusion of measures related to socioeconomic status [56]. Thus, people with average family income could be at risk of SHI if they belong to another ethnic community.

Although older individuals are the group for whom the use of the Internet is growing most rapidly, this is still a group that uses it the least [57]. Also, within this group, certain disparities exist. Seniors from a minority ethnic group, with little education and literacy, aged 75 years older, or with low income are much less likely to use the Internet [57]. The presence of a number of cognitive and psychomotor barriers related to age may make it difficult to use digital technology, and the effort required to master a new technology can then be perceived as greater than any possible benefits [57]. In general, for older people, and even more for those with low income and incapacities, literacy and Internet access are important factors in explaining the digital divide [58]. Finally, in terms of gender, although women have a tendency to use technology less, they still use eHealth more [59,60].

What can be done to lessen the digital divide (primary, secondary, and tertiary)? Four promising strategies for the development of the eHealth tool are highlighted in the analysis of different studies examined in the context of this review.

Promising Strategies for Development of the eHealth Tool to Reduce Social Health Inequalities

Ensuring Universal Access to the eHealth Tool

To guarantee universal access and reduce the digital divide, it is important to clearly understand the systemic barriers, which potential users may confront [42]. An approach centered on the user is recommended, placing the person’s needs, preferences, capacities, values, and goals in the forefront, in particular, when this concerns people at risk of SHI.

To reduce problems of physical access to a computer, the strategies generally proposed are increasing the quantity of computers available in public spaces such as libraries and community centers or providing more personal computers in people’s homes [47,58]. The former solution has the advantage of being more economical. However, it may also constitute a violation of confidentiality, particularly when content related to health is involved [47]. Even if computers are available in libraries, problems with transportation may limit this solution. As for personal computers, Ryan [61] illustrates some very concrete difficulties related to the utilization of an eHealth tool at home. For example, some participants have transportation problems and were unable to get their equipment repaired by the provider who did not make home visits. Another participant burned the motherboard of the personal computer (PC) because the latter was plugged into the same electrical outlet as a kitchen appliance; there were a limited number of outlets in the house. Other participants could not pay for sufficient bandwidth to use the tool. Thus, the importance of access to quality Internet bandwidth should not be underestimated. eHealth tools employ modalities that require a certain performance (in terms of graphics, software, and interfaces), including the downloading of documents for later use or the participation in forums to share with peers [40]. It has also been suggested that hospitals and health services offer free Internet access to their patients [55]. The utilization of mobile devices (tablets and mobile phones) is higher among people at risk of experiencing SHI [18]. This type of technology needs more research, but is still promising in terms of increasing access to eHealth [45,62,63]. Furthermore, a combination of online and offline tools may prove necessary, along with more traditional technologies such as the telephone, printed material, digital versatile disks (DVDs), and printed mail [49,53,57,64].

However, it is not sufficient to provide a tool. It appears that it is necessary to ensure that the future user has the knowledge required for an optimal utilization of the tool on offer. Thus, training and technical assistance are crucial, according to the authors [39,47,57,58,64,65]. In that regard, it is possible to create a support network to bolster users’ skills. For example, volunteers could help older people to learn to use the Internet [40]. Beyond the usage of an eHealth tool, it is also crucial that users be trained to be able to evaluate the quality of sources on
the Internet [66]. However, Chu’s study [66] suggests that the attrition rate for this type of training is problematic. Motivation then becomes a critical factor [67].

**Respecting Users’ Level of Literacy**

In designing the tool, the patient’s literacy level and principal language, as well as access and facility of use, must be considered [68]. Thus, audio accompaniment, available in a variety of languages, could compensate for literacy difficulties [66,68]. Certain authors have tested the utilization of modalities of providing health information that demand less in terms of reading skills. They suggest more educational entertainment, using animation or multimedia narrative tools (television programs, video capsules, and so on) [41,47,66].

**Creating eHealth Tools That Respect the Cultural Characteristics of Future Users**

Bacigalupe [49] and McAuley [12] stress that the cultural component in the development of eHealth tools is critical for populations at risk of SHI and, thus, they suggest using targeted strategies (tools specifically designed for these populations), rather than universal strategies (intended for everyone). A failure to consider beliefs, values, and habits of populations or individuals targeted can lessen the value of the tool developed for these individuals [47]. The utilization of photographs representing populations at risk of SHI and a variety of testimonies, the availability of the tool in a number of languages, and focusing on specific needs of this clientele are concrete examples of strategies favoring the consideration of the cultural dimension in eHealth [49,50,63,69].

**Inviting the Participation of People at Risk of SHI in Developing eHealth Technologies**

The active participation of future users and, in particular, people at risk of SHI, in the development of eHealth tools has the potential to reduce inequalities [49]. Involving future users with diverse perspectives, circumstances, capacities, and experiences in the design process increases the chances that the tool will ensure significant (universal) access [42]. Future users have the skills to evaluate, choose, and use eHealth tools and to gain from the experience [42]. Nonetheless, the involvement of low income or poorly educated people, various ethnic groups, as well as those with low literacy levels, still requires specific abilities on the part of the designer to encourage their active participation in designing an eHealth tool [42].

**Discussion**

**Principal Findings**

This review of the literature had three objectives: (1) identifying characteristics of people at risk of experiencing a situation of SHI; (2) determining the possibilities for action in the development of eHealth tools that avoid increasing SHI; and (3) modeling the process of using an eHealth tool by people at risk of experiencing a situation of SHI.

For the first objective, we saw that a number of sociodemographic characteristics were brought up in various studies to identify or characterize individuals at risk of SHIs (ethnicity, low income, low level of education, age, low literacy level, gender, rurality, incapacities, psychological distress, homelessness, and sexual orientation). Now, these characteristics should be analyzed with due caution. On one hand, they could contribute to supporting a discourse based on differences, but they also fail to consider the heterogeneity that one finds within a single population group [70]. Thus, it seems essential to ensure a range of characteristics when recruiting participants for studies on SHIs and eHealth.

For the second and third objectives, the results obtained from this review of the literature show that the digital divide, in its primary, secondary, and tertiary forms is the principal cause of the exacerbation of SHI by eHealth and that it affects those people already at risk of SHI [42,47,49]. Alternative ways of modeling the link between eHealth and SHI exist. Among others, the integrative model of eHealth use suggests that disparities in social structures (eg, the demographic data) are linked to SHI through health literacy, motivation to use eHealth, and the person’s capacity to use this technology. In this model, existing SHI are exacerbated by technologies that require a certain level of literacy, sustained motivation, and digital capacities [41]. Also, the Structural Influence model identifies the importance of communication in the relationship between social determinants and results linked to health [40,71,72]. It suggests that the differences among social groups (including ethnic minorities) in the utilization of channels of communication result in an exacerbation of SHI [72]. These are highly interesting models. However, the goal of these models is not the development of eHealth tools, and certain key elements, such as the cultural component and the importance of involving future users, are absent. Thus, descriptive metasynthesis allows us to respond to the second objective. Individuals characteristics linked to SHI will encounter difficulties during the process of using an eHealth tool. First, it is possible that they will be less inclined to seek health-related information or to use an eHealth tool to improve their health [41,46,50]. In the case where these people do initiate a process of looking for help, they will need physical access to digital technology (a computer, electronic tablet, or mobile phone) and sufficient bandwidth [66,61,73]. Then, they need to draw upon their capacities to use the technology. Probably they will lack confidence in their abilities or in the technology and will interrupt the process [11,12,73]. However, if they persevere, they will require a level of health literacy sufficient to understand what the eHealth tool is able to offer them and a capacity to integrate and make use of what has been learned [40,73,74]. Individuals with sufficient income, a high level of education, and adequate digital health literacy will be better able to complete the process and improve their state of health. Thus, it is possible that there are gaps between these groups of individuals in the effective utilization of eHealth tools and, therefore, in the improvement of their health, which will contribute to increasing SHI [72].

Nonetheless, if in the designing or adaptation of the tool, the developers consider the future user as a person at risk of SHI [49], design or adapt the tool to respond to the needs of such a user at each stage [42], and integrate the cultural dimension in the process of development [49], it might be possible to reduce the digital divide present in eHealth (Figure 2).
The current increase of technologies in eHealth justifies a reexamination of interventions unlikely to worsen SHI [42,47]. Among other suggestions, it is proposed to target interventions for populations at risk of SHI. Yet, developing an eHealth tool is an undertaking requiring time, energy, and funds. Realistically, developers hope to reach the greatest possible number, and targeted interventions are likely to be rarer. Little participatory research action has been done despite the promising nature of participation of people at risk of SHI in developing eHealth tools to reduce these inequalities. Can we consider developing eHealth tools with the end goal of a universal strategy, but designed to take into account people at risk of SHI and even to involve them in the process? Could we, in developing the tool, question ourselves and question the people at risk of SHI at each stage of the process of using an eHealth tool (Figure 2) and reduce the barriers liable to interrupt the process? Each stage of the process (Figure 2) or conceptualizing category refers to its own field of research. It is difficult, indeed impossible, in the context of this article, to showcase the wealth of knowledge available for each of these concepts. However, the relation between these concepts, more iterative than linear, allows us to envisage a process of coherent codesign, the effect of which might be to reduce SHI.

Although research often raises the potential of eHealth to reduce SHI and offers promising solutions for reducing the digital divide, we agree with Chou [20] that, to date, there are still insufficient empirical studies to prove this definitively, as demonstrated in this review of the literature. Indeed, only three studies examined document the development of an eHealth tool with individuals in a situation of SHI.

Figure 2. Process of using an eHealth tool.

Limitations
The strengths and weaknesses of this study were assessed with the help of AMSTAR [27,33,34]. Although we have attempted to provide a rigorous review of the literature, including a metasynthesis, this review has its limitations. First, in concentrating on a research strategy supported by databases, the gray literature and nontraditional sites of knowledge transfer (eg, the Web) were not included. In addition, we have only used two databases. A limited search can generate a set of studies that are not representative, incomplete results, inadequate selection, and reduced generalization [23]. We have prioritized this choice to ensure greater transparency and reproducibility for this review of the literature. AMSTAR mentions that it is necessary to utilize least two different databases [33]. To avoid biases in the publications, it is recommended not to exclude articles on the basis of year of publication or language. Now, considering that the Internet, social networks, and new technologies have considerably modified the eHealth environment, it was judged sufficient to focus on articles published in the last decade. Furthermore, for reasons of feasibility, the translation of articles was not possible, and free translation software still leaves much to be desired. In accordance with the suggestion of the EPPI group, it was decided to look for articles in all languages initially but, for greater transparency, to exclude articles that are not in languages in which we are fluent [23]. Another limitation of this study is the presence of only a single analyst, which could trigger selection bias. To counter this aspect, often linked to student reality, two supervisors provided support for the writing of this text, and a biostatistician examined the articles from a quantitative perspective. Finally, since the analysis was not based on the quality of studies, the results must be interpreted as possibilities, rather than generalizable facts based on solid data. The rigor of this review stems from the fact that it is systematic (undertaken according to a fixed plan or system or method) and that it is explicit and justified [23]. Nonetheless, because this review does not adopt the same high standards in terms of protection against bias and the quality assessment for the selection of primary research” [75], we called it a “literature review” and not a “systematic review” [75].
Conclusions
The synthesis of knowledge allowed for (1) a modeling of the process of using an eHealth tool, (2) identifying the actions in eHealth that do not help to reduce SHI, but (3) determining the possibilities for action in the development of tools of eHealth that avoid increasing SHI as well. The massive expansion of technologies in eHealth justifies the study of interventions less likely to exacerbate SHI through the usage of eHealth, and few current empirical studies reveal concrete and effective solutions. Furthermore, very few studies involve future users at risk of SHI. Research is still necessary for eHealth to fulfill its promise to reduce SHI.

Acknowledgments
The author is extremely grateful to Dr Christine Hamel, director, and Dr Dominique Giroux, codirector of her PhD project; the graduate student learning and practice community (CAPES) of the Faculty of Education at Laval University for the coconstruction of knowledge related to the production of a systematic literature review; as well as Mr Pierre-Hugues Carmichael, biostatistician at the Centre d’Excellence sur le vieillissement de Québec for his support. A special thanks also to AGE-WELL, which supported the author (KL) financially in her thesis project.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Included articles.

Multimedia Appendix 2
Quality of included articles.

References


Abbreviations

AMSTAR: assessment of multiple systematic reviews
CINAHL: Cumulative Index to Nursing and Allied Health Literature
DVD: digital versatile disk
EPPI: Evidence for Policy and Practice of Information of the Institute of Education at the University of London
HIV: human immunodeficiency virus
PC: personal computer
SHI: social health inequalities
Please cite as:
Latulippe K, Hamel C, Giroux D
Social Health Inequalities and eHealth: A Literature Review With Qualitative Synthesis of Theoretical and Empirical Studies
URL: http://www.jmir.org/2017/4/e136/
doi:10.2196/jmir.6731
PMID:28450271

©Karine Latulippe, Christine Hamel, Dominique Giroux. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 27.04.2017. This is an open-access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/2.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Original Paper

Ethics and Privacy Implications of Using the Internet and Social Media to Recruit Participants for Health Research: A Privacy-by-Design Framework for Online Recruitment

Jacqueline Lorene Bender¹,², PhD; Alaina B Cyr³, BSc; Luk Arbuckle⁴, BSc; Lorraine E Ferris², LLM, PhD

¹Electronic Living Laboratory for Interdisciplinary Cancer Survivorship Research (ELLICSR) Health, Wellness, and Cancer Survivorship Centre, Department of Supportive Care, Princess Margaret Cancer Centre, University Health Network, Toronto, ON, Canada
²Dalla Lana School of Public Health, University of Toronto, Toronto, ON, Canada
³Cancer Education, Princess Margaret Cancer Centre, University Health Network, Toronto, ON, Canada
⁴Electronic Health Information Lab, Children's Hospital of Eastern Ontario (CHEO) Research Institute, Ottawa, ON, Canada

Corresponding Author:
Jacqueline Lorene Bender, PhD
ELLICSR Health, Wellness, and Cancer Survivorship Centre
Department of Supportive Care
Princess Margaret Cancer Centre, University Health Network
B PMB 130 Toronto General Hospital
585 University Ave
Toronto, ON, M5G 2C4
Canada
Phone: 1 416 581 8606
Email: jackie.bender@uhnresearch.ca

Abstract

Background: The Internet and social media offer promising ways to improve the reach, efficiency, and effectiveness of recruitment efforts at a reasonable cost, but raise unique ethical dilemmas. We describe how we used social media to recruit cancer patients and family caregivers for a research study, the ethical issues we encountered, and the strategies we developed to address them.

Objective: Drawing on the principles of Privacy by Design (PbD), a globally recognized standard for privacy protection, we aimed to develop a PbD framework for online health research recruitment.

Methods: We proposed a focus group study on the dietary behaviors of cancer patients and their families, and the role of Web-based dietary self-management tools. Using an established blog on our hospital website, we proposed publishing a recruitment post and sharing the link on our Twitter and Facebook pages. The Research Ethics Board (REB) raised concern about the privacy risks associated with our recruitment strategy; by clicking on a recruitment post, an individual could inadvertently disclose personal health information to third-party companies engaged in tracking online behavior. The REB asked us to revise our social media recruitment strategy with the following questions in mind: (1) How will you inform users about the potential for privacy breaches and their implications? and (2) How will you protect users from privacy breaches or inadvertently sharing potentially identifying information about themselves?

Results: Ethical guidelines recommend a proportionate approach to ethics assessment, which advocates for risk mitigation strategies that are proportional to the magnitude and probability of risks. We revised our social media recruitment strategy to inform users about privacy risks and to protect their privacy, while at the same time meeting our recruitment objectives. We provide a critical reflection of the perceived privacy risks associated with our social media recruitment strategy and the appropriateness of the risk mitigation strategies that we employed by assessing their alignment with PbD and by discussing the following: (1) What are the potential risks and who is at risk? (2) Is cancer considered “sensitive” personal information? (3) What is the probability of online disclosure of a cancer diagnosis in everyday life? and (4) What are the public’s expectations for privacy online and their views about online tracking, profiling, and targeting? We conclude with a PbD framework for online health research recruitment.
Conclusions: Researchers, REBs, ethicists, students, and potential study participants are often unaware of the privacy risks of social media research recruitment and there is no official guidance. Our PbD framework for online health research recruitment is a resource for these wide audiences.

(J Med Internet Res 2017;19(4):e104) doi:10.2196/jmir.7029
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Introduction

Increasingly, health researchers are turning to the Internet to recruit people for research studies [1-4]. The wide penetration of the Internet and the increasing use of social media (e.g., wikis, blogs, online communities, and social networking sites) create many new avenues for research recruitment. In particular, social networking sites, such as Facebook, Twitter, and Google+, offer several potential advantages. These have considerable reach, providing access to large heterogeneous populations as well as small, hard-to-reach subpopulations dealing with sensitive, stigmatizing, or rare health conditions. They offer powerful sharing features that researchers can leverage to engage the public in spreading the word about a research project and recruitment by “liking,” “favoriting,” “replying to,” or “retweeting.” They are flexible; recruitment notices can be turned on and off and content can be changed in real time, allowing researchers the ability to control and evaluate recruitment efforts [5]. They are economical, reducing the time and effort involved in recruitment at reduced cost relative to other approaches [3].

However, the use of the Internet and social media as a health research recruitment tool raises unique ethical issues in part because personal and sensitive information may be collected from individuals without their knowledge or consent before they enroll in a study. The simple act of clicking on a recruitment notice is providing data to online behavioral advertising companies, leaving a potentially identifiable trail [6]. Online behavioral advertising (OBA) is a set of practices that companies engage in to track consumers’ online activities over time to deliver advertisements targeted to their inferred interests [7]. The problem is that many individuals either are unaware of the privacy risks of online activity or consciously accept a trade-off to their privacy [8]. For example, a man with sleep apnea was shocked to be followed by ads for such devices when he visited websites unrelated to the condition [8]. This man’s experience prompted an investigation by the Office of the Privacy Commissioner of Canada (OPC), which revealed that Google’s online advertising service used sensitive personal information about individuals’ online activities to deliver targeted health-related ads, which violates Canadian privacy law [9].

Although regulators like the OPC are mandated to enforce privacy laws, privacy breaches are not uncommon, and there is little guidance for researchers seeking to use social media for research recruitment. There are basic ethical principles, such as Respect for Persons, Concern for Welfare, and Justice, codified in the UN Declaration of Human Rights [10], the Nuremberg Code [11], the Declaration of Helsinki [12], and the Belmont Report [13]. There are general consensus statements, such as the Tri-Council Policy Statement (TCPS) [14] developed by Canada’s three federal funding agencies, that provide guidance on how to interpret and apply these basic ethical principles. For example, the TCPS explains that Respect for Persons can be achieved through “free, informed, and ongoing consent”; Concern for Welfare can be achieved by “minimizing risks and respecting and maintaining the welfare of participants,” which includes protecting their privacy; and Justice can be achieved by “treating all people fairly and equitably” [14]. In addition, the Ethics Working Committee of the Association of Internet Researchers (AoIR), an international professional association, has produced a set of guiding questions for researchers seeking to use the Internet for research [15]. However, these documents predate the Internet or social media, do not adequately address the unique ethical issues of social media as a recruitment tool, or do not offer practical solutions.

Many forms of Internet-based research could be considered ethically challenging because of the blurred public and private boundaries of online spaces [16], the dynamic and interactive nature of the media [17], and ease with which sensitive data can be accessed, shared, hacked, and/or replicated [18]. Online research recruitment introduces unique ethical issues because it may pose threats to the principles of Respect for Persons and Concern for Welfare in regard to privacy even before the consent to enroll in a study. Privacy is defined as an “individual’s right to be free from intrusion or interference by others” [14]. An important aspect of privacy is the right to control information about oneself. In the context of health research, this means that an individual should have the opportunity to exercise control over personal information by consenting to, or withholding consent for, the collection, use, and/or disclosure of information. Confidentiality, a related but distinct concept, refers to the obligation to “safeguard entrusted information from unauthorized access, use, disclosure, modification, loss, or theft” [14]. We [16], along with a handful of other researchers [19-23], explored the ethical and legal issues related to social media as a source of qualitative data, resulting in some recommendations. There is only one known study that explored the ethical aspects of social media as a recruitment tool. Curtis describes the ethical challenges of social networking and online recruitment for HIV research and concludes with a set of recommended best practices for HIV researchers [6].

Critical dialogue is needed to understand the pertinent ethical issues involved in online health research recruitment and the procedural solutions to protect the rights and safety of potential research participants. In this paper, we describe how we used the Internet and social media to recruit cancer patients and their family caregivers for a focus group study on dietary...
self-management behaviors, the ethical concerns raised by our institutional Research Ethics Board (REB), and the privacy-enhancing strategies we developed to address them. We include a critical reflection of the perceived privacy risks associated with our social media recruitment strategy and the appropriateness of the risk mitigation strategies that we employed by assessing their alignment with the principles of Privacy by Design (PbD) [24], a globally recognized standard for the protection of privacy [25]. We conclude by offering a PbD framework for online health research recruitment. While primarily directed at researchers, this framework for achieving PbD in online health research recruitment is intended to support and inform a wide array of stakeholders responsible for making decisions about the ethics of online health research recruitment.

Methods

Overview

We (JLB and ABC) explored the nutrition and culinary knowledge, attitudes, and behaviors of cancer patients and their family caregivers, and their views on Web-based tools to enhance dietary self-management behaviors. Lack of nutritional knowledge and culinary skills reduces the likelihood of practicing dietary self-management behaviors [26].

Initially, we relied on traditional recruitment methods, including posters placed at strategic locations (eg, elevators and clinics) in the hospital, in-person recruitment at our cooking and nutrition education classes, and targeted promotion of our study by email to our community partners. Despite this effort, these strategies did not help us reach our recruitment target and composition. Recruitment challenges are a persistent problem faced by researchers. A retrospective review of 404 clinical trials funded by two major funding agencies in the United Kingdom found that only 55% reached their recruitment target [27].

Encouraged by the evidence on the potential effectiveness of social media as a health research recruitment tool [1], we applied for institutional REB approval to use the Internet and social media to recruit study participants. Our social media recruitment strategy was multichannel (see Figure 1). We proposed to publish a recruitment notice on an established blog on our hospital website, share the link to the blog post on our Twitter and Facebook pages over 4 weeks, and ask our social media followers and community partners to share the link with their networks of connections.

Figure 1. Initial social media recruitment strategy.

Ethical Concerns Raised by the Research Ethics Board

Our institutional REB raised concerns about the privacy risks associated with our proposed use of the Internet and social media for research recruitment. Specifically, they were concerned that by clicking on our social media recruitment messages (eg, “Seeking cancer patients for a study of nutrition and cooking”), individuals may unknowingly add personal and sensitive health information to their online profile, leaving an identifiable trail that may be used and disclosed by marketers.

The REB asked us to revise our social media recruitment strategy with the following questions in mind:
1. How will you inform users about the potential for privacy breaches and their implications?

2. How will you protect users from privacy breaches or inadvertently sharing potentially identifying information about themselves?

Results

Privacy-Enhanced Social Media Recruitment Strategy

Overview

Our revised social media recruitment strategy served to inform users about privacy risks and protect their privacy, while at the same time meeting our recruitment objectives. This win-win approach is a fundamental principle of PbD [24].

PbD was developed by the former Information and Privacy Commissioner of Ontario, Canada, Dr Ann Cavoukian in the late 1990s. It is an overarching framework for embedding privacy and data protection into information technologies, organizational processes, networked architectures, and entire systems of oversight in a credible and effective way [24,28]. It is based on the following seven foundational principles (verbatim): (1) Proactive not Reactive, Preventative not Remedial; (2) Privacy as the Default Setting; (3) Privacy Embedded into Design; (4) Full Functionality—Positive-Sum, not Zero-Sum; (5) End-to-End Security—Full Lifecycle Protection; (6) Visibility and Transparency—Keep it Open; and (7) Respect for User Privacy—Keep it User Centric [24].

In this section, we describe our revised social media recruitment strategy and reflect on the extent to which the privacy-enhancing measures that we used aligned with PbD. The principles of PbD and their descriptions are summarized verbatim in Table 1, along with our assessment of the extent to which our recruitment measures aligned with them.
Table 1. Applying the principles of Privacy by Design [24] to our case studya.

<table>
<thead>
<tr>
<th>Principle</th>
<th>Short description</th>
<th>Alignment with Privacy by Design</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Proactive not Reactive; Preventative not Remedial</td>
<td>PhD seeks to anticipate and prevent privacy-invasive events before they happen. PhD does not wait for privacy risks to materialize nor offer remedies after the fact.</td>
<td>Privacy notices proactively informed users about the privacy risks of social media, but required individuals to take action to protect their privacy. On the other hand, marketing headlines proactively protected individuals’ privacy by ensuring that those interested in the study were concealed within a broader population than just those targeted for recruitment. In contrast, editing or removing posts after publication represented a remedial, after-the-fact solution.</td>
</tr>
<tr>
<td>2. Privacy as the Default Setting</td>
<td>PhD seeks to deliver the maximum degree of privacy by ensuring that personal data are automatically protected. No action is required on the part of the individual to protect their privacy. It is built into the system, by default.</td>
<td>We built privacy protection into the recruitment strategy using marketing headlines and a hospital blog with a disabled comment feature to recruit interested individuals. Those that chose to enroll in the study did so through the hospital’s private data collection system without tracing back to social media.</td>
</tr>
<tr>
<td>3. Privacy Embedded into Design</td>
<td>PhD is embedded into the design and architecture of the system. It is not bolted on as an add-on, after the fact. Privacy is integral to the system, without diminishing functionality.</td>
<td>We embedded privacy into the design of the recruitment strategy using marketing headlines, without diminishing the functionality of social media. On the other hand, we lost functionality that could have enhanced the spread and exposure of our recruitment messages by opting to use a blog with a disabled comment feature and by proposing to edit and delete sensitive posts before publication.</td>
</tr>
<tr>
<td>4. Full Functionality — Positive-Sum, not Zero-Sum</td>
<td>PhD seeks to accommodate all legitimate interests and objectives in a positive-sum, win-win manner, not through a dated, zero-sum approach where unnecessary trade-offs are made.</td>
<td>Using marketing headlines is an example of a win-win, privacy-enhancing strategy. It increased the reach of the recruitment strategy (which one would expect to increase enrollment) without compromising privacy. Disabling the comment feature on the hospital blog, on the other hand, is not win-win because we traded function for privacy.</td>
</tr>
<tr>
<td>5. End-to-End Security — Full Lifecycle Protection</td>
<td>PhD explains that strong security measures are essential to PhD from start to finish. Embedding PhD into the system prior to the first element of information being collected ensures that all data are securely retained throughout the entire lifecycle of the data involved.</td>
<td>We used social media to garner interest in the research study, embedding privacy protection in the consideration phase well before enrollment, then used the hospital’s private and secure data collection system and procedures to protect interested and consenting study participants’ privacy and confidentiality from start to finish. However, we could have done a better job explaining our strategy to our community partners to ensure that they used it fully. We had no control over how the public responded to or shared our social media recruitment messages.</td>
</tr>
<tr>
<td>6. Visibility and Transparency — Keep it Open</td>
<td>PhD seeks to assure all stakeholders that whatever the business practice or technology involved, it is, in fact, operating according to the stated promises and objectives, subject to independent verification.</td>
<td>Our aim with privacy notices was two-fold: (1) to inform users about privacy risks and their implications; and (2) to be as open and transparent as possible. We also adhered to the procedural practices and requirements set by our governing bodies to protect the rights and safety of potential research participants. This included Research Ethics Board review of the research protocol and approval of all social media posts and privacy notices prior to publication.</td>
</tr>
<tr>
<td>7. Respect for User Privacy — Keep it User Centric</td>
<td>PhD requires architects and operators to keep the interests of the individual uppermost by offering such measures as strong privacy defaults, appropriate notice, and empowering user-friendly options.</td>
<td>We were cautious in our use of marketing headlines so as not to risk deceiving people or wasting their time. We used privacy notices to offer users appropriate notice and attempted to design them effectively, but we did not use a user-centered design approach to develop them nor did we test their effectiveness. In addition, we do not know people’s views on the marketing headline strategy. Some may have disliked the lack of directness in the notice to get them to the second site.</td>
</tr>
</tbody>
</table>

aThe principles and their descriptions are described verbatim [24].
bPhD: Privacy by Design.

A. Inform About Privacy Risks With Privacy Notices

Providing notice and choice about data practices is an essential element of data protection frameworks like PhD [24]. Providing participants with enough information to adequately assess risks and potential benefits associated with their participation in research is a basic requirement of ethical research practice [14]. Privacy notices are a common strategy to make a system’s users aware of data practices involving personal information, which is supposed to enable users to make informed decisions [29]. If designed effectively, the notices can function to proactively alert the user about potential privacy risks and prompt them to take action to protect their privacy. Privacy notices can take many different forms, ranging from a privacy policy on a website, cookie consent notices shown in a banner on a webpage, to consumer warnings or permission notices in pop-up dialog boxes.

We developed privacy notices for the hospital blog and Facebook page and regularly tweeted disclaimers about the privacy risks of Twitter. We also included privacy notices in our email requests to community partners to spread the word...
about our research study. Privacy notices were written in plain language [30] and approved by a plain-language expert. Plain language is an evidence-based, patient-centered approach to writing health information. Plain language uses “familiar words, not jargon; active voice; and a conversational study to convey information clearly” [30]. All privacy notices were reviewed and approved by the REB before posting (see Table 2 and Figure 2).

Table 2. Privacy notices and disclaimers.

<table>
<thead>
<tr>
<th>Medium</th>
<th>Privacy notice/disclaimer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Email</td>
<td>“Please note that the security of email messages is not guaranteed. Messages may be forged, forwarded, kept indefinitely, or seen by others using the Internet. Do not use email to discuss information you think is sensitive. Do not use email in an emergency since email may be delayed.”</td>
</tr>
<tr>
<td>Facebook</td>
<td>“Please also note that the privacy and confidentiality of content (text or pictures) shared on social media platforms is not guaranteed. Content may be forged, forwarded, kept indefinitely, or seen by others using the Internet whether you share publicly to everyone or privately to specific people. Do not use social media to discuss information you think is sensitive. While you may share this information with a select group of people, someone in your networks may share it more widely without your consent.”</td>
</tr>
<tr>
<td>Twitter</td>
<td>“The security of social media is not guaranteed. Contact us about the study. Don’t post if concerned about privacy.”</td>
</tr>
</tbody>
</table>

Figure 2. Facebook recruitment post with privacy disclaimer.

B. Protect Privacy Using Privacy-Enhanced Social Media Messages

We built privacy protection into our social media recruitment strategy using an Internet marketing approach known as marketing headlines. Internet marketing headlines aim to attract traffic by providing just enough information to make the reader curious, but not enough to satisfy their curiosity without clicking through. Marketing headlines are often associated with the less savory marketing practice clickbait that aims to trick people into following links online for the purpose of generating ad revenue [31]. In our case, we provided just enough information in our social media recruitment messages to attract the desired population, but not too much information that may cause them to inadvertently disclose personal health information through social media. Our goal was to garner public interest in our research while also attracting study participants.

For example, we originally proposed the following tweet to recruit participants for our study: “Seeking cancer patients for a study of nutrition and cooking @ELLICS RKitchen [URL].” Upon request by our REB, we removed the term “cancer patient” from all social media posts. The following is an example of a privacy-enhanced tweet: “Does #nutrition matter to you? Tell us what you think about #cooking and #cancer @ELLICS RKitchen [URL].”

This small change accomplished two goals: (1) it broadened the reach of our recruitment strategy by attracting a larger population of social media users; and (2) it protected patients’ privacy by default. Used in this way, marketing headlines is a win-win because we attract more interest in our work while pooling cancer patients we wish to recruit into a broader population of people interested in the subject of our research.

We asked our community partners to use our privacy-enhanced social media messages. All social media messages were reviewed and approved by a plain-language expert and the REB, and were published without modification.
C. Protect Privacy by Disabling Comment Feature or Moderating Comments

All social media messages included a link that directed interested individuals to the study recruitment notice on our hospital blog. At the time of publishing the recruitment notice on our hospital website, comments were not enabled on the blog platform due to hospital policy. Had commenting been enabled, we proposed to moderate any comments before they were made visible on the blog and remove references to potentially identifying or personal health information. While this strategy would have offered privacy protection, it does not represent a win-win because the blog software functionality was diminished to accomplish the privacy objectives. Allowing readers to freely post and share comments on the hospital blog could have generated online discussion about the study, which could have attracted more study participants, and represents a way to engage the public in spreading the word about a research project.

Limitations

First, we used PbD to assess the appropriateness of our revised social media recruitment strategy after the fact. We encourage others to proactively use the PbD framework from the outset of the study design. Second, although our privacy notices were designed based on plain-language principles [30] and displayed prominently near the relevant contact information, it is possible that they were not seen or read. The evidence suggests that most privacy notices are not effective at informing consumers [32]. Based on a comprehensive review of research, Schaub et al offer best practices for improving the effectiveness of privacy notices [29]. These include the following: starting with a thorough understanding of a system’s information flows and data practices; tailoring notices to different audiences; providing concise, relevant, and actionable information; layering and contextualizing notices (eg, just-in-time notices without too much repetition to avoid habituation); and employing user-centered design to evaluate user attention, comprehension, and recall. Third, our social media recruitment strategy engaged other actors—our community partners and social media followers—to spread our social media recruitment messages. Although we provided our community partners and social media followers with privacy-enhanced social media messages to promote our study, we had no control over whether or how they adopted them or how the public responded to them, which could have resulted in inadvertent disclosures of personal information. Fourth, we do not know about the public’s views on marketing headlines as a research recruitment strategy. Some people may have disliked the lack of directness in the notice. Furthermore, we do not know the impact of this recruitment strategy on people who clicked but were ineligible to participate, and we do not know if eligible people found the recruitment strategy acceptable or if it negatively influenced their willingness to participate. Lastly, interested participants were required to contact the study coordinator by phone or email. A secure email form on the hospital webpage would have offered more privacy protection. Using a form controlled by our hospital server would ensure that the message was delivered to the intended recipient, with fewer chances of it being hacked from server to server, and that the message content is not scanned for keywords to trigger targeted ads, as is the case with Google email client [33].

Discussion

Were the Privacy Measures Appropriate?

Overview

Guidelines for the ethical conduct of human subject research state that risk mitigation strategies should be proportional to the magnitude and probability of risks involved [14]. Known as the proportionate approach, the level of risk posed by the research is used to determine “the level of review (eg, delegated or full board review), the approach to the actual review of the research itself, and the risk mitigation strategies required to protect the rights and safety of research subjects” [14]. This means that “the most intensive scrutiny, time, resources, and correspondingly, protection should be applied to the most ethically challenging research.” Similarly, PbD suggests that the strength of the privacy measure should match the sensitivity of the data [24].

We reflect on the perceived privacy risks associated with our social media recruitment strategy and the appropriateness of the risk mitigation strategies that we employed by discussing the following: (1) What are the potential risks and who is at risk? (2) Is cancer considered sensitive personal information? (3) What is the probability of online disclosure of a cancer diagnosis in everyday life? and (4) What are the public’s expectations for privacy online and their views about online tracking, profiling, and targeting?

A. What Are the Potential Risks and Who Is at Risk?

The primary risk associated with our recruitment strategy was the potential harm that a person may experience from the disclosure, collection, and use of personal and sensitive information—in this case a diagnosis of cancer—triggered by clicking on our social media recruitment messages. Potential harms associated with disclosure of health information like a cancer diagnosis could include stigmatization, discrimination, or damage to reputation, and may negatively affect relationships, job opportunities, and insurance options. However, we cannot assume that a person clicking on the recruitment message would experience these harms. What we do know is that they will likely receive advertising messages about cancer and/or eating well. It is possible that seeing such messages could be personally troubling for them, but we do not know if this is the case.

It is worth mentioning that there are documented cases of health data located in big data repositories or biobanks being repurposed by third parties for legal and security purposes. These unintended secondary uses of health data have included forensic investigations, civil lawsuits, border security, and identification of victims in mass casualty events [34]. For a thorough discussion of documented and hypothetical secondary uses of online health data collections, see O’Doherty et al [34].

In terms of who is at risk, it cannot be assumed that the person clicking on the recruitment message was revealing information about himself or herself at all. Spouses, children, siblings, other family members, and friends play a vital role in searching for health information. Research conducted by the Pew Research Center indicates that half of online health information research
is on behalf of someone else [35]. Furthermore, as our recruitment blog post explained, we were seeking cancer patients and their family caregivers to participate in our research. Hence, if a caregiver clicked on our social media recruitment message, he or she would not have been revealing information about himself/herself, which was presumed to be the case in the ethics review. However, these individuals could have still received advertising messages about cancer and/or eating well, which they may or may not have found troubling.

**B. Is Cancer “Sensitive” Personal Information, Requiring More Privacy Protection?**

The Canadian Personal Information Protection and Electronic Documents Act (PIPEDA) defines personal information as “information about an identifiable individual” [36]. The OPC takes the position that information involved in online tracking and targeting constitutes personal information [7]. Principle 3 of PIPEDA states that “the knowledge and consent of the individual are required for the collection, use, or disclosure of personal information, except where inappropriate” [36]. Furthermore, the privacy act goes on to explain that “organizations must obtain an individual’s consent for all disclosures of their personal information to any third party unless one of PIPEDA’s exceptions to consent can be applied.” The magnitude or seriousness of harms associated with the disclosure of personal information depends, in part, on whether the information is considered “sensitive.” According to PIPEDA, some information is almost always considered to be sensitive (eg, medical records and income records); however, any information can be sensitive depending on the context. The US National Committee on Vital and Health Statistics (NCVHS) has done some further work defining sensitive health information, which they explain carries unusually high risks in the event of disclosure [37]. Based on public consultations and expert deliberation, categories of health information considered sensitive by the NCVHS include those related to domestic violence, genetics, mental health, reproductive care, and substance abuse [37]—not cancer. That being said, as explained in PIPEDA, sensitivity is subjective and depends on the individual’s circumstances, and the context in which the information is shared [36]. The Google health ads case is evidence of this as sleep apnea was considered sensitive personal information [9]. The main point is that health information is considered sensitive personal information, but within health information, there are gradients of sensitivity and cancer may be considered less sensitive personal health information.

**C. What Is the Probability of the Risks and Harms Occurring in Everyday Life?**

It is highly probable that cancer patients who clicked on our social media recruitment messages already disclosed their cancer diagnosis online, thereby exposing themselves to related harms. First, the majority of cancer patients report using the Internet as a source of health information. For example, 86% of a sample of 202 thyroid cancer patients [38] surveyed from the same hospital where this study was conducted, and 68% of a sample of 824 Canadian prostate cancer patients [39], reported using the Internet to search for information related to their cancer. As people spend more time online, they leave a digital trail. Second, given the scope and scale of information collected by third-party advertisers and the sophisticated means of collecting and analyzing disparate pieces of data [7], it is reasonable to assume that Internet search queries about cancer could be linked to an individual. Typical information collected in Internet log files includes the following: IP address, pages visited, length of time spent on pages, advertisements viewed, articles read, purchases made, search terms or other information entered on a site, user preferences such as language, operating system, and geographical location [8]. Additional data may be gathered from social networking sites where individuals volunteer significant amounts of personal information. Third, we used our departmental Facebook and Twitter pages to promote our research study to our social media followers. The people who follow us on social media have likely already “disclosed” to third-party trackers that, at the very least, they are interested in cancer by choosing to follow a social media account affiliated with a cancer center. Therefore, using our marketing headline approach, we would not subject cancer patients to disclose more than an interest in cancer, which they likely have already provided online.

**D. What Are the Public’s Privacy Expectations and Views on Online Behavioral Advertising?**

A total of 90% of Canadians are concerned about the privacy impact of new technologies and 98% want strong privacy laws [8]. People between the ages of 45 and 65 years are more likely to express high levels of concern about the privacy impact of new technologies than those 25 and under [34]. However, teenage social media users seem to care more about online privacy when it comes to their personal health information. Motivated by a need for self-protection as a chronically ill patient and self-definition as a regular teenager, a qualitative study (N=20) revealed that Canadian teenagers (12-18 years old) with a chronic illness were selective about sharing personal health information on social media [40]. In general, teenagers are less concerned about the collection of personal information by governments and companies, but very concerned about their social privacy, or having control over the content of their interactions with others [40]. When it comes to OBA, 50% of Canadians surveyed in 2009 were “somewhat uncomfortable” with tracking-based advertising [8]. However, a 2011 report by KPMG consulting firm revealed that 46% of Canadians were “somewhat willing” to have their online usage tracked by advertisers if there are benefits [41]. Benefits of OBA for the consumer include free online content, more relevant advertising, and enhanced browsing experience [41]. A population-based telephone survey of Americans suggests that consumers would be more willing to accept OBA if there was more transparency, consumer choice, and data retention limits [42]. Complicating a clear understanding of the public’s views and expectations with regard to online privacy is the well-known privacy paradox [43]. Most people would say that they care about their online privacy but do not act on that concern, revealing increasing amounts of personal information that can be used and disclosed by governments and marketers [43].
Disparate Norms Within and Across Disciplines and Research Ethics Boards

A further challenge for researchers seeking to use the Internet and social media for research recruitment is the disparate norms about what is and what is not ethical across research communities. Researchers are guided by different disciplinary methodological approaches, norms, and conventions, and regulations for ethical online research vary across disciplines. What is considered ethically acceptable in one discipline may not be in another [44]. The same holds true for different REBs.

Moreover, the same REB may reach different conclusions about the same technological approach across studies. Nebeker and colleagues show that visual imaging and location-tracking devices (eg, Global Positioning System) are reviewed inconsistently in one institution [45]. While research plans incorporated consistent descriptions of each device and associated potential risks, REB letters revealed inconsistent perceptions of potential study risks associated with the collocation of location data should a data breach occur [45]. Inconsistent perceptions about the potential risks involved in research that uses new technologies like social media make the REB protocol development and review process challenging for researchers. However, researchers are not the only ones grappling with the unique ethical issues of online research.

REBs may be unfamiliar with these new technologies, prompting confusion about what actions are necessary and appropriate to effectively evaluate and mitigate potential risks. Furthermore, there may also be some differences in where different REBs draw the line between participant autonomy versus participant protection.

Privacy by Design for Online Health Research Recruitment

We have shown that PbD is a useful framework for designing, evaluating, and achieving privacy in online health research recruitment. Applying the principles of PbD helped to identify the privacy strengths, weaknesses, and gaps in our recruitment strategy. Based on alignment with PbD principles, use of marketing headlines was the strongest privacy measure used whereas privacy notices were the weakest. Contrary to the principles of PbD, we made trade-offs in favor of privacy protection, such as agreeing to disable the comment functionality on the hospital blog, which traded function for privacy. PbD also alerted us to areas in need of improvement, such as the privacy gaps created by engaging others in implementing our recruitment strategy. To fully embed privacy into the design of a recruitment strategy, all parties involved in implementing it should endorse the PbD approach.

By applying PbD, we also identified areas in need of further research. While PbD is becoming the standard for privacy protection in many jurisdictions around the world [28], there is little practical guidance on how to apply the seven foundation principles [46]. For example, transparency and empowering user-centered options are key principles of PbD, but the framework provides little practical guidance on how to effectively design privacy notices using these principles. Schaub et al’s compilation of best practices for privacy notices is an excellent complementary resource in this regard [29]. As a first step, we need a better understanding of the public’s views on the privacy risks of online health research recruitment and Web-based research, including the probability and magnitude of harm as well as what privacy protection would be appropriate or may create potential barriers to access. In parallel, further research is needed to understand how to effectively design strong privacy defaults, appropriate notice mechanisms, and empowering options, and to examine the impact of these privacy measures on the public’s online behaviors, including participation in health research studies. In this study, we did not consider informing users about the various strategies to protect their online privacy, but we think this is important. Future research should consider designing and evaluating educational efforts to teach patients and their families about these strategies. These strategies include the following: clearing your Internet browser history (eg, cookies); installing Internet browser extensions that block ads, or that reveal and block the websites that track your browser history; or using InPrivate Browsing to stop the computer from tracking your website history.

Another privacy tool, Privacy Impact Assessment (PIA), deserves mention. PIAs aim to “identify the potential privacy risks of new or redesigned programs and to eliminate or reduce those risks to an acceptable level” [46]. They are generally used to ensure that an organization is complying with legislative and regulatory requirements. PIAs may be useful tools to consider for the assessment of the privacy risks of an online health research recruitment strategy. However, typical PIAs are not grounded in the PbD framework and they do not provide overarching principles to guide the design and implementation of privacy protection. Jeselon and Fineberg recommend using the PbD framework to augment PIAs to achieve a more holistic approach to privacy protection and offer practical guidance on how to apply PbD to PIAs [47].

Based on our experiences with this case study, we offer a PbD framework for online health research recruitment. We drew on the principles of PbD [24] and examples of its application [28,47], as well as recommendations from the AoIR [15] and the Secretary’s Advisory Committee on Human Research Protections [18]. In this framework, we offer a set of privacy questions and considerations to guide the ethical design and conduct of studies that use the Internet and social media as a health research recruitment tool. We describe the principles, guiding questions, and application considerations of this framework in Table 3. The PbD principles are verbatim. We have drawn on recommendations from cited sources to aid the reader in their application.
Table 3. Privacy by Design framework for online health research recruitment: Proposed considerations for researchers and institutional Research Ethics Boards.

<table>
<thead>
<tr>
<th>Privacy-by-Design principles</th>
<th>Considerations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A. Consider the nature of the study, the target population, and the sensitivity of the data</strong></td>
<td></td>
</tr>
<tr>
<td>Justification</td>
<td>Why is it necessary to use the Internet and social media to recruit participants for your research project?</td>
</tr>
<tr>
<td>Context</td>
<td>Where does the study recruitment take place? What are the terms of use and privacy policies of the recruitment sites or applications? What are users’ privacy expectations regarding the recruitment sites or applications?</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>What is the subject of study? Is the data considered personal information? Is the data considered “sensitive” personal information? What are the privacy expectations commonly associated with these types of data?</td>
</tr>
<tr>
<td>Vulnerability</td>
<td>Who are the recruitment targets? What additional privacy measures may be required to protect the privacy of vulnerable individuals?</td>
</tr>
<tr>
<td><strong>B. Apply Privacy by Design [24]</strong></td>
<td></td>
</tr>
<tr>
<td>Proactive not Reactive; Preventative not Remedial</td>
<td>What are the potential privacy risks and related harms associated with the recruitment strategy? Do certain data, people, or groups require more privacy protection?</td>
</tr>
<tr>
<td>PbD Application</td>
<td>Anticipate and prevent privacy-invasive events before they happen—before individuals are even exposed to the recruitment strategy—as opposed to offering remedies for resolving privacy breaches once they have occurred [24]. Adopt and implement strong privacy practices early and continuously, and use systematic methods to recognize and correct weakening links, privacy measures, or data protection practices before privacy risks occur [28].</td>
</tr>
<tr>
<td>Privacy as the Default Setting</td>
<td>If an individual does nothing, is their privacy still intact when they are exposed to the recruitment strategy or do they have to take action (eg, opt out or add a privacy measure) to protect their privacy?</td>
</tr>
<tr>
<td>PbD Application</td>
<td>Aim to deliver the maximum degree of privacy by ensuring that personal data are automatically protected without the individual having to do anything to protect their privacy [47]. Keep the collection of personal information to a minimum, justify additional data collection on a data-by-data basis, and use default settings of technologies that offer the most privacy protection [28].</td>
</tr>
<tr>
<td>Privacy Embedded into Design</td>
<td>Is your privacy-enhancing measure built into the design of your recruitment strategy or has it been bolted on as an add-on, after the fact?</td>
</tr>
<tr>
<td>PbD Application</td>
<td>Make privacy a core component of your recruitment strategy from the outset of the study, so that it is an essential component of the study design [47]. Embed privacy into the recruitment technologies, operations, and information architectures in a holistic, integrative way [28].</td>
</tr>
<tr>
<td>Full Functionality—Positive-Sum not Zero-Sum</td>
<td>Does your recruitment strategy offer privacy protection without sacrificing your recruitment goals and objectives?</td>
</tr>
<tr>
<td>PbD Application</td>
<td>Consider all legitimate interests and objectives of the recruitment strategy and aim to accommodate them in optimal ways to ensure the individual’s privacy is protected without any unnecessary trade-offs between privacy and functionality, security, or your recruitment goals [47]. Select privacy-enhancing measures that help to achieve your recruitment goals, maintaining full functionality and full security while protecting privacy [28].</td>
</tr>
<tr>
<td>End-to-End Security—Full Lifecycle Protection</td>
<td>Are there any weak links or gaps in the implementation or oversight of your recruitment strategy?</td>
</tr>
<tr>
<td>PbD Application</td>
<td>Consider how information, particularly personal information, will flow and be accessed, and by whom, throughout the entire lifecycle of the study. Embed privacy-enhancing measures and data security measures into the recruitment strategy before the first element of data is collected by you as a researcher or by third parties, and extend that security in a comprehensive and systematic manner throughout the entire lifecycle of the data involved [28].</td>
</tr>
<tr>
<td>Visibility and Transparency—Keep it Open</td>
<td>Are all people and organizations involved in recruiting participants (directly or indirectly) operating according to stated promises and objectives, and is information about their privacy policies and practices readily available to the public?</td>
</tr>
<tr>
<td>PbD Application</td>
<td>Ensure that all recruitment actors are operating according to their stated privacy practices (eg, policies and procedures related to the collection, use, and storage of personal information) and that these are made visible and transparent to enable users to make an informed choice about whether to participate in the study or not [47]. When sharing study information with collaborators or third parties, ensure that they use equivalent data protection measures through contractual processes or others means [28].</td>
</tr>
</tbody>
</table>
Privacy-by-Design principles Considerations

Respect for User Privacy—Keep it User Centric

Are your privacy measures user centric? Have they been designed with the user in mind? Are they simple to use and written in easy-to-understand plain language? Have they been tested and approved by users?

PbD Application: Respect for User Privacy is at the heart of PbD. Use user-centered and empowering, user-friendly, privacy-enhancing recruitment technologies, policies, and procedures so that individuals can exercise their privacy rights and make informed privacy decisions [28]. As explained by Dr. Cavoukian, “The most privacy-enhancing solutions and results are usually those that are consciously designed around the interests, needs, and expectations of individuals and users, who typically have the greatest vested interest in the management of their personal data by others” [28].

aPbD: Privacy by Design.

Conclusions

Researchers, REBs, ethicists, students, and potential study participants are often unaware of the privacy risks of Internet and social media health research recruitment and there is no official guidance. From this case study, some may conclude that the REB’s perceptions of the potential risks involved in our research study and our revised privacy-enhanced recruitment strategy did not match the magnitude and probability of the risks involved. On the other hand, others may argue that given that hospitals occupy an important trust relationship with patients and the public, hospital REBs should apply the precautionary principle as their use of social media may provide a false sense of security. We have shown that PbD is a useful framework for designing, evaluating, and achieving privacy in Web-based research recruitment. We offer our PbD framework for online health research recruitment for researchers and REBs to guide the ethical design, review, and conduct of studies that use the Internet and social media as a health research recruitment tool. Future research should focus on designing effective privacy notices and measures and evaluating their impact.
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Abstract

Background: The eHealth Literacy Scale (eHEALS) is a tool to assess consumers’ comfort and skills in using information technologies for health. Although evidence exists of reliability and construct validity of the scale, less agreement exists on structural validity.

Objective: The aim of this study was to validate the Italian version of the eHealth Literacy Scale (I-eHEALS) in a community sample with a focus on its structural validity, by applying psychometric techniques that account for item difficulty.

Methods: Two Web-based surveys were conducted among a total of 296 people living in the Italian-speaking region of Switzerland (Ticino). After examining the latent variables underlying the observed variables of the Italian scale via principal component analysis (PCA), fit indices for two alternative models were calculated using confirmatory factor analysis (CFA). The scale structure was examined via parametric and nonparametric item response theory (IRT) analyses accounting for differences between items regarding the proportion of answers indicating high ability. Convergent validity was assessed by correlations with theoretically related constructs.

Results: CFA showed a suboptimal model fit for both models. IRT analyses confirmed all items measure a single dimension as intended. Reliability and construct validity of the final scale were also confirmed. The contrasting results of factor analysis (FA) and IRT analyses highlight the importance of considering differences in item difficulty when examining health literacy scales.

Conclusions: The findings support the reliability and validity of the translated scale and its use for assessing Italian-speaking consumers’ eHealth literacy.

(J Med Internet Res 2017;19(4):e114) doi:10.2196/jmir.6749
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Introduction

Health Information on the Web

Following the advent of the Internet, health-related information is increasingly available to the public [1]. It has been estimated that almost 3 out of 4 Internet users worldwide have looked for health information on the Web [2,3]. Wrong or incomplete information could potentially have negative consequences, for instance, on the doctor-patient relationship, participation in screening programs, or adherence to treatments [4]. More attention needs therefore to be devoted to people’s ability to interact with Web-based health information.

People’s general ability to deal with health information has traditionally been defined as health literacy [5]. To assess health literacy skills in the electronic environment, Norman and Skinner [6,7] have introduced the concept and the measure of eHealth literacy, defined as “the ability to seek, find, understand, and appraise health information from electronic sources and apply the knowledge gained to addressing or solving a health problem.” According to its authors, the eHealth Literacy Scale (eHEALS) is a promising tool to assess consumers’ comfort and skills in using information technology for health and to identify those who may benefit from referrals to eHealth interventions or resources within a clinical environment [7].

Translations of the eHealth Literacy Scale

eHEALS consists of 8 items measuring consumers’ combined knowledge, comfort, and perceived skills related to finding, evaluating, and applying electronic health information to health problems. The scale was developed building on the concept of eHealth literacy [7]. According to its authors, eHealth literacy comprises six core skills, or literacies (traditional literacy, health literacy, information literacy, scientific literacy, media literacy, and computer literacy) which, following principles of the social cognitive theory and self-efficacy theory [8], are to be considered precursors of behavior change and skill development [6,7].

The authors of the scale have demonstrated the reliability and validity of its original English version [7]. Over the years, other studies have supported the reliability and validity of eHEALS, for instance, by showing that the scale correlates strongly with—but is distinct from—several scales measuring different aspects of health-related Internet use, such as health information seeking on the Web, attitudes toward the adoption of information and communication technologies (ICTs) for health purposes, use of Internet searching strategies, perceived outcomes of seeking health information by surfing the net, and use of Internet evaluation criteria [7,9,10]. Across these studies, no consistent association of eHEALS scores with the personal characteristics of the respondents, such as gender, education, or age was found. eHEALS has so far been translated and validated in Dutch [11], Japanese [12], Chinese [13], German [14], Spanish [15], Italian [16], Iranian [17], and Hebrew [10,18]. All the linguistic versions of the scale presented high internal consistency measured via Cronbach alpha. These results have generally been taken as an indication of the reliability of the scale in the different cultural contexts.

First Open Question: Population Validity

Most of the studies aimed at validating linguistic versions of eHEALS present at least two important limitations. First of all, whereas the English version of the scale has been applied in a variety of samples, validations have mostly been conducted among specific populations, for instance, students [13-16], young adults [17], patients [11], or seniors [19]. These samples only partly reflect the target population of the tool, that is, consumers of Web-based health information. To date, therefore, it is still not possible to draw general conclusions on the reliability and validity of eHEALS in broader samples.

Second Open Question: Item Difficulty

A second important limitation of past validation studies resides in the widespread reliance on classical test theory (CTT) and factor analysis (FA) only. Like traditional health literacy and other ability tests, the items of eHEALS refer to skills of varying difficulty that may belong to a single eHealth literacy continuum (see Multimedia Appendix 1 for an overview of the items). For instance, whereas knowing how to find health-related information using the Internet (item 1) could be considered a basic skill, being able to distinguish good and bad health information found on the Internet (item 7) could be considered a more advanced skill; as such, a respondent’s agreement with item 7 may indicate more intense confidence in their own eHealth literacy than their agreement with item 1. Differences in item difficulty lead to different probabilities of their different response options being endorsed by respondents. This might be the reason behind the different conclusions on the factorial structure of the scale drawn by different authors over the years. Soellner and colleagues [20], for instance, used confirmatory factor analysis (CFA) to compare the 1-factor model based on Norman and Skinners’ [7] analyses with a 2-factor model specified a priori based on the content and wording of the items of the scale and on own previous research [14]. The results of their analyses indicated a better fit for the 2-factor model, supporting the division into two subscales: Information Seeking (items 1-5 and 8) and Information Appraisal (items 6 and 7).

CFA was also applied by Neter et al [18] to the Hebrew translation of the scale. Their analyses confirmed the better fit of a 2-factor solution, but two factors were found to include different items (Factor 1: items 1, 2, and 4; Factor 2: items 3 and 5-8). More recently, the exploratory factor analysis (EFA) using principal components analysis (PCA) of an Iranian translation of the scale also suggested a 2-factor structure which groups items 1 and 2 in the first factor and all the other items in a second factor [17]. All the other translations of eHEALS confirmed the 1-factor structure proposed by the authors of the scale, although van der Vaart and colleagues [11] reported in their EFA using PCA, a second component with an eigenvalue of 1.1, which could support the existence of a second dimension.

Psychometrics literature acknowledges that, if items vary in difficulty, PCA might produce a multidimensional solution that groups together items of similar difficulties; although CFA is considered an informative test of structural validity if item properties are known and acceptable, item response theory (IRT) methods are recommended for examining dimensionality in this context [21,22]. A recent psychometric analysis of the original
version of eHEALS used PCA to test unidimensionality although it presented a rather comprehensive parametric IRT exploration of item properties [23]. Yet, scale dimensionality can be appropriately tested within the IRT framework together with several other item properties. Two distinct approaches are available and can be compared for a better understanding of the concept. Nonparametric item response theory (NIRT) (ie, Mokken scale analysis, MSA) allows testing fit to a measurement model arguably most appropriate for eHealth literacy. The concept refers to relative differences between individuals; that is, a person who knows both to find information and to assess its quality is described as having higher literacy than a person who can find information without being able to assess it, but the difference between these two persons is not quantitative in nature. For such concepts, MSA would be a first choice, as it allows to investigate whether an item set measures ordinal differences between respondents regarding a latent trait (ie, ordinal measurement) [23,24]. By comparison, parametric IRT methods aim at a precise quantification of differences. For ordinal items as in eHEALS, the rating scale model (RSM) represents a more stringent set of requirements which, if met at item and respondent level, would represent proof of optimal measurement quality in terms of precision and parsimony, also described as “fundamental measurement” [25]. By testing both IRT models on the Italian version of the eHealth Literacy Scale (I-eHEALS), we can understand in more detail its psychometric properties, what inferences it can support, and what avenues of further development can be pursued for this operationalization of eHealth literacy.

Aims of the Study
As an attempt to get new insights on the two main open questions on eHEALS outlined above, this paper reports on the translation and validation in a population sample of the I-eHEALS. In addition to CTT and FA, we applied MSA to examine dimensionality and model fit, and employed parametric IRT methods to reproduce and extend prior explorations of eHEALS item properties [23,26].

Methods

Overview
In order to explore the psychometric properties of I-eHEALS, a Web-based survey was conducted among a sample of individuals living in the Italian-speaking region of Switzerland. This population is very close to the Italian population from a sociocultural point of view and also as regards health information seeking activities on the Web, as they have access to the same information.

Procedure and Participants
Data were collected through Web-based self-administered questionnaires in two surveys conducted within a larger project in Summer 2013 (Study 1) and Spring 2015 (Study 2). Participants for both surveys were recruited through advertisements placed in the waiting room of a medical private practice, at a local university, as well as in a regional Web-based newspaper. The choice of using different channels for recruitment had the objective to ensure diversity within the samples regarding age and educational background. The advertisements contained information about the study, contact details of the research team, and a link to the questionnaire. Participants could take part in the survey only once. All participants who completed the survey and agreed to provide contact details (email address or phone number) were entered into a prize draw to win one of three €25 coupons from a local grocery store. A total of 296 individuals (NStudy1=117, NStudy2=179) aged between 16 and 71 years (mean age 37.37, SD 13.776) comprised the final sample. The sample was predominantly female (193/296, 65.2%), and almost half of the respondents had at least some university education (129/296, 43.6%). The remaining respondents had either a high school diploma (82/296, 27.7%) or a vocational training certificate (55/296, 18.6%).

Whereas almost 9 out of 10 respondents (257/296, 86.8%) reported using the Internet every day, the majority of them (210/296, 70.9%) reported using it for health-related information less than once a week. No significant differences in Web-based health information seeking were observed between Study 1 and Study 2 (P=.44).

Participants to Study 1 (mean 33.81, SD 10.466) were slightly younger compared with those in Study 2 (mean 39.77, SD 15.170); t288=–3.697, P<.001, d=.46; however, the two samples did not differ as regards gender (χ²=4.5 P=.104) and educational level (χ²=.7, P=.88).

According to the Swiss Federal Act on Research involving Human Beings (Human Research Act [HRA], September 30, 2011), research not concerning diseases or the structure or the function of the human body does not need formal approval from an ethical review board. All participants were informed about the nature and the aims of the study before enrollment and could decide to withdraw their consent to study participation at any time.

Instrument and Measures
The main section of the surveys was devoted to the 8 items of the I-eHealth Literacy Scale (Multimedia Appendix 1). Like in the English version of the scale, participants were asked to rate their agreement with the statements on a 5-point Likert scale ranging from Strongly disagree to Strongly agree [7]. The scale underwent a rigorous forward and backward translation process conducted in accordance with the World Health Organization guidelines [27]. In a first step, an Italian-speaking translator fluent in English and knowledgeable of the English-speaking culture translated the items into Italian. In a second step, the items were translated back to English by an independent translator, whose mother tongue was English and who had no knowledge of the questionnaire. The resulting items were compared with the original items by the two translators and the research team to identify possible conceptual differences. Additionally, in order to fully take into account possible cultural differences, in-depth interviews were conducted among 13 individuals considered representative of the target population. The sample of the in-depth interview was composed of 4 men and 9 women aged between 17 and 61 years, with varying levels of education and with different Internet usage habits. All
participants to the interviews were instructed to think aloud during the completion of the questionnaire and to highlight problematic points. The whole process led to some minor changes in wording and confirmed the clarity and comprehensibility of I-eHEALS.

Only in Study 1, data were also collected about the respondents’ experiences with and attitudes toward health information seeking on the Web. In particular, data were collected about frequency of Web-based health information seeking, trust in the Internet as a source of health information, attitudes toward the adoption of ICTs for health purposes (2 items, \( r=0.692, P<0.001 \)), use of Internet searching strategies (5 items, Cronbach alpha=0.674) [10], perceived outcomes of seeking health information by surfing the net (9 items, Cronbach alpha=0.937) [10,28], use of Internet evaluation criteria (5 items, Cronbach alpha=0.879) [29], and predisposition toward eHealth in general (2 items, \( r=0.600, P<0.001 \)) [7]. All these constructs are known to be positively related to eHealth literacy and were used to assess the convergent validity of the Italian scale. An overview of the scales used in the study is presented in Multimedia Appendix 2.

Finally, data about selected sociodemographic characteristics of the participants were collected. These included gender, age, educational level, and general and health-related Internet use.

Data Analysis
Statistical analyses were conducted using IBM SPSS Statistics 21.0, R statistical software (R Foundation for Statistical Computing), and Winsteps software (Winsteps, Beaverton, Oregon).

Item Characteristics and Exploratory Factor Analysis
First, item characteristics were described. Factorability of the 8 I-eHEALS items was examined by computing inter-item correlations (all the items should correlate at least .3 with at least one other item), the Kaiser-Meyer-Olkin measure of sampling adequacy (recommended value >.6), and Bartlett’s test of sphericity (should be significant) [30]. PCA was subsequently conducted to examine the latent variables underlying the observed variables of the Italian scale [31] following previously used methods [11].

Confirmatory Factor Analysis
In a second step, in order to compare the unidimensional solution (Model I) proposed by Norman and Skinner [7] with the 2-factor solution identified by Soellner et al [14] and emerged during PCA of our own data (Model II), model fit indices for the two models were calculated using CFA. Model fit was tested using chi-square tests [32], and the following model fit indices and cutoff values: comparative fit index (CFI) >0.95, Tucker-Lewis index (TLI) >0.95, root mean squared error of approximation (RMSEA) <0.06, and standardized root mean squared residual (SRMR) <0.09 [33]. The two (nested) models were compared using the chi-square difference test (Anova function; Lavaan package [34]).

Item Response Theory Analyses
Subsequently, NIRT analyses (MSA) were performed using the Mokken package in R [35] to examine the structure of the scale taking into account variations in item difficulty (ie, differences between items in the proportion of answers indicating high ability). MSA examines whether an item set orders respondents accurately on a continuum representing a latent trait by testing unidimensionality (whether items can be located on a single latent continuum in terms of probabilities of respondents endorsing response formats with higher scores), monotonicity (whether the probability of obtaining high scores on an item does not decrease as latent trait scores increase), and local independence (whether associations between items are explained only by their relationship with the construct). If these conditions are met, the items fit the monotone homogeneity model (MHM), and can thus be considered a scale. In the case of polytomous items (as for I-eHEALS), if they also meet a further condition, invariant item ordering (IIO) (ie, items show the same ordering of difficulty across different levels of the latent), the scale allows the identification of “person-free” hierarchy of item difficulty. Therefore, the scale can be used for comparing subgroups regarding their position on the latent trait [36].

Unidimensionality was tested by examining homogeneity—indicating the degree of association between all items (\( H_1 \)), and between each item and the item set (\( H_1 \))—and by performing an automated item selection procedure (AISP), which is the bottom-up item clustering algorithm performed for increasing homogeneity thresholds [37]. Recommended thresholds for homogeneity (range 0-1) are 0.3 to 0.4 (weak), 0.4 to 0.5 (medium), and over 0.5 (good). Local independence, monotonicity, and IIO were tested via check.ca, check.monotonicity, and check.iio functions; output was examined for significant violations of these assumptions [24,35]. The minimum size of the restscore group (minsize) was set at 30 because of the small size of our sample [24]. Person fit was assessed by computing the number of Guttman errors per participant [38].

Additionally, we performed Rasch analyses in line with prior explorations by Nguyen and colleagues [23] and guidelines by Tennant and Conaghan [26] using the Winsteps software. Fit to the RSM was examined, as the 8 items use the same response scale and RSM is a more parsimonious model for this format [39]. We examined item and person infit and outfit against an acceptable mean squares range of 0.6-1.4 and standardized fit statistics of +/-2.0 (Wright and Linacre [40]). Two criteria for good item rating structure were examined: 10 or more observations in each rating category; and outfit mean-squares <2.0 for each category. The hierarchy of item difficulty and the match between person ability and item difficulty (scale targeting) were explored graphically. Person reliability (adequate values >.85) and person separation (>2.5) were computed. Differential item functioning (DIF) was examined for differences in item difficulty between groups against a threshold of >0.5 logits for gender, age (dichotomized using median split), education level (college versus no college education), and source of data (Study 1 or 2).

Classical Test Theory Analyses
Reliability of the final scale was assessed using Cronbach alpha [41]. Bivariate correlations and independent samples t test were used to assess differences in mean I-eHEALS scores related to gender, age, educational levels, and frequency of Internet use.
Convergent validity of the scale was assessed by computing Pearson correlations between I-eHEALS and other constructs which have been shown to be positively correlated with eHealth literacy in past research, such as attitudes toward eHealth or perceived outcomes of Web-based health information seeking.

**Results**

**Items Characteristics**

Participants scored on average 26.65 (SD 6.276) on I-eHEALS. No differences were found among Study 1 (mean 27.21, SD 6.083) and Study 2 (mean 26.27, SD 6.388) participants; \( t_{294}=1.261, P=.21 \). Average scores on the individual I-eHEALS items ranged between 2.75 (SD 1.146, item 8) and 3.62 (SD 0.960, item 2) on a 1 to 5 scale, thus indicating considerable variation in item difficulty. Interitem correlations ranged from \( r=.309 \) (\( P<.001 \)) to \( r=.800 \) (\( P<.001 \)). All items except one (Strongly Disagree category for item 2, 8 observations) had at least 10 observations for each category. More details on items characteristics and inter-item correlations are presented in Table 1.

<table>
<thead>
<tr>
<th>Item</th>
<th>Mean (SD)</th>
<th>Skew</th>
<th>Kurt</th>
<th>Inter-item correlations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.56 (0.996)</td>
<td>-0.59</td>
<td>-0.10</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>3.62 (0.960)</td>
<td>-0.62</td>
<td>0.06</td>
<td>.800 1</td>
</tr>
<tr>
<td>3</td>
<td>3.23 (0.969)</td>
<td>-0.12</td>
<td>-0.45</td>
<td>.601 .614 1</td>
</tr>
<tr>
<td>4</td>
<td>3.40 (0.982)</td>
<td>-0.45</td>
<td>-0.29</td>
<td>.717 .692 .661 1</td>
</tr>
<tr>
<td>5</td>
<td>3.52 (0.978)</td>
<td>-0.60</td>
<td>0.11</td>
<td>.578 .603 .519 .579 1</td>
</tr>
<tr>
<td>6</td>
<td>3.16 (1.171)</td>
<td>-0.28</td>
<td>-0.84</td>
<td>.386 .378 .353 .438 .468 1</td>
</tr>
<tr>
<td>7</td>
<td>3.41 (1.107)</td>
<td>-0.43</td>
<td>-0.49</td>
<td>.356 .372 .309 .406 .407 .719 1</td>
</tr>
<tr>
<td>8</td>
<td>2.75 (1.146)</td>
<td>0.12</td>
<td>-0.88</td>
<td>.445 .461 .450 .488 .513 .529 .530 1</td>
</tr>
</tbody>
</table>

\( ^a \)SD: standard deviation.

**Exploratory and Confirmatory Factor Analyses**

All the items correlated at least .3 with at least one other item, suggesting reasonable factorability (Table 1). The Kaiser-Meyer-Olkin measure of sampling adequacy was .879, above the commonly recommended value of .6, and Bartlett test of sphericity was significant (\( \chi^2_{28}=1368.7, P<.001 \)). FA was thus deemed to be suitable with all 8 items. A total of 13 multivariate outliers were identified (Mahalanobis distance >26.125 chi-square threshold for df=8, \( P=.01 \)); these were kept in the dataset to replicate procedures of published factor analyses.

PCA suggested a 2-factor solution with a first factor explaining 57.7% of the variance in I-eHEALS scores, and a second factor explaining an additional 14.9% of the variance (see Table 2 for details). All items presented high factor loadings on Factor 1 (range=.651 to .834), whereas two items presented high factor loadings also on Factor 2 (item 6=.585, item 7=.626). This 2-factor solution mirrors the one proposed by Soellner and colleagues [14].

CFA was run for two different models: the 1-factor model proposed by Norman and Skinner (Model I) and the 2-factor model proposed by Soellner et al and suggested by our own PCA (Model II). The comparison of the two models showed better fit for the 2-factorial model (Table 3). This was confirmed...
by the individual model indices and by chi-square differences of 144.8 (df=1; \( P < .001 \)) for Model I versus Model II.

Although Model II appeared to be the one better fitting our data, chi-square tests and fit indices (with the exception of SRMR) indicated a suboptimal model fit for both models.

### Table 3. Confirmatory factor analysis of two models of the Italian version of the eHealth Literacy Scale (I-eHEALS).

<table>
<thead>
<tr>
<th>Model</th>
<th>Chi-square (df) (^a)</th>
<th>CFI (^b)</th>
<th>TLI (^c)</th>
<th>RMSEA (^d)</th>
<th>SRMR (^e)</th>
<th>AIC (^f)</th>
<th>BIC (^g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model I</td>
<td>247.8 (20)</td>
<td>0.833</td>
<td>0.766</td>
<td>0.196</td>
<td>0.098</td>
<td>5767.609</td>
<td>5826.655</td>
</tr>
<tr>
<td>1 factor</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Norman and Skinner)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model II</td>
<td>102.9 (19)</td>
<td>0.938</td>
<td>0.909</td>
<td>0.122</td>
<td>0.069</td>
<td>5624.841</td>
<td>5687.577</td>
</tr>
<tr>
<td>2 factors</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Soellner et al and PCA (^h))</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\( ^a \)Chi-square difference: Model I versus Model II, \( \chi^2_1 = 144.77; P < .001, N=296. \)

\( ^b \)CFI: comparative fit index.

\( ^c \)TLI: Tucker-Lewis index.

\( ^d \)RMSEA: root mean squared error of approximation.

\( ^e \)SRMR: standardized root mean squared residual.

\( ^f \)AIC: Akaike information criterion.

\( ^g \)BIC: Bayesian information criterion.

\( ^h \)PCA: principal component analysis.

### Nonparametric Item Response Theory: Unidimensionality, Local Independence, Monotonicity, and Invariant Item Ordering

The \( H_i \) values of all the items of I-eHEALS and the summary \( H \) coefficient of the scale (\( H=0.553, SE\ 0.032 \)) were above the lower cutoff point of 0.3 (see Table 4). These results confirmed that the I-eHEALS scale can be considered unidimensional, and that all the items measure a single underlying construct as intended.

Exploration of the scale unidimensionality with increasing homogeneity thresholds via AISP indicated that at homogeneity threshold levels of 0.30 to 0.45, all items belonged to the same scale; whereas at a threshold of 0.50, items 6 and 7 clustered together in a separate scale.

Local independence and monotonicity tests suggested no significant violations of these two criteria for any of the items in the dataset, thus confirming that no conditional associations are present between the items except those due to the latent dimension, and that the probability of endorsing response options indicating higher ability increases monotonically for all items as respondents’ level of eHealth literacy increases (Figure 1).

### Table 4. Loewinger’s scalability coefficients for Italian version of the eHealth Literacy Scale (I-eHEALS) items.

<table>
<thead>
<tr>
<th>Item</th>
<th>( H_i^a )</th>
<th>SE (^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I-eHEALS1</td>
<td>0.585</td>
<td>0.036</td>
</tr>
<tr>
<td>I-eHEALS2</td>
<td>0.599</td>
<td>0.033</td>
</tr>
<tr>
<td>I-eHEALS3</td>
<td>0.546</td>
<td>0.044</td>
</tr>
<tr>
<td>I-eHEALS4</td>
<td>0.604</td>
<td>0.034</td>
</tr>
<tr>
<td>I-eHEALS5</td>
<td>0.560</td>
<td>0.039</td>
</tr>
<tr>
<td>I-eHEALS6</td>
<td>0.516</td>
<td>0.043</td>
</tr>
<tr>
<td>I-eHEALS7</td>
<td>0.486</td>
<td>0.042</td>
</tr>
<tr>
<td>I-eHEALS8</td>
<td>0.541</td>
<td>0.040</td>
</tr>
<tr>
<td>Scale</td>
<td>( H^c )</td>
<td>SE</td>
</tr>
<tr>
<td>I-eHEALS scale</td>
<td>0.553</td>
<td>0.541</td>
</tr>
</tbody>
</table>

\( ^a \)\( H_i \): item homogeneity.

\( ^b \)SE: standard error.

\( ^c \)H: scale homogeneity.
The results of IIO assessment indicated no significant violations of this assumption. Thus, the items showed the same order of difficulty across levels of the latent construct, with item 2 as easiest and item 8 as most difficult.

A total of 18 participants had a number of Guttman errors at the extreme high end of the distribution (higher than 1.5 interquartile ranges above the third quartile), and were considered outliers.
Parametric Item Response Theory: Item Properties Within the Rasch Framework

The item infit and outfit and standardized t scores are shown in Table 5. All item fit mean squares were within the accepted range. Underfit (both mean squares >1.4 and standardized fit statistics >2) was identified in 28 persons (9.5%), and 45 (15.2%) overfitted the model (both mean squares <.60 and standardized fit statistics <-2) according to infit values. These results were largely consistent with results for outfit values. All categories had 10 or more observations, except the SD category for item 2 (8 observations). Outfit mean-squares for each rating category were within the accepted range.

Table 5. Italian version of the eHealth Literacy Scale (I-eHEALS) item infit and outfit and standardized t scores.

<table>
<thead>
<tr>
<th>Item</th>
<th>Measure</th>
<th>Model SEa</th>
<th>Infit MSQb</th>
<th>ZSTDc</th>
<th>Outfit MSQ</th>
<th>ZSTD</th>
</tr>
</thead>
<tbody>
<tr>
<td>I-eHEALS1</td>
<td>−0.49</td>
<td>0.09</td>
<td>0.8411</td>
<td>−1.9392</td>
<td>0.8458</td>
<td>−1.8092</td>
</tr>
<tr>
<td>I-eHEALS2</td>
<td>−0.62</td>
<td>0.09</td>
<td>0.782</td>
<td>−2.7092</td>
<td>0.7468</td>
<td>−3.0693</td>
</tr>
<tr>
<td>I-eHEALS3</td>
<td>0.22</td>
<td>0.08</td>
<td>0.9237</td>
<td>−0.9291</td>
<td>0.9461</td>
<td>−0.6291</td>
</tr>
<tr>
<td>I-eHEALS4</td>
<td>−0.12</td>
<td>0.09</td>
<td>0.7068</td>
<td>−3.8793</td>
<td>0.698</td>
<td>−3.9193</td>
</tr>
<tr>
<td>I-eHEALS5</td>
<td>−0.4</td>
<td>0.09</td>
<td>0.8903</td>
<td>−1.3091</td>
<td>0.8549</td>
<td>−1.7091</td>
</tr>
<tr>
<td>I-eHEALS6</td>
<td>0.38</td>
<td>0.08</td>
<td>1.3131</td>
<td>3.5213</td>
<td>1.3256</td>
<td>3.5913</td>
</tr>
<tr>
<td>I-eHEALS7</td>
<td>−0.15</td>
<td>0.09</td>
<td>1.37</td>
<td>3.9814</td>
<td>1.3018</td>
<td>3.2313</td>
</tr>
<tr>
<td>I-eHEALS8</td>
<td>1.18</td>
<td>0.08</td>
<td>1.1172</td>
<td>1.4411</td>
<td>1.1209</td>
<td>1.4511</td>
</tr>
</tbody>
</table>

*aSE: standard error.

*bMSQ: mean-square.

*cZSTD: z-standardized.

The hierarchy of item difficulty (from the easiest to most difficult—item 2 to item 8) and targeting of items and persons are shown in Figure 2. Most participants were located at above average levels of the eHealth literacy latent, whereas items and item category thresholds were located predominantly close to average values. Thus, I-eHEALS was less able to measure respondents with extreme levels of eHealth literacy. In total, 5 maximum scores and 3 minimum scores were identified, indicating limited ceiling and floor effects.

The real person reliability was .87 (person separation 2.57), indicating good ability to distinguish between respondents of different ability levels.

DIF was identified for item 8 by gender (difficulty higher by 0.59 logits for women; P<.001), and for item 7 depending on the source of data (difficulty higher by 0.56 logits in Study 1 than in Study 2; P=.002). No differences in item difficulty were present between respondents aged below 33 years or above 33 years, and between participants with college versus no college education.

Classical Test Theory: Reliability and Validity

The final I-eHEALS (mean 26.64, SD 6.276) had excellent reliability (Cronbach alpha=.891). Pearson correlations and t test to assess differences in I-eHEALS scores related to gender, age, educational level, and frequency of Internet use were performed. None of the respondents’ characteristics under investigation was found to be significantly associated with I-eHEALS scores (Table 6). Pearson correlations between respondents’ I-eHEALS scores and scores on other theoretically correlated constructs showed positive and significant correlations with health information seeking on the Web (r=.434, P<.001), trust in the Internet as a source of health information (r=.251, P=.006), attitudes toward the adoption of the ICTs for health purposes (r=.479, P<.001), eHealth predisposition (r=.377, P<.001), use of Internet searching strategies (r=.453, P<.001), perceived outcomes of seeking health information by surfing the net (r=.577, P<.001), and use of Internet evaluation criteria (r=.331, P<.001).
Figure 2. Hierarchy of Italian version of the eHealth Literacy Scale (I-eHEALS) item difficulty and targeting of items and persons.

Table 6. Association of Italian version of the eHealth Literacy Scale (I-eHEALS) scores with theoretically relevant variables (N=117).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>I-eHEALS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>.202</td>
</tr>
<tr>
<td>Age</td>
<td>.076</td>
</tr>
<tr>
<td>Educational level</td>
<td>.066</td>
</tr>
<tr>
<td>Internet use</td>
<td>.051</td>
</tr>
<tr>
<td>Web-based health information seeking</td>
<td>.434</td>
</tr>
<tr>
<td>Trust in the Internet as a source of health information</td>
<td>.251</td>
</tr>
<tr>
<td>Attitudes toward the adoption of ICTs for health purposes</td>
<td>.479</td>
</tr>
<tr>
<td>Perceived outcomes</td>
<td>.577</td>
</tr>
<tr>
<td>eHealth predisposition</td>
<td>.377</td>
</tr>
<tr>
<td>Use of searching strategies</td>
<td>.453</td>
</tr>
<tr>
<td>Use of evaluation criteria</td>
<td>.331</td>
</tr>
</tbody>
</table>

$^a$: Cohen $d$ effect size.
$^b$: Pearson correlation coefficient.
$^c$: ICT: information and communication technology.
Discussion

Principal Findings

The main aim of this study was to validate I-eHEALS. As previous validation studies did not agree on the factor structure of the scale, particular attention was devoted to the investigation of this aspect. In addition to CTT and factor analyses, IRT techniques were therefore applied to take into account the fact that the items of the scale might differ in terms of difficulty, as it has been recommended for constructs measuring abilities [42]. I-eHEALS scale scores were used to examine group differences and associations with theoretically related concepts.

Although health literacy tools have been examined with other statistical techniques [43,44], most measure developments and validations in the field still rely on less adequate FA methods [45]. Even though some recent studies have already applied IRT to the original eHEALS [23,46], our study was the first to apply these techniques to investigate the structure of a translation of the scale. Also, in contrast with other validations which were conducted in students or in patients’ samples, we used a general population sample. Following the results of preliminary exploratory and confirmatory factor analyses, the scale appeared to have a 2-factor structure. This solution had already been proposed in the past by Soellner and colleagues [14], and the existence of a second dimension was also reported for the Dutch eHEALS version [11]. Borrowing terminology widely used in conceptualizations of traditional health literacy [47], the two dimensions suggested by PCA seemed to refer to functional eHealth literacy skills (items 1-5 and 8) and critical eHealth literacy skills (items 6 and 7), respectively. However, when CFA was performed to compare the fit of model resulting from our PCA and proposed by Soellner and colleagues [14] and of the single-factor model originally proposed by the authors of the scale [7], neither model showed an adequate fit to the data.

The dimensionality of the scale was therefore subsequently assessed using nonparametric and parametric IRT methods, which take into account the fact that the items might differ in terms of difficulty. Such an approach has been recommended for constructs measuring abilities like eHEALS [42]. Mokken analyses showed that the Italian eHEALS version can be considered unidimensional, and that all the items measure a single underlying construct with good homogeneity, in line with what was originally proposed by the authors of the scale [7]. Moreover, our analyses showed that the data fit the MHM and also meet the additional assumption of IIO. There are three key implications of this result for the applicability of the scale (see [24] for a theoretical overview). First, I-eHEALS items can be used to order respondents with respect to their latent eHealth literacy levels based on the scale score, thus justifying the use of mean scores for further analyses. Simply examining reliability via Cronbach alpha is not by itself sufficient to allow the use of mean or sum scores [48], and a confirmation of unidimensionality and monotonocity is necessary before considering its use as an indicator of reliability [49]. Second, fitting the MHM model implies that the test is able to order respondents on the latent measurement continuum in a similar way if different subsets of items are used (and thus achieving item-free measurement). This suggests that the items are a good starting point for developing a larger item pool, from which alternative questionnaire versions can be developed, for instance, for repeated assessments in longitudinal studies. Third, IIO implies that the items target eHealth literacy skills that form the same hierarchy for all respondents (ie, ordering holds at individual level as well). This allows the use of I-eHEALS to compare subgroups of citizens with different levels of eHealth literacy, which is a common aim of health literacy research [50].

The stricter Rasch analyses additionally allowed us to conclude that I-eHEALS has a good ability to distinguish between respondents of different ability levels and that only a few differences in item difficulty were present between male and female respondents, whereas no such differences were found for younger versus older participants or between participants with college versus no college education. Rasch analyses also indicated that the scale is less able to measure respondents with extreme levels of eHealth literacy. Interestingly, the order of difficulty of our items was different from that identified in other studies using IRT on eHEALS [23,46], thus suggesting that some personal characteristics might play a role in the kind of eHealth literacy tasks people perceive as more or less demanding. Participants in our sample rated item 2 as the easiest and item 8 as the most difficult. The Health Science college students in the study by Nguyen et al [23] perceived item 4 to be the easiest item and item 5 to be the hardest item. Within the same study, participants recruited from Amazon MTurk rated item 7 as the easiest item and item 6 as the most difficult one. As acknowledged by Nguyen et al, these differences could be attributed to the demographic makeup of each sample group: Health Science students may be more familiar with the location of health resources on the Internet, whereas tech-savvy and highly educated MTurkers might have higher perceptions of their ability to distinguish high-quality health information versus low-quality health information. We used a general population sample (participants were neither health nor technology experts) and it is therefore reasonable that our participants perceived different tasks as being more or less demanding. We strongly encourage future research to investigate these aspects in more depth.

Consistently with other translated versions of eHEALS, no significant correlations of I-eHEALS scores with respondents’ characteristics were found. Although a rigorous test of this relationship (or lack thereof) would require a more diverse sample as regards age and education, the absence of an association with the traditional determinants of health literacy might be seen as a further indication that eHEALS (and its translations) is not able to capture actual skills. This hypothesis would be supported by a study conducted in two Dutch populations by van der Vaart and colleagues [11]. The authors found no association between scores on eHEALS and an actual Internet performance test, questioning the ability of the instrument to adequately capture the phenomenon under investigation. In this view—as it has been argued in the past—eHEALS could be more realistically described as a measure of self-efficacy in the electronic health information context [11,51]. As suggested by Frisch and colleagues [52], this is a common shortcoming of self-reported measures of
health literacy. In our view, however, this does not undermine the value of eHEALS. According to one of the eHEALS authors, the nonsignificant correlation could be related to the fact that the scale in its present form does not capture the skills related to the use of social media, which have become more and more important in the last few years. In this perspective, eHEALS can still be considered a valid tool for assessing competency with Web 1.0 technologies [53]. Higher I-eHEALS scores were indeed shown to be significantly associated with more frequent Web-based health information seeking, higher trust in the Internet as a source of health information, more positive attitudes toward the adoption of ICTs for health purposes, higher eHealth predisposition, and more positive perceived outcomes of seeking health information by surfing the net. These associations suggest that the scale can safely be used to assess consumers’ perceived comfort and skills in using information technology for health. This would be useful to identify those who may be keener to participate in eHealth interventions or use eHealth resources within a clinical environment and those who are in need of more support.

Limitations
Three limitations of this study have to be acknowledged. First, our sample was younger, more educated, and included a higher percentage of women compared with the general population of the Italian-speaking region of Switzerland [54]. If we consider, however, that these are the characteristics that are usually associated with health information seeking on the Web (eg, [4]), we believe that our sample is suitable to provide us with an adequate snapshot of our population of interest. Yet, being a convenience sample, it cannot be considered truly representative of the population, thus limiting the generalizability of our results. Second, our sample was relatively small compared with other validations of translated version of eHEALS. However, NIRT can cope with small sample sizes better than other statistical techniques [21]. We are therefore confident that sample size had a limited impact on our results, particularly given the small number of items investigated. Finally, we did not include a measure of actual ability to perform eHealth literacy tasks. However, as our goal was to provide a good set of items for investigating eHealth literacy in Italian-speaking populations, this was outside the scope of this study. Nevertheless, we join other scholars in acknowledging the need for more research specifically aimed at further investigating the link between actual and perceived ability to perform eHealth literacy tasks—as it was done by van der Vaart and colleagues [11] in the Netherlands. Only after doing that, it will be possible to fully capture the complexity of the phenomenon under investigation.

Conclusions and Practice Implications
The study confirmed that I-eHEALS is a reliable and valid tool to assess Italian-speaking consumers’ perceived comfort and skills in using information technology for health. A previous validation of I-eHEALS among students had already proven the suitability of the scale among that specific population [16]. The sample used in our study allows us to extend this conclusion to the general population. I-eHEALS can therefore safely be used by public health officials and health care providers to identify those who are most ready to take part in eHealth interventions or to use Web-based resources within both clinical and nonclinical environments, as well as those who would need more support. Moreover, compared with the previous Italian validation, our IRT analysis was also able to highlight several strengths of the scale, for instance, its unidimensionality which justifies the calculation of a total mean score of all the items. Moreover, it indicated future directions in eHealth literacy assessment, such as the importance of wording in item development, and the possibility of extending the item pool and developing alternative versions.
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Abstract

Background: Attachment theory has been proven essential for mental health, including psychopathology, development, and interpersonal relationships. Validated psychometric instruments to measure attachment abound but suffer from shortcomings common to traditional psychometrics. Recent developments in multimodal fusion and machine learning pave the way for new automated and objective psychometric instruments for adult attachment that combine psychophysiological, linguistic, and behavioral analyses in the assessment of the construct.

Objective: The aim of this study was to present a new exposure-based, automatic, and objective adult-attachment assessment, the Biometric Attachment Test (BAT), which exposes participants to a short standardized set of visual and music stimuli, whereas their immediate reactions and verbal responses, captured by several computer sense modalities, are automatically analyzed for scoring and classification. We also aimed to empirically validate two of its assumptions: its capacity to measure attachment security and the viability of using themes as placeholders for rotating stimuli.

Methods: A total of 59 French participants from the general population were assessed using the Adult Attachment Questionnaire (AAQ), the Adult Attachment Projective Picture System (AAP), and the Attachment Multiple Model Interview (AMMI) as ground truth for attachment security. They were then exposed to three different BAT stimuli sets, whereas their faces, voices, heart rate (HR), and electrodermal activity (EDA) were recorded. Psychophysiological features, such as skin-conductance response (SCR) and Bayevsky stress index; behavioral features, such as gaze and facial expressions; as well as linguistic and paralinguistic features, were automatically extracted. An exploratory analysis was conducted using correlation matrices to uncover the features that are most associated with attachment security. A confirmatory analysis was conducted by creating a single composite effects index and by testing it for correlations with attachment security. The stability of the theory-consistent features across three different stimuli sets was explored using repeated measures analysis of variances (ANOVAs).

Results: In total, 46 theory-consistent correlations were found during the exploration (out of 65 total significant correlations). For example, attachment security as measured by the AAP was correlated with positive facial expressions ($r=0.36$, $P=0.01$). AMMI’s security with the father was inversely correlated with the low frequency (LF) of HRV ($r=-0.87$, $P=0.03$). Attachment security to partners as measured by the AAQ was inversely correlated with anger facial expression ($r=-0.43$, $P=0.001$). The confirmatory analysis showed that the composite effects index was significantly correlated to security in the AAP ($r=0.26$, $P=0.05$) and the AAQ ($r=0.30$, $P=0.04$) but not in the AMMI. Repeated measures ANOVAs conducted individually on each of the theory-consistent features revealed that only 7 of the 46 (15%) features had significantly different values among responses to three different stimuli sets.
Conclusions: We were able to validate two of the instrument’s core assumptions: its capacity to measure attachment security and the viability of using themes as placeholders for rotating stimuli. Future validation of other of its dimensions, as well as the ongoing development of its scoring and classification algorithms is discussed.

(J Med Internet Res 2017;19(4):e100) doi:10.2196/jmir.6898
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Introduction
The Relevance of Adult Attachment in Mental Health
Attachment theory originated with the work of a British psychiatrist, John Bowlby [1]. Inspired by ethological observations and evolution theory, he theorized that the chance for survival of human genes had increased by the natural selection of behaviors that augmented proximity and bonding between infants and their caregivers, leading to a greater probability of protection for the children [1,2]. Attachment theory posits an innate psychobiological behavioral system, the attachment system, which activates specially in times of perceived threat, inciting the child to seek the proximity and care of their caregivers, the attachment figures. The system deactivates once a felt sense of security and safety is reestablished [1,3]. Despite the universality of attachment proximity-seeking behaviors in children [4,5], the security and care sought are only found when the attachment figures are capable of responding promptly and adequately [6]. The quality and outcome of these repeated early attachment interactions leave an enduring mark in the developing person [7-10]. The nature of this mark is threefold: it is cognitive, since dynamic representational models of the attachment figures and the relationship with them develop [11,12]; behavioral, because our innate attachment behaviors accommodate to the environment [6], for example, in case of continuous unavailability of caregivers children might stop proximity-seeking behaviors entirely and act as if they were totally independent, a pattern that is then carried into adulthood [14]; and psychobiological, because negative early attachment experiences can lead to differences in the response of the bilateral amygdala and left ventral striatum during stressful situations, and to an overall higher sympathetic activation baseline [15-17].

The different adult attachment patterns have been extensively described in the literature using both dimensional and categorical models [2,18]. In the dimensional approach, the single most important dimension is attachment security [12].

Attachment theory sparked some of the largest and more rigorous longitudinal studies in psychology to date [8,19], proving itself essential in three overlapping research domains of mental health: the study of psychopathology, the study of psychological development, and the study of the psychology of adult interpersonal relationships.

In terms of clinical research, longitudinal studies have shown that negative early attachment interactions in childhood predict childhood attachment security [9], which in turn partially predict adult psychopathology [7,20], whereas cross-sectional studies have consistently linked adult attachment insecurity to several psychopathologies [21,22], such as depression [23], post-traumatic stress disorder (PTSD) [24], or borderline personality disorder [25]. Positive attachment experiences in adulthood, whether naturally occurring or the outcome of therapeutic interventions, can help increase attachment security, which in turn improves mental health [26-28].

In terms of developmental psychology, studies show that developmental competencies that are essential to sustain mental health and to cope with mental health disorders, such as emotional regulation, social skills, or cognitive ability, are associated and interdependent with attachment across the lifespan [7,29,30].

Finally, adult attachment is key in the psychology of interpersonal relationships, including long-term romantic relationships [31,32], which tend to function as a buffer in coping with psychopathology and stress [33,34]. Attachment insecurity has been associated with having more interpersonal problems in general [35], and these problems explain insecure persons’ self-reported loneliness, social isolation, low relationship satisfaction, more frequent relationship breakups, greater physiological stress reaction to interpersonal conflict, and more frequent conflicts and violence [21,36-38]. Secure attachment, in relationship with social support, has been acknowledged as a protective factor for psychological stress [34], with perceived social support mediating the relationship between attachment security and depressive symptoms [33].

Current Limitations in the Assessment of Adult Attachment
Since 1985 (Findings by George C, Kaplan N, and Main M, unpublished data, 1985), various validated instruments for the assessment of adult attachment developed concomitantly within the fields of social psychology and developmental psychology (for a review, see [39]). Social psychology has spurred the development of several questionnaires, such as the Adult Attachment Questionnaire (AAQ [40]) or the Adult Attachment Scale (AAS [41]). Developmental psychology, on the other hand, has relied on a variety of broadly defined semistructured interview methods, beginning with the Adult Attachment Interview (AAI; Findings by George C, Kaplan N, and Main M, unpublished data, 1985) which is considered the “gold standard” [39]. Both approaches suffer from several limitations that affect both research and clinical assessments, and that are reflective of the current state of psychometrics.

Questionnaire-based assessments are self-report measures. As such, they are prone to self-report biases that have been well
described in the literature [42]. In terms of construct validity, there has been no longitudinal association demonstrated between attachment in childhood as measured for example with the Strange Situation Procedure (SSP [43]) and adult attachment as measured with questionnaires [19]. Furthermore, almost no concurrent validity has been found between questionnaires and interview-based assessments of adult attachment, adding to the construct validity controversy [39]. On the other hand, questionnaires of adult attachment are easy, economic, and fast to both administrate and score. Administration can be done remotely, and automatic scoring is possible. These positive practical psychometric characteristics may explain the surge of studies that have chosen questionnaires of adult attachment as their measure [39].

Interview-based assessments of adult attachment rely on some form of semistructured interview, which is later transcribed and scored by a trained judge, that has undergone substantial training in a specific standardized scoring tradition. In a way, this form of assessment is closer to child assessments which also rely on third-party experts for scoring and classification. However, in childhood-attachment assessments such as the SSP, the scoring experts observe behavior in general, whereas in interview methods only transcribed language is analyzed during scoring, thus limiting the scope of dimensions evaluated in this process. The Attachment Multiple Model Interview (AMMI [12]) circumvents this limitation in part, by including in the interview specific probes to gather self-reported information about behaviors.

In terms of construct validity, the AAI has consistently shown a link between parents and their children’s attachment patterns, which is considered strong evidence of its validity [2]. Moreover, a substantial longitudinal link has been found using the AMMI [12], further supporting the consensus that interview methods based on expert judgment can produce results with higher construct validity than self-report measures.

But despite this consensus, interview methods are not without their own limitations. In contrast to their questionnaire-based counterparts, interview methods are difficult, costly, and lengthy to both administer and score. They add additional layers to the process, that is, the manual transcription and coding of the interview. There is a training load required for both administrating and scoring. This process is costly.

Interview methods are impacted by an additional problem: the subjectivity inherent to an expert judge [44]. This limitation might decrease the replicability of attachment studies, adding to psychology’s current “replicability crisis” [45].

Finally and contrary to questionnaires, interview methods cannot be administered remotely, limiting their application, for instance, in Internet-based research.

Advances in Multimodal Analysis and Automatic Detection of Psychological Markers

Finding psychophysiological and behavioral markers of psychological conditions is gaining traction within mainstream psychiatry [46,47], as part of a quest to provide more objective and precise clinical assessments to patients. The American National Institute of Mental Health released a statement in 2013 [48] in which it made explicit its desire of moving toward more objective and precise diagnostic methodologies. Several attempts to tackle this problem have arisen from the Computer Sciences. In a recent review, Cummins et al [46] reviewed the state-of-the-art in the automatic detection of depression and suicidality through the analysis of speech and its paralinguistic acoustic features. Scherer et al [49] described, in 2013, a set of automatically extracted audiovisual nonverbal behavioral features helpful in the identification of depression, anxiety, and PTSD [49]. The link between the objective measure of singular biometric or behavioral markers, and the sought ability to offer more precise diagnoses, relies on the use of machine learning algorithms that can fusion multiple modalities of data at once [50]. This allows for the uncovering of complex multimodal data patterns that can serve in the automatic assessment of specific mental conditions. In recent studies, such multimodal systems have approached human performance in the detection of indicators of PTSD [51]. Since several studies on the specific psychophysiological [2] and linguistic [44] traits of adult attachment already exist and show promise, we decided it was time to use this new technology in the assessment of adult attachment.

The Biometric Attachment Test

The Biometric Attachment Test (BAT) was created with the objective of automatically and objectively measuring attachment in adults. At its core, the BAT is an exposure-based test, which means that the participant being tested is exposed to a short (9 min) standardized set of visual and music stimuli, whereas their immediate reactions and verbal responses, captured by several computer sense modalities, are automatically analyzed for scoring and classification.

There are two aspects of the development of the BAT that require separate attention: the instrument itself, meaning its assumptions, stimuli selection, and administration protocols, which will be articulated in this work; and the test’s automatic classification and scoring algorithms, a work-in-progress that we will briefly touch upon in “Discussion” section.

Construction of the Biometric Attachment Test (BAT)

The BAT was strongly influenced by three previous instruments: Bowlby’s first Separation Anxiety Test (SAT [52]), the previously mentioned SSP [43], and the AAP [13].

The SAT (1976 version [52]) is a projective attachment test for children aged 4-7 years consisting of a set of 6 pictures depicting situations in which a child, separated from their family, must cope on their own without help from their parents. The tested child is asked to interpret the protagonist’s feelings and predict their behavior, and their transcribed responses are later scored and classified.

The SSP is a structured observation protocol for assessing attachment in children aged between 12 and 24 months. During 20 min, the child undergoes a series of separations and reunions from their caregiver, while they are also exposed to the arrival and presence of a stranger. The child’s behavior is videotaped and then analyzed for attachment scoring and classification.

http://www.jmir.org/2017/4/e100/
The AAP is an adult attachment test based on a set of black and white drawings, some of which are ambiguous, depicting more diverse situations that activate the attachment system: separation, loss, solitude, and physical threat [13]. Participants are asked to tell a short story about the pictures, which are transcribed and analyzed, and an attachment classification and continuous scores are obtained [13].

Like the SAT, our BAT uses photos, of real people, in explicit situations. Like the AAP, our stimuli depict a variety of attachment-sensitive situations. Like the SSP, the BAT is meant to produce an alternating activation and deactivation of the attachment system, with stimuli representing themes such as loss, death, or separation alternating with stimuli representing themes such as intimate connection, soothing, or protection.

Unlike other exposure-based and projective tests, the BAT uses music stimuli in addition to visual stimuli, both on its own and concomitantly with visual stimuli. Music was included because of its ability to trigger strong emotional feelings and experiences [53].

Like the SSP, scoring and classification in the BAT take into consideration observed behaviors. In fact, unlike other tests in which verbatim transcripts of verbal responses are analyzed, the BAT captures the participants’ reactions and responses in a variety of modalities: physiological (heart rate [HR] and electrodermal response [EDA]) from which psychophysiological features can be derived (eg, Bayeysky stress index [54]), behavioral (facial expressions, gaze, face distance from stimuli, paralinguistic speech characteristics), and verbal.

The Concept of Themes in the Biometric Attachment Test (BAT)

Exposure-based and projective psychometric tests typically rely on a fixed set of stimuli selected by the authors [13,55]. We pose the following critiques to this approach: first, stimuli can eventually leak into the public domain, such as in the case of the Rorschach [56], and this might undermine a test’s effectiveness due to priming effects. Second, longitudinal studies such as clinical trials require participants to be tested several times using the same instruments, and if stimuli are always the same this might also lead to priming effects. Finally, we believe ideally stimuli should be selected based on input from the general population toward which it is destined.

Our BAT innovates introducing the concept of themes: placeholders for actual stimuli. A theme is a narrative that describes a specific situation to be evoked by a stimulus, with a specific objective. For example, in terms of adult attachment, a theme could be “the loss of a close one,” its objective being to activate the attachment system (ie, to cause attachment-related distress).

Themes thus can solve the aforementioned problems with fixed-stimuli test designs: since themes are placeholders for stimuli as opposed to fixed stimuli, there is no risk if a stimuli set becomes widely known. All the contrary: stimuli in the BAT can—and should—be replaced from time-to-time and from context-to-context. In the case of clinical trials, stimuli sets in the BAT could rotate between assessments. Finally, the process for stimuli selection in the BAT is standardized and crowdsourced, as we will see briefly.

About the themes’ objectives, each is meant to evoke a reaction in the participant depending on the participant’s attachment patterns. The themes were inspired by the SAT, the AAP, the SSP, and attachment theory core principles. In total, 14 themes resulted from this work (see Figure 1).

Theme 1 (“baseline”) was designed to measure the participants’ reactions to being in the test situation, where they are still not being confronted with any attachment-specific stimulus. This provides proper baselines for all biometric and behavioral measures.

Themes 2, 8, and 10 were designed to elicit specific reactions depending on the underlying attachment pattern of the test participant, to help in classification.

All other BAT themes have per objective to either activate (ie, stress) or deactivate (ie, calm) the attachment system. We would like to clarify that throughout this paper we use the terms “attachment activation” and “attachment deactivation” in their literal sense, that is, the way in which the attachment system is activated when under specific relational stress and how it becomes deactivated when that relational stress is sufficiently addressed. This is not to be confused with “avoidant deactivation,” a “Minimizing strategy (...) conceived by Main (1990) as a shift of attention away from conditions normally eliciting attachment behavior, leading to the apparent absence of attachment behaviors in such circumstances” [12].

Stimuli Selection in the Biometric Attachment Test (BAT): A Standardized Process

A set of objective and subjective criteria were developed for each of the BAT’s themes. The objective criteria were directly derived from the themes’ narratives: for example, for a stimulus to be appropriate to represent the “attuned mother-child” theme, there should be a mother and a child in the picture. Subjective criteria are notions that require more complex judgments: for example, for a stimulus to be appropriate to depict the “attuned mother-child” theme, the child and the mother must seem attuned to each other and, thanks to said attunement, they should both seem relatively relaxed. To decide whether a mother or a child seem relaxed or not just by looking at them in a picture is a subjective process that should not be arbitrarily decided by researchers.

We used the straightforward objective criteria to preselect stimuli: three large picture databases conceived for the study of emotion were used: the Nencki Affective Picture System (NAPS [57]), the International Affective Picture System (IAPS [58]), and the Geneva Affective Picture Database (GAPED [59]). In some cases, none of these databases had enough pictures for some of the themes, so we turned to a stock picture service, iStockPhoto. We ended up with 126 preselected pictures.
The Web-Based Survey
We then created an anonymous web-based survey using SurveyGizmo services. The survey randomly introduced each of the preselected pictures, accompanied by sliders that participants could adjust to the right or to the left, signaling a judgment about a specific criterion. In the case of the “attuned mother-child” theme, for example, one of the available sliders allowed the participant to judge the perceived level of stress of the child in the picture. We always opposed two traits (eg,
stressed vs relaxed), randomizing their order and starting with the slider in the center among them.

Our survey was made available in Spanish, English, and French and was distributed through social media and email campaigns in the United States, France, and Argentina. A total of 520 participants (female=72.3%, 376/520, male=27.7%, 144/520), of a variety of ages (mean 37.53, SD 10.87) responded. The survey was kept online for a period of 10 days between March 3, 2016 and March 13, 2016. Results where then cleaned-up using standard survey results cleaning best practices [60].

We created composite scores formulas for each of the 14 BAT themes, allowing to combine the subjective criteria measured in the survey. For the “attuned mother-child” theme, for example, the composite score formula was composed by the perceived level of genuineness of the picture, plus the perceived attunement between mother and child in the picture, minus the perceived levels of stress in the child and in the mother in the picture, individually.

A minimum required composite score was set for each theme to prevent stimulus that are not evocative enough from being used in the future.

The list of themes, objective and subjective criteria, as well as the survey design, are available for other researchers to generate new stimuli sets for the BAT in the future (contact corresponding author).

Music selection was easier and did not require a survey process. Music themes were conceived to convey basic raw emotions (eg, theme 9, “raw sadness”). A total of 25 short music clips were selected from a music set conceived to elicit emotion and that already provides scores on discrete perceived emotions [61]. We simply chose the music clips with higher scores in the required emotion per theme.

Biometric Attachment Test (BAT) Administration Procedure

The BAT automatic administration procedure was constructed using OpenSesame software, version 3.1.2 [62]. The full test duration is of 9 min.

Before beginning, the participant is instructed to observe the visual or listen to the music stimuli as long as it is visible or audible, and then to describe aloud what they felt about it.

During the test, each theme stimulus is automatically presented for 15 s, followed by a black screen displaying the phrase “What did you feel?” which shows for 25 s, whereas a countdown slider displays the available time to respond. It then shows the phrase “Thank you. Here is the following stimulus...,” for 5 s, followed by the following stimulus, and so forth.

The test is administered with the person being alone with the computer in a room; aloneness can facilitate the activation of the attachment system [1] and renders the test situation closer to Ainsworth’s SSP [6]. It also removes possible interference from researchers.

Hypotheses of This Study

This study was designed to empirically evaluate two core assumptions of the BAT:

H1: Those adults with higher attachment security will more successfully use the BAT’s attachment-deactivating themes to reassure and soothe themselves, and this will be in turn reflected in specific psychophysiological, behavioral and linguistic markers. Theme 4 (“attuned father-child”), 7 (“attuned couple”), and 13 (“attuned mother-child”) are evocative of the availability of attachment figures and will be used to test this hypothesis.

H2: Different stimuli sets, selected through our standardized process, are interchangeable and cause very similar responses or reactions in participants. Specifically, the features most associated with attachment security will remain consistent across three different stimuli sets.

Methods

Sample

The sample consisted of 59 French francophone participants (45 females, 14 males) that were interviewed between March and May, 2016. The sample was formed from multiple sources in different regions of France: 9 psychiatric patients recruited at University Hospital Center Sainte-Étienne and 7 recruited at the Ville Evrard Center of Psychotherapy in Saint Denis; 29 volunteers enrolled in Mornant, Paris, and Rouen; and 14 college students enrolled at Paris 8 University in Saint Denis. It was intended for the sample to be as diverse as possible in terms of age (mean 35.7, SD 12.2), occupational status (10% unemployed, 6/59, 32% employed, 19/59, 33% students, 20/59, 23% other, 14/59), as well as relationship status (37% in a relationship, 22/59, 23% married, 14/59, 11% separated or divorced, 7/59, 25% single, 14/59, 3% unknown, 2/59) and psychopathology (27%, 16/59 were patients). Since questions about ethnicity or race are not allowed in French research, we don’t have information to report about the ethnic diversity of our sample. All participants signed informed consent forms in accordance to best practices in French Universities.

Measures

Adult Attachment Questionnaire

Fifty of our participants completed the AAQ before the interview, as a web-based questionnaire. The AAQ is a 17-item measure that asks individuals to indicate how they relate to romantic partners in general. It yields a continuous measure of attachment security with regards to romantic partners [40].

Adult Attachment Projective Picture System

All our participants completed the AAP test, which was introduced earlier. Transcripts of the AAP were scored by a trained member of our team blind to all information about the participants. Interjudge reliability was obtained for 5 cases that were double-coded by one of the AAP’s creators, with 80% of interrater agreement for both classifications and scores. The AAP outputs a continuous attachment security score, called “agency of self,” which per George [13] has both an inward and outward aspects. For this study, we’ll focus on the latter, which
evaluates the degree to which an individual seeks for, and trusts, attachment figures to provide for them a haven of safety in times of stress [13].

**Attachment Multiple Model Interview**

The AMMI is a validated semistructured interview that investigates participants’ reactions in attachment-related situations. By analyzing and scoring transcriptions of the interviews, AMMI provides scores for three different attachment relationships: attachment to mother, father, and partner [12]. Since each relationship requires a specific amount of interview time, not all participants were able to complete all the interviews: attachment to the mother was evaluated for 27 participants, attachment to the father for 23, and attachment to the partner for 17. Transcripts of the AMMI were scored by a trained member of our team. Six cases were double-coded by the AMMI’s creator, and interrater reliability was satisfying (83% of agreement).

The aforementioned measures have been validated in several languages including English. Their French version was used during this study.

**Biometric Attachment Test**

In order to evaluate our second hypothesis, we produced three BAT stimuli sets for this study: two fixed ones (ie, that show the same stimuli each time they are used) and a randomized one (ie, that shows different stimuli each time it is used). We have used the results from the French subsample of the survey respondents (n=194) to select the best pictures for a French population. The higher ranked pictures for each theme were put together in a stimuli set; the second higher ranked pictures were put together in a second stimuli set; and the pictures ranked third, fourth, and fifth were used to create a third set that randomly chooses one of those pictures each time it is played.

All 59 participants were exposed to the first stimuli set, 41 of them were also exposed to the second set, and 50 to the third rotating-stimuli set. Sets were presented one after the other.

**Physiological Measures**

HR was measured using the photoplethysmography sensor of an Empatica E4 wristband device. The sensor’s reliability has been established [63]. Like all heart sensors, the E4 is subject to artifacts produced by movement. Quality readings were obtained for 29 participants during the first BAT set, 19 during the second BAT set, and 9 during the third. Electrodermal activity (EDA), with a specific interest in skin conductance response (SCR), was measured using the EDA sensor of the Empatica E4 wristband device. Quality readings were obtained for all participants during all BATs. The EDA sensor’s reliability has been tested by the manufacturer [64]. Deliberately choosing to use a wireless wristband to measure physiological signals allowed our participants a more natural experience during the test.

**Video and Audio Recording**

Video of the participants’ faces was obtained through the computer’s webcam (Microsoft Surface Pro 4) and their speech was recorded using a USB Microphone (Samson GoMic). Since the BAT stimuli were presented using the same computer, gazing toward the stimuli was almost equivalent to gazing in the direction of the camera, facilitating gaze tracking.

**Feature Extraction**

We conducted extensive feature extraction from each of the sense modalities captured during the BAT. All feature extraction procedures described below, including noise filtering processes, were performed programatically without the need for human supervision.

The interbeat interval (IBI) was automatically calculated from the HR data by proprietary algorithms of the Empatica E4 research wristband [65]. The IBI files were cleaned of artifacts using Artiifact software, version 209 [66]. The same software was used for the extraction of heart rate variability (HRV) features (for a review of most standard HRV features, see [67]). We created a function in Microsoft Excel’s Visual Basic for Applications version 7.1 to automatically calculate Bayevsky stress index [54] from the IBI files.

From the EDA data, SCR, phasic maximal activity, and tonic skin conductance features were extracted using LedaLab software version 349 [68].

From the video data, facial expressions (such as anger and contempt, as well as the composites negative, neutral, and positive) were extracted using FACET’s Emotient [69]. A face size measure was extracted by the same software, which permits to establish the movement toward or away from the camera and thus the stimuli. Gaze direction was extracted using OpenFace [70].

From the audio recordings of the participants’ responses, paralinguistic acoustic features were extracted using the Cooperative Voice Analysis Repository for Speech Technologies (COVAREP) version 1.2 [71]. They help identify a breathy, relaxed voice from a tense voice.

We used Python and the French language model of Google’s Cloud Speech API to generate automated transcripts of all responses. We then processed the transcripts using Python and Linguistic Inquiry and Word Count (LIWC) French dictionary [72]. This dictionary is organized in 64 psychologically meaningful word categories. The frequency of each word category in the response to each theme was calculated, to be used as linguistic features.

Extracted features per theme were then treated in two different ways:

- **Subtracted baseline:** results on the first theme (baseline theme) were subtracted from all other themes’ results. In theory, the resultant score should be more individualized to each person’s individual characteristics (eg, their specific mean HR baseline).

  - **Subtracted previous theme:** results on each theme were subtracted from the following one. In theory, the resultant score would isolate results from the exposure to the theme under analysis from the cumulative score due to exposure to all precedent themes (eg, the specific augmentation or decrease in mean HR when exposed to theme 7).

For many features, we further separated the reaction during exposure to the stimuli from the reaction during the verbal...
response to the stimuli, for example, facial expressions during exposure versus response.

Due to the high number of features extracted, the number of BAT themes, the two treatments we just described, and the separation between exposure and response, feature extraction led to a total of 4264 features per participant per stimuli set.

In this study, we will focus on specific themes instead of the entire stimuli set, and each theme has 202 features (see Figure 2). In total, 2436 features pertain to the entire stimuli set as opposed to any single theme (e.g., total stimuli-set-wise mean HR).
Analyses
A first exploratory analysis, conducted in MathWorks Matlab version R2016A, consisted of performing correlation matrices to uncover associations between attachment security as measured by the AAQ, the AAP, and the AMMI, and the features extracted from BAT responses. For the AAQ and the AAP, we used Pearson correlations, whereas Spearman rank was used for the AMMI due to the small number of assessed participants. Since AAQ measures attachment to romantic partners, it was evaluated...
vis-à-vis theme 7 (“attuned couple”). AAP attachment security is concerned with attachment figures in general, thus we evaluated it with regards to a composite formed by the mean of responses to theme 4 (“attuned father-child”), theme 7 (“attuned couple”), and theme 13 (“attuned mother-child”). As per the AMMI, since it yields security scores for mother, father, and partner separately, we explored each in relationship to the corresponding BAT theme (themes 13, 4, and 7, respectively).

A second, confirmatory analysis was conducted using IBM SPSS Statistics version 23 to verify if our exploratory findings were not a mere spurious byproduct of multiple hypotheses testing [73]. We proceeded with a stringent approach consisting of producing a single “composite effects index” out of all available features (weighted in the same direction), then testing such index for a Pearson correlation vis-à-vis the variable of interest [74,75]. This approach circumvents the problem of type I errors often encountered in exploratory analyses. It also accounts for the problem of type II errors, which are likely when statistical correction procedures to control for family wise error rate (eg, Bonferroni correction) or false discovery rate (eg, Benjamini-Hochberg correction) are performed in studies with small samples, an elevated number of features, or small effect sizes such as ours [76-78].

For this analysis, our features’ scores were first transformed into z scores. Next, they were added to either an undesirable effects group or a desirable effects group. The decision was based on the literature available on each of the set of features, with the following results: the high frequency (HF) component of HRV (associated with parasympathetic “relaxing” activation), HRV’s SDNN, RMSSD, NN50, and pNN50 features (all of which convey slightly different aspects of the same, desirable construct: HRV), COVAREP features associated with a “breathy” relaxed voice, Emotient’s “positive emotions” composite, as well as the head size (proximity of participant to stimuli source), were all summed up within a desirable effects group. On the other hand, Bayevsky’s stress index, HR, gazing away from the stimuli, COVAREP features associated with a “tense” voice, Emotient’s “negative emotions” composite, as well as SCR levels were all summed up within an undesirable effects group. For each of the aforementioned features, scores extracted from the exposure phase and those from the response phase of the BAT were summed up (when available). Score treatments (subtracted baseline, subtracted previous theme) described earlier were also summed up, when available. Finally, a single composite effects index was created by subtracting the total score of the undesirable effects group from that of the desirable effects group. This index therefore is weighted in such a way that a higher score means more desirable effects and vice versa. Figure 2 illustrates this analysis.

Unfortunately, we could not include LIWC (linguistic features) in the analysis because they cannot easily be distributed among simple desirable or undesirable effects groups (eg, features such as “frequency of future tense verbs”). Finally, a few mathematically redundant (ie, equal information) features were omitted from this analysis, namely, the LF component of HRV in normalized units, as well as the HF/LF ratio of HRV (because their information is mathematically redundant with respect to the HF component in normalized units, see [79]); the percentage (%) and absolute power versions of the HF component feature (because the normalized units version of the feature controls for the very low frequency (VLF) component of HRV and thus is a more realistic measure of the same construct); the mean and median R-R features of HRV (because they are redundant with respect to HR). Specific EMOTIENT emotion features (eg, sadness) were not included separately since they are all included in two composites already produced by the software, one for negative expressions and the other for positive expressions. The Phasic maximal activity feature of EDA was not included for being redundant with respect to EDA’s SCR. The tonic skin conductance feature was not included because it requires longer measuring durations to be meaningful (they were calculated for future analyses focusing on the totality of the BAT instead of just isolated themes). The total amount of features per theme that ended being added up in the composite effects index is of 61 (see Figure 2).

A third analysis, conducted using IBM SPSS Statistics version 23, consisted in performing repeated measures analysis of variances (ANOVAs) on the BAT responses extracted features that were revealed as both statistically significant in their correlation to attachment security as well as theory consistent with attachment theory. The objective was to evaluate if those features yielded different results across different BAT stimuli sets or if they were consistently similar.

**Results**

**Correlation Exploratory Analyses**

**Adult Attachment Questionnaire (AAQ; Pearson Correlations)**

In the responses to BAT’s theme 7 (“attuned couple”), AAQ romantic attachment security was negatively correlated with negative facial expressions in general during exposure (r=-.32, P=.02) and anger in particular during response (r=.43, P=.001) and exposure (r=.38, P=.006). AAQ attachment security was also negatively correlated with the inhibition (r=-.38, P=.008), tentative (r=.34, P=.02), and feeling (r=-.41, P=.004) categories of LIWC.

**Adult Attachment Projective Picture System (AAP; Pearson Correlations)**

In the responses to BAT’s theme 4 (“attuned father-child”), theme 7 (“attuned couple”), and theme 13 (“attuned mother-child”), using the mean of the responses to the three themes as a composite score, AAP attachment security was correlated with the NN50 after subtracting baseline (r=0.48, P=.007) and pNN50 after subtracting baseline (r=.38, P=.04), features of HRV, while it was negatively correlated with Bayevsky’s stress index after subtracting baseline (r=-.45, P=.01). AAP security was also correlated with the H1-H2 ratio of COVAREP after subtracting baseline (r=.30, P=.02). It was correlated as well with the hearing (r=.31, P=.02), we (r=.45, P<.001), leisure (r=.28, P=.04), and they (r=.40, P=.002) categories of LIWC. It was also correlated with positive facial expressions in general during exposure (r=.32, P=.01) and response (r=.36, P=.005) after subtracting previous theme, and joy in particular during response (r=.38, P=.003) after...
subtracting previous theme, as well as disgust in both exposure (r=31, P=0.02) and response (r=33, P=0.01) after subtracting previous theme. It was also negatively correlated with surprise on both exposure (r=−29, P=0.03) and response (r=−32, P=0.01), confusion during both exposure (r=−37, P=0.04) and response (r=−37, P=0.04), confusion during response (r=−28, P=0.03) after subtracting previous theme, anger during both exposure (r=−29, P=0.02) after subtracting previous theme, sad expression during response (r=−26, P=0.04) after subtracting previous theme, neutral expression during response (r=−29, P=0.02) after subtracting previous theme, fear during exposure after subtracting baseline (r=−26, P=0.05), and contempt during response (r=−26, P=0.05). It was negatively correlated with head size during exposure (r=−32, P=0.01) after subtracting previous theme and with head size during both exposure (r=−37, P=0.03) and response (r=−35, P=0.01) after subtracting baseline.

Attachment Multiple Model Interview (AMMI; Spearman Rank Correlations)

In the responses to BAT’s theme 4 (“attuned father-child”), AMMI father attachment security was correlated with the past tense (r=0.47, P=0.02), and negatively correlated with the discrepancy (r=−0.46, P=0.03) categories of LIWC. It was also negatively correlated with the LF feature of HRV after subtracting baseline (r=−0.87, P=0.03), and with SDNN feature of HRV after subtracting baseline (r=−0.87, P=0.03). It was also negatively correlated with head size in both exposure (r=−0.43, P=0.04) and response (r=−0.45, P=0.03). Finally, it was negatively correlated with facial expression of frustration during response (r=−0.67, P<0.001) and frustration after subtracting baseline during exposure (r=−0.44, P=0.04), as well as expressions of frustration (r=−0.53, P=0.01) and surprise (r=−0.43, P=0.04) after subtracting previous theme.

In the responses to BAT’s theme 13 (“attuned mother-child”), AMMI mother attachment security was correlated with SCR (r=0.46, P=0.02). It was correlated with facial expressions of sadness during exposure after subtracting baseline (r=0.42, P=0.03). It was negatively correlated with facial expression of sadness (r=−0.51, P=0.01) and with gazing away from the stimuli during exposure (r=−0.41, P=0.03) after subtracting previous theme.

In the responses to BAT’s theme 7 (“attuned couple”), AMMI partner attachment security was correlated with the high frequency feature of HRV in both normalized units (r=1, P=0.02) and percentage (r=1, P=0.02) after subtracting previous theme, and it was negatively correlated with the low frequency feature of HRV in both normalized units (r=1, P=0.02) and percentage (r=1, P=0.02) after subtracting previous theme, negatively correlated with the ratio of low versus high frequency of HRV (r=0, P<0.02) after subtracting previous theme, as well as negatively correlated with the mean heart rate (r=0, P<0.02). It was correlated with SCR (r=−0.61, P<0.01). It was also correlated with face closeness to screen after subtracting baseline (r=−0.56, P=0.02). It was negatively correlated with COVAREP Rd feature after subtracting baseline (r=−0.60, P=0.01). It was correlated with facial expressions of surprise after subtracting baseline (r=−0.59, P=0.01). Finally, it was correlated with LIWC exclusion category (r=−0.49, P=0.05).

Confirmatory Analysis

Our composite effects index was significantly correlated to attachment security in the Adult Attachment Projective Picture System (r=0.26, P=0.05) by using the mean score from features of themes 4, 7, and 13 (like in the previous analysis), and significantly correlated to attachment security in the AAQ (r=−0.30, P=0.04) by using scores from features of theme 7. Security with father, mother, and partner in the AMMI were unrelated to the composite effects index by using scores from features of themes 4, 13, and 7, respectively.

Analysis of Variances (ANOVA)

Repeated measures ANOVAs were conducted on each of the 46 features that were both statistically significant in their correlation to attachment security as well as theory consistent across the responses to the 3 BAT stimuli sets during the aforementioned specific themes. They revealed that only 7 (15%) of the 46 features had significantly different values depending on the stimuli set. Those features were the tentative category of LIWC during theme 7, F1,56,49.92=4.81, P=0.02 (after a Greenhouse-Geisser correction); gazing away from the stimuli (after subtracting previous theme) during exposure to themes 13, F2,76=5.75, P=0.005; and during themes 4, 7, and 13 (mean of the three), the hearing category of LIWC, F2,64=4.37, P=0.02; the leisure category of LIWC, F2,64=4.63, P=0.01; confusion facial expressions during exposure, F1,7,66=5, P=0.01 (after a Greenhouse-Geisser correction) and during response, F1,7,63=6.3, P=0.005 (after a Greenhouse-Geisser correction), as well as anger facial expressions during response after subtracting previous theme, F1,7,62=3.7, P=0.04 (after a Greenhouse-Geisser correction).

Discussion

Principal Findings

Earlier in this work, we discussed the relevance that attachment theory has earned in mental health research, and we commented on the current limitations of psychometric instruments for assessing adult attachment.

We presented the BAT, a new adult-attachment assessment instrument, explicating its sources as well as its rationales and assumptions.

We then set to empirically evaluate two of the BAT’s core assumptions: that its themes can help measure attachment security as assessed by validated measures such as the AAQ, the AAP, and the AMMI; and that rotating the stimuli sets in the BAT would not alter the participants’ responses to the test.

Regarding the first hypothesis H1, during our exploratory analysis we were able to find physiological, behavioral, and linguistic markers of attachment security, both in general, and specific to romantic partners, mother, and father. These markers were elicited by the BAT’s specifically designed attachment-deactivating themes, which counts as preliminary evidence for the instrument’s internal and construct validity.
There was an important level of coherence, as well as theory consistency within our findings: in the presence of attachment-deactivating, reassuring stimuli, the more securely attached individuals experienced parasympathetic activation and sympathetic deactivation, a relaxation response revealed by increase in the HF and decrease in the LF of HRV [67], which also produced a decrease in overall stress as shown by the Bayevsky stress index [54]. During the verbal responses, the more securely attached participants’ voices became breathier, as revealed by COVAREP, indicating relaxation [71], and used more words that can convey attunement, like words related to hearing (eg, listen, heard) and the we pronoun, and conversely less words that can convey relational distress, like words related to inhibition (eg, block, constrain) and to tentativeness (eg, maybe, guess). Positive facial expressions, including joy, were related to attachment security, and their negative counterparts were mostly negatively correlated, as the theory would suggest. The more secure participants tended to not gaze away from the reassuring stimuli but, instead, got physically closer to them. Findings were not all theory consistent, however, as we’ll see below.

Since our exploratory analysis was based on multiple hypotheses testing, a statistical concern arose: could these findings be just the product of chance? But when all the available features, including the many that were not significantly correlated with attachment in the exploratory analyses, were summed up in a single composite effects index, said index was significantly correlated with two of our three attachment security “ground truth” measures, attesting to the robustness of the findings. This analysis might also suggest that some of the features not showing a statistically significant association with attachment security might not achieve so because of a small sample size or small effect sizes. Composites help increase the effect size of features weighting in the same direction, statistically revealing their direction [74].

We believe this sort of multimodal automatic appraisal of “the whole picture” that is an attachment-deactivating reaction, from a behavioral, psychophysiological, and linguistic standpoint, is a taste of what is becoming possible for psychometrics. Moreover, the fact that our data was obtained outside of a lab setting, using a consumer tablet and its webcam, a consumer-grade USB microphone, and a wireless wristband, attests to the pace at which sensing technology is advancing, offering a glimpse at how effortlessly these measures could be obtained in a close future.

Regarding the second hypothesis H2, 84% (39/46) of the features revealed as associated with attachment security and that were theory consistent were stable across three different BAT stimuli sets. This is especially remarkable given that one of those stimuli sets (always presented second in order) was randomized every time the test was administrated, which means that no person, among our sample, saw or listened to the exact same second stimuli set. This finding suggests that during the BAT, participants react and respond mainly to the themes (ie, the attachment narratives) which are being evoked by the stimuli, and not so much to the stimulus details themselves (eg, the color of a person’s hair or the specific background). This also suggests that, as long as stimuli are selected using the standardized procedure described in this work and our minimum fitness scores are respected, new stimuli sets could be developed for the BAT without affecting its capacity to evoke and measure attachment. H2 results suggest, of course, that we should stop including the 7 features that did change across stimuli sets in further developments of the BAT’s scoring algorithms, as they seem to be less reliable when stimuli sets are varied.

We have chosen not to perform multiple comparison corrections (eg, Bonferroni) in our repeated measures ANOVAs to, counterintuitively, increase the rigor of the analysis. This is because within our ANOVA analysis, we compared 46 features across 3 different stimuli sets, for a total of 138 F tests. A Bonferroni correction would imply that the alpha level is divided by the number of comparisons (.05/138) for a corrected alpha level of .0003. It would be very difficult for any difference to be found under this alpha level with our sample size. This would be a convenient result, but probably a false one.

**Limitations**

Out of the 65 significant correlations revealed by our exploratory analysis, 19 (29%) seemed to go against what would be expected from an attachment theory perspective. Some of the most striking examples were the increase in sadness expressions correlated with AMMI mother model security, or the increase of disgust expressions correlated with AAP security. Thus when developing our scoring and classification algorithms in the future, it will be important to discard such features, unless we can find theoretical underpinnings for them.

The confirmatory analysis we performed, based on creating a composite effects index, was designed to prove that overall the many features studied when put together weighted in the right direction in correlation with attachment security. We argue that this is confirmatory evidence for the construct validity of the BAT, namely that the test activates people in a way that can be captured by multiple modalities and that is correlated with attachment security; but we do not present this as confirmatory evidence for the relationship of any specific feature and attachment security. For example, our study suggests, but does not confirm, that a breathier voice can be a watermark of a more securely attached person during an attachment-soothing situation. In this sense, specially associations of LIWC features and attachment security should be seen as merely exploratory since LIWC was not included in our confirmatory analysis (for a rigorous confirmatory study about LIWC features and attachment, see [80]). As for security in the AMMI, which was not significantly correlated with our composite effects index (albeit it was with several individual features), it is important to restate that only a fraction of our sample took that test (n=27 for the mother model, n=23 for the father model, n=17 for the partner model) and since the effect sizes of most features are small, this might explain the lack of association.

In our ANOVA analysis, we decided to include only features that were found to be both statistically significant in their associations to attachment security as well as theory consistent in that association. Why? We compared incredibly different variables in these ANOVAs; from word count on a variety of categories to facial expressions to HRV, and so on, as a reaction to very different image and music combinations. All these
features were calculated without human supervision out of the raw input data, introducing some degree of random error that should favor a finding of difference between answers to different stimuli sets. As a result, odds were stacked in favor of finding differences, and avoiding a multiple comparison correction made it more so as explained above. Including more features (eg, theory-inconsistent features) without controlling for multiple comparisons would generate just too many type I errors for the analysis to be useful.

Future Directions

The BAT was designed to test far more than the attachment security dimension. The different themes in the BAT were designed to also test for the other three main attachment dimensions: attachment anxiety, attachment avoidance [40], and attachment disorganization [12]. They were also designed to measure attachment defenses, such as deactivation, cognitive disconnection, and segregated systems [13]. Different themes heighten differences in the reactions of the four classic adult attachment groups (dismissing, preoccupied, secure, unresolved) to help in classification of attachment. Finally, some themes in the BAT were designed to measure emotional regulation, as measured by instruments such as the Difficulties in Emotion Regulation Scale (DERS [81]), and relational trauma, as measured by the trauma system of the AAP [13]. Empirical validation of the BAT’s fitness to measure these constructs is, of course, warranted. An important area of our work with the BAT is the development of algorithms to automatically score and classify attachment based on extracted features from responses to the test, like the ones highlighted by this study.

This endeavor is complex. It entails finding the right fusion formula for the different BAT features so that the emerging multimodal pattern can accurately predict attachment continuous scores and classifications. It also entails extensive cross-validation to verify the generalizability of the prediction capability to new cohorts. We are underway in this work, and in fact we have developed preliminary regression and classification algorithms capable of predicting ground truth attachment continuous scores and classifications better than chance, cross-validating our results to prevent over-fitting and to warrant generalizability.

Conclusions

Overall, this study brings us one step closer to our goal of developing an automatic and objective adult attachment test. In the future, a 9-min BAT test could be deployed through the Internet to participants or patients residing in remote areas. The test could be scored instantaneously and automatically, with the results becoming available to the researcher or clinician just minutes later. We hope that this could unleash a new wave of attachment research as well as favor clinical attachment testing, in turn benefiting patients by offering them more cost-effective and efficient mental health assessments and treatments.
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Abstract

Background: The capacity to advertise via the Internet continues to contribute to the shifting dynamics in adult commercial sex work. eHealth interventions have shown promise to promote Internet-based sex workers’ health and safety internationally, yet minimal attention has been paid in Canada to developing such interventions. Understanding the information communicated in Internet-based sex work advertisements is a critical step in knowledge development to inform such interventions.

Objective: The purpose of this content analysis was to increase our understanding of the health and safety information within the Internet advertisements among women, men, and transgender sex workers and to describe how this information may be utilized to inform eHealth service development for this population.

Methods: A total of 75 Internet-based sex worker advertisements (45 women, 24 men, and 6 transgender persons) were purposefully selected from 226 advertisements collected as part of a larger study in Western Canada. Content analysis was employed to guide data extraction about demographic characteristics, sexual services provided, service restrictions, health practices and concerns, safety and security, and business practices. Frequencies for each variable were calculated and further classified by gender. Thematic analysis was then undertaken to situate the communications within the social and commercialized contexts of the sex industry.

Results: Four communications themes were identified: (1) demographic characteristics; (2) sexual services; (3) health; and (4) safety and security. White was the most common ethnicity (46/75, 61%) of advertisements. It was found that 20-29 years of age accounted for 32 of the 51 advertisements that provided age. Escort, the only legal business title, was the most common role title used (48/75, 64%). In total, 85% (64/75) of advertisements detailed lists of sexual services provided and 41% (31/75) of advertisements noted never offering uncovered services (ie, no condom). Gender and the type of Web-based platform mattered for information communicated. It was found that 35 of the 45 women’s advertisements were situated in personal websites and hosted details about nonsexual aspects of an appointment. Men and transworkers used Internet classified advertisement platforms with predetermined categories. Communications about sexually transmitted infections (STIs) occurred in only 16% (12/75) of advertisements with men accounting for 7. Women’s advertisements accounted for 26 of the 37 advertisements noting safety restrictions. Zero men or transpersons restricted alcohol or drug use. In total, 75% (56/75) of advertisements offered out-call services and the average minimal hourly rate ranged from Can $140/h to Can $200/h.
Conclusions: The study findings contribute to understandings about the diverse platforms used in commercial sex advertisements, and how sex workers frame information for potential clients. This information affords health care providers and policy makers insights into how they might assist with promoting the health of Internet-based sex workers and their clients.
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Introduction

Background

The capacity to advertise via the Internet continues to contribute to the shifting dynamics in adult commercial sex work [1,2] creating unprecedented opportunities for sex workers to determine how they will conduct business and allowing for greater control over their work [3]. Health-related benefits associated with Internet-based sex work, defined as the use of Internet by adults to facilitate consensual exchange of sexual services for money, include increased income, autonomy, and safety when compared with street-level sex work or working for a third party [1,4-6]. Internet-based sex workers can also, however, experience depression, isolation, violence, sexually transmitted infections (STIs), and substantial barriers in accessing and receiving health services [2,7-13].

Internationally, eHealth interventions have shown promise to promote health and safety among Internet-based sex workers [14,15]. Minimal attention has been paid in Canada, however, to developing interventions tailored to this population. The dearth of information about Internet-based sex work and the health practices and experiences of those involved may be contributing to oversights in eHealth intervention development [8,9,16].

Currently, the Internet is the primary advertisement medium used within the commercial sex industry. Internet advertisements for independent (ie, self-employed) Internet-based sex workers are in the hundreds of thousands each day on an international scale [1,17-23]. The analysis of information communicated within Internet-based sex work advertisements offers great promise to help improve our understanding of this population and the health and safety norms and expectations within the sex industry [8,10,21]. Indeed, an analysis of Internet advertisement content is a critical step in contributing to the knowledge needed to develop targeted and effective eHealth interventions.

To date, a small number of international studies have contributed to an evolving knowledge base about the content of Internet sex work advertisements. Although variation in the level of detail in advertisements occurs, preliminary evidence indicates that information about sexual services, pricing, locations, physical and interpersonal characteristics, and contact instructions are commonly included [8,13,19,21-28]. Gender variations in content have been reported suggesting that descriptions of personal spaces, personalities, and noncommercial services such as dinner and companionship are more common to women’s advertisements [22]. Photographs are frequently included although many are partial images where the person’s face is not fully recognizable; a situation that may reflect concerns about confidentiality and privacy [19,27].

Much of the extant research on the content of Internet advertisements emphasizes men selling sexual services to other men with some conflicting results about their health practices [12,25,26]. In one US study, for instance, it was reported that 19% of Internet advertisements by men cited exclusive safer sex practices [24]. Conversely 90% of ads that focus on women in a separate US project cited always engaging in safe sex and 16% included a statement of a preference for drug use during sexual activities [8]. Research concerning women’s advertisements is dominated by those of men 

In this paper, we contribute to the growing knowledge about Internet-based sex work by detailing the results of a content analysis of Web-based advertisements within a Canadian context. The study purpose was to increase understanding of the health and safety information within Internet-based sex work advertisements and to offer suggestions for how this information may be utilized to inform eHealth program development. Because people of all genders engage in sex work [29] and gender matters for health [30], the content of Internet advertisements were examined within and between subgroups of women, men, and transgender or transpersons (defined as individuals who were assigned a sex at birth but express and experience their gender differently; however, they do not necessarily undergo sex reassignment or corrective surgery) [16] engaged in sex work.

Methods

Overview

This study was conducted using a content analysis approach [31,32] following university ethics approval. Content analysis has been used extensively by gender scholars to compare the information noted in Internet- and media-based communications of men and women [33]. Included were a series of iterative and
systematic processes that involved creating an empirically derived sample of Internet advertisements, determining the unit of analysis (eg, words, phrases, photos), developing a categorical scheme to code the data, and conducting data analysis [32].

Sample
The sample consisted of 75 verified Internet advertisements for sexual services provided by women (n=45), men (n=24), and transgender people (n=6) advertising specifically in Vancouver, British Columbia, Canada. The empirically driven sample [32] was selected from a database of 226 Web-based Canadian advertisements of women (n=173), men (35), and transgender (n=20) workers collected during ethnographic mapping activities of a larger study examining the relationships between health, safety, and the organizational features of an indoor sex industry. Ethnographic mapping involved a series of key informant interviews to detail prominent classified websites and search strategies for personal business websites situated within the local context, visiting the websites and classifieds 2 times per week over a 4-week period to collate number of posts and strategize for duplication removal, and narrowing to 3 Web-based classified platforms that were used most consistently; the details of which are described elsewhere [20]. Purposeful sampling was used to capture the diversity in Web-based sex advertisement formats including advertisements from 35 personal websites and 40 from 3 Web-based classified advertising platforms. All advertisements were publicly accessible and membership or sign-in was not a requirement.

Data Collection
Due to the potential temporary nature of Internet advertisements, screenshots were taken and downloaded to a password-protected folder (see Multimedia Appendix 1). Drawing from previous research on the content of information communicated within Internet-based sex work advertisements [8,12,19,21,22,25-27,34] and the study objectives, a coding scheme that included relevant, advertisement-specific variables and related operational definitions (Table 1) was used [21,33]. Each variable was also coded as a categorical “yes” or “no” to document variable presence or absence within the advertisement. Data extraction and coding were undertaken by the first two authors collaboratively to aid reliability of the coding process. Data extraction of the variables and associated measures was completed by using a Microsoft Excel file template.

Table 1. Variables and operational definitions.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Operational definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sexual services provided</td>
<td>Sexual service provision communications a refer to the types of sexual acts that the person offers within their advertisement.</td>
</tr>
<tr>
<td>Sexual service restrictions</td>
<td>Restriction communications refer to the sexual services that the person advertising reports being unwilling to engage in during the provision of sexual services.</td>
</tr>
<tr>
<td>Health</td>
<td>Health communications were operationalized into two categories: (1) communications that specifically speak to health-related practices that could be considered protective or nonprotective for health (eg, nonsmoker, drug use, condom use) and (2) presence or absence of specific health issues (eg, HIV, sexually transmitted infections).</td>
</tr>
<tr>
<td>Safety and security</td>
<td>Safety and security communications refer to factors associated with positively or negatively affecting people’s physical, emotional, and financial well-being including their privacy. Specific categories for extraction included (1) location where sexual services provided, (2) instructions for clients on how to prepare for the encounter, (3) security measures taken before encounter including screening processes, (4) security measures during the encounter, and (5) facial photo details.</td>
</tr>
<tr>
<td>Demographic characteristics</td>
<td>Demographic communications refer to salient information about the “structure” of the population and included age, ethnicity, gender, and business title (eg, escort, companion).</td>
</tr>
<tr>
<td>Business practices</td>
<td>Business practices refer to communications that detail the dollar amounts associated with the cost of sexual services, contact and booking processes, and related restrictions.</td>
</tr>
</tbody>
</table>

aCommunication was defined as the process of sharing information and conveying meaning through a shared system of semiotic rules and symbols [35]. Hypertexts or the array of words, phrases, and images found within advertisements were the focus of data collection [32].

bHIV: human immunodeficiency virus.

Data Analysis
Variable frequencies were calculated using descriptive statistics and further classified according to gender. The social and commercialized contexts in which the information was embedded were also considered [32], including norms of language, the legal status of sex work in Canada, and the diversity of sexual services and Web-based advertising formats within the marketplace [9]. Thematic analysis of the hypertexts and related frequencies were undertaken to synthesize and categorize types of information communicated and the gender similarities and differences within the social and commercial contexts of the Web-based advertisements. Four communication themes were identified: demographics, sexual services, health, and safety and security.

Results
Overview
The 75 advertisements varied in structure and format in how the information was communicated and organized. All the 75 advertisements marketed sex services to men and 2 men’s advertisements additionally advertised services for women clients. In total, 78% (35/45) of women’s advertisements were within their personal business websites, whereas men’s (22/24; 83%) and transpersons’ advertisements (5/6; 83%) appeared
within Internet classified advertising platforms. Unlike tailored personal websites, the advertisements within the classified platforms adhered to an advertising template with information organized into predetermined categories (e.g., age, weight, services offered, classification). Women’s advertisements within their personal websites frequently described their workspaces in detail with emphasis on the provision of a relaxing atmosphere. Classified platforms did not afford the opportunity to detail a space, only whether or not one was provided. Health, safety, demographic characteristics, and sexual services were regularly communicated in the 75 advertisements regardless of platform used.

**Demographic Communications**

Sex industry language norms were evident in the work titles and physical characteristics communicated throughout the advertisements with variations that mapped onto gender. Although "escort" was the most common work title (Table 2) across groups, it was the only term used in the men's and transpersons' advertisements. By contrast, almost half of the women’s advertisements included other titles that evoked specific heterosexual erotic identities, such as “courtesan,” “playmate,” or “dominatrix.” The use of escort for a work classification may also be understood within the constraints of the Canadian laws that criminalize communications associated with selling and purchasing sexual services. The term “escort,” for example, is a legally recognized business title within the City of Vancouver municipal bylaws [36], whereas other titles are not. Additionally, the laws may contribute to restrictions on some of the Web-based classified platforms regarding language permitted within their site.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Women (n=45)</th>
<th>Men (n=24)</th>
<th>Transgender persons (n=6)</th>
<th>Total n=75 n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Work title</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Escort</td>
<td>18 (48)</td>
<td>6 (24)</td>
<td>6 (10)</td>
<td>48 (64)</td>
</tr>
<tr>
<td>Companion</td>
<td>5 (7)</td>
<td></td>
<td>5 (7)</td>
<td>5 (7)</td>
</tr>
<tr>
<td>Multiple roles</td>
<td>4 (5)</td>
<td>4 (5)</td>
<td></td>
<td>4 (5)</td>
</tr>
<tr>
<td>Other</td>
<td>10 (13)</td>
<td></td>
<td>10 (13)</td>
<td>10 (13)</td>
</tr>
<tr>
<td>Not specified</td>
<td>8 (10)</td>
<td></td>
<td>8 (10)</td>
<td>8 (10)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20-29</td>
<td>14 (32)</td>
<td>16 (67)</td>
<td>2 (33)</td>
<td>32 (43)</td>
</tr>
<tr>
<td>30-39</td>
<td>9 (19)</td>
<td>4 (17)</td>
<td>1 (17)</td>
<td>14 (18)</td>
</tr>
<tr>
<td>40-49</td>
<td>1 (2)</td>
<td>3 (13)</td>
<td>1 (17)</td>
<td>5 (7)</td>
</tr>
<tr>
<td>Not specified</td>
<td>21 (46)</td>
<td>1 (4)</td>
<td>2 (33)</td>
<td>24 (32)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>29 (61)</td>
<td>13 (54)</td>
<td>4 (67)</td>
<td>46 (61)</td>
</tr>
<tr>
<td>Black</td>
<td>2 (4)</td>
<td>1 (4)</td>
<td></td>
<td>3 (4)</td>
</tr>
<tr>
<td>Latino or Hispanic</td>
<td>1 (2)</td>
<td>3 (13)</td>
<td>4 (67)</td>
<td>8 (10)</td>
</tr>
<tr>
<td>Asian</td>
<td>9 (19)</td>
<td>4 (17)</td>
<td>1 (17)</td>
<td>14 (19)</td>
</tr>
<tr>
<td>Mutiethnic</td>
<td>4 (8)</td>
<td>3 (13)</td>
<td></td>
<td>8 (10)</td>
</tr>
<tr>
<td><strong>Weight</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Advertisements specifying weight</td>
<td>25 (53)</td>
<td>24 (53)</td>
<td>4 (67)</td>
<td>53 (71)</td>
</tr>
<tr>
<td>Average of specified weights (lbs)</td>
<td>118 (46)</td>
<td>167 (53)</td>
<td>135 (22)</td>
<td>420 (56)</td>
</tr>
</tbody>
</table>

In total, 25 of the 75 advertisements did not specify the sex workers' ethnicity. In these cases, photos accompanying advertisements provided an indication from which ethnicity was estimated. White was the most common ethnicity stated or observed (Table 2). Men’s advertisements were the only ones to consistently provide age, weight, and ethnicity (Table 2), which may reflect the template of the classifieds’ advertising platforms. Two transpersons’ advertisements communicated surgical or hormone replacement therapy details such as “undergone hormone replacement therapy” or “nonoperative transsexual” highlighting the significance of language to communicate about their embodied specificities. Men’s communications detailed their muscular build or fitness, for instance, “physically fit, muscular” or “lean or swimmer build” and included physical characteristics, the most common being weight, body hair, body type, and penis size. This differed from the women and transpersons’ advertisements wherein physical descriptions such as bust size were present in some cases but did not appear uniformly.
Sexual Service Communications

The language used to communicate about sexual services among the 64 advertisements listing sexual services reflected sex industry norms. Variation between genders and homogeneity within was observed (Table 3). The term “full service,” communicating to clients a willingness to engage in sexual activities that included vaginal intercourse was found within women’s advertisements. Women also listed the “girlfriend experience (GFE) or boyfriend experience (BFE),” which is defined as the provision of dating activities and sex that would be expected in a noncommercial adult relationship [37], more often than men. Men’s and transgender peoples’ advertisements used the terms “top,” “bottom,” or “versatile,” indicating their sexual positions for anal intercourse. Men also used the term “anal” explicitly, whereas women used the term “greek” to indicate anal services.

Table 3. Sexual services communications.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Women (n=45)</th>
<th>Men (n=24)</th>
<th>Transgender persons (n=6)</th>
<th>Total n=75 n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Advertisements with services listed</td>
<td>35</td>
<td>23</td>
<td>6</td>
<td>64 (85)</td>
</tr>
<tr>
<td><strong>Type of services</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full service</td>
<td>20</td>
<td>20</td>
<td></td>
<td>20 (27)</td>
</tr>
<tr>
<td>Massage</td>
<td>18</td>
<td>18</td>
<td>1</td>
<td>36 (48)</td>
</tr>
<tr>
<td>GFEb or BFEab</td>
<td>17</td>
<td>2</td>
<td>1</td>
<td>20 (27)</td>
</tr>
<tr>
<td>Companionship</td>
<td>12</td>
<td>12</td>
<td></td>
<td>24 (32)</td>
</tr>
<tr>
<td>Duos</td>
<td>12</td>
<td>1</td>
<td></td>
<td>13 (17)</td>
</tr>
<tr>
<td>BDSM</td>
<td>12</td>
<td>12</td>
<td>1</td>
<td>25 (33)</td>
</tr>
<tr>
<td>Greek or anal</td>
<td>12</td>
<td>16</td>
<td>3</td>
<td>25 (33)</td>
</tr>
<tr>
<td>Uncovered services</td>
<td>11</td>
<td>6</td>
<td>1</td>
<td>18 (24)</td>
</tr>
<tr>
<td>Top (position)</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bottom (position)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Versatile (top or bottom)</td>
<td>11</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Advertisements with service restrictions</td>
<td>26</td>
<td>9</td>
<td>2</td>
<td>37 (49)</td>
</tr>
</tbody>
</table>

aGFE: girlfriend experience.
bBFE: boyfriend experience.

The language of men’s advertisements was further associated with terms that are used to describe specific sexual practices between men, for instance, “rimming, fisting, and watersports,” and included detailed lists of sexual acts that they would engage in. Diverse BDSM services were listed across genders. BDSM is a term used to denote varied consensual sexual practices that include bondage, domination or submission, pain or sensation play, power exchange, leathersex, role playing, and fetishes [38]. The women’s advertisements offering BDSM services additionally communicated information about health and safety. Clients were asked to provide information about any medical issues and a safe word to signal when they wanted to stop the activity before services. Women’s advertisements more often identified and provided hyperlinks to the websites of other men and women sex workers with whom they worked as part of their “duo” services (Table 3).

Communications about condom use included the terms “covered” (ie, condom) and “uncovered” (ie, no condom required) with service variations noted among the 64 advertisements listing services. Uncovered services were usually specific to oral-genital sex (Table 3). Women used industry acronyms such as BBBJ (bareback blowjob), CIM (cum in mouth), DATY (dining at the Y/cunnilingus), and DATO (dining at the O/anilingus) to detail the service. Uncovered anilingus or “rimming,” was offered in 6 of the 23 men’s advertisements listing services. In contrast, 41% (31/75) of advertisements stated that they never provided uncovered services, often describing their services as “always safe” (see Multimedia Appendix 2). Women communicated more restrictions overall, sometimes posting an “etiquette” or “frequently asked questions” section that outlined restrictions.

Health Communications

There were noteworthy gender-based variations in the Web-based information about personal health practices. Transworkers’ advertisements rarely communicated any personal health information, whereas men and women consistently provided health-related details. Communications about cigarette smoking and substance use were the most common types of personal health practice communications (Table 4). It was found that 7% (3/45) of women’s advertisements also contained communications requesting clients refrain from smoking before or during appointments, and one of the women’s advertisements indicated that she would not visit smoking rooms in hotels. Although none of the men or transgender persons explicitly restricted clients’ drug or alcohol use, 22% (10/45) of women’s advertisements stated a refusal to see a client who was, or appeared to be, under the influence of drugs or alcohol. It was
found that 25% (6/24) of men’s advertisements stating that they did use drugs noted being okay with “party and play” (PNP), a euphemism for acknowledgment of the availability for drugs, frequently crystal methamphetamine, to be taken in conjunction with having sex [39]. None of the advertisements stated specific illicit drugs with the exception of a 2 women’s advertisements that specified being “420 friendly” indicating marijuana was acceptable.

Communications about STIs were infrequent (12/75, 16%) and higher among men’s advertisements. “Clean” and “infection-free” were the terms used. One of the men’s advertisements communicated that he was “HIV-positive” but “undetectable,” a status referring to HIV viral load as measured through serum testing [40]. His advertisement further noted that although bareback was preferred, he would provide covered services. Client hygiene was commented upon in women’s advertisements only. Expectations of “good hygiene” were noted and they also included information about the facility to shower at their in-call before services (see Multimedia Appendix 2).

Table 4. Health communications.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Women (n=45)</th>
<th>Men (n=24)</th>
<th>Transgender persons (n=6)</th>
<th>Total n=75 n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Health communications</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonsmoker</td>
<td>16</td>
<td>9</td>
<td>1</td>
<td>25 (33)</td>
</tr>
<tr>
<td>Nondrug using</td>
<td>13</td>
<td>3</td>
<td>1</td>
<td>16 (21)</td>
</tr>
<tr>
<td>“Social” alcohol use</td>
<td>7</td>
<td>4</td>
<td>1</td>
<td>11 (15)</td>
</tr>
<tr>
<td>Uses drugs</td>
<td>2</td>
<td>6</td>
<td>1</td>
<td>8 (11)</td>
</tr>
<tr>
<td>Other (physical activities such as yoga, gym)</td>
<td>3</td>
<td>10</td>
<td>1</td>
<td>14 (19)</td>
</tr>
<tr>
<td><strong>Communicable infection communications</strong></td>
<td>5</td>
<td>8</td>
<td></td>
<td>12 (16)</td>
</tr>
</tbody>
</table>

**Safety and Security Communications**

Communications associated with personal and financial safety and security occurred in all advertisements and were regularly embedded in information for potential clients to learn about the operational features of connecting with and making an appointment with a worker (Table 5). For example, in addition to detailing the location where appointments would be held, specific contact instructions were provided. Multiple options for making contact were consistently available across genders (Table 5); however, the patterns of use varied with men and transpersons’ advertisements more frequently using the messaging features of the hosting classified advertisement platform. Women utilized a live (ie, phone) booking process with potential clients. It was found that 9% (7/75) advertisements noted not accepting blocked numbers for phone calls, of which 5 were in women’s advertisements.

The advertisements also illustrated that Internet-based sex work occurs within in-call spaces such as apartments provided by the sex worker, and out-call locations where a sex worker travels to the client. Although there were limited restrictions communicated concerning out-call locations, gender variance was observed with only women communicating that they would not provide out-call services to private residences, or in hotels rated below a 4-5 star accommodation. It was found that 9% (4/45) of the women required references from another service provider and one woman required clients to check-in with hotel security before the exchange. None of the transworkers shared any communications about willingness to travel; although just under one-third and one-quarter of men and women’s advertisements, respectively, noted this as an option.

Attempts to maintain privacy and security were also reflected in the photos provided within the advertisements. One-third of advertisements contained identifiable facial photos, including all of transpersons’ advertisements, and one-half provided a viewable photo of some kind (Table 5). The partial face photos revealed features such as eyes or lips, or in some cases a side profile with shadowing that made it more difficult to identify the person in the photo. In total, 2 of the 45 women’s advertisements explicitly noted that clients were not to take photos or videos during an appointment and one woman’s advertisement stated that she would agree to photos and videos only if she was confident that they would never be posted on the Internet, but she did not state how that would be negotiated.

The communications about pricing provided concise information about fees. The price of service varied with women charging on average approximately 25% less than men per exchange (Table 5). Admittedly, the highest rate in the sample, Can $700/h, was listed on a woman’s site; however, the advertisement was an outlier in terms of fee. The men and transworkers’ sites listed consistent prices per hour; and both men and women charged significantly more for travel and did not include the price of airfare, hotels, and meals, which was specified separately.
Table 5. Safety and security communications.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Women (n=45)</th>
<th>Men (n=24)</th>
<th>Transgender persons (n=6)</th>
<th>Total n=75 n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Safety and security restrictions for client behaviors identified</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In-call</td>
<td>35</td>
<td>12</td>
<td>3</td>
<td>50 (67)</td>
</tr>
<tr>
<td>Out-call</td>
<td>34</td>
<td>18</td>
<td>4</td>
<td>56 (75)</td>
</tr>
<tr>
<td>Willing to travel out of town</td>
<td>9</td>
<td>7</td>
<td>1</td>
<td>16 (21)</td>
</tr>
<tr>
<td><strong>Viewable facial photo</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full</td>
<td>13</td>
<td>9</td>
<td>5</td>
<td>27 (36)</td>
</tr>
<tr>
<td>Partial</td>
<td>9</td>
<td>2</td>
<td>2</td>
<td>11 (15)</td>
</tr>
<tr>
<td><strong>Booking contact process</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phone</td>
<td>35</td>
<td>15</td>
<td>5</td>
<td>55 (73)</td>
</tr>
<tr>
<td>Website</td>
<td>15</td>
<td>19</td>
<td>3</td>
<td>37 (49)</td>
</tr>
<tr>
<td>Text</td>
<td>8</td>
<td>1</td>
<td>1</td>
<td>10 (13)</td>
</tr>
<tr>
<td>Email</td>
<td>18</td>
<td>5</td>
<td>9</td>
<td>32 (43)</td>
</tr>
<tr>
<td><strong>Rates (Canadian dollar)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimum</td>
<td>140</td>
<td>180</td>
<td>200</td>
<td></td>
</tr>
<tr>
<td>Maximum</td>
<td>700</td>
<td>450</td>
<td>250</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>313</td>
<td>247</td>
<td>233</td>
<td></td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

The study findings build on nascent empirical understandings of the content of Web-based advertisements [19,22,23,27,41]. This research also contributes particular topics for consideration in public health and eHealth programming among the growing population of sex workers who use the Internet as their primary means to communicate, at least initially, occupational health and safety details to potential clients. In these advertisements, sex workers communicated significant information that reflected their personal health practices both within and outside commercial sex exchanges (e.g., drug and alcohol use, condom use, physical fitness). These health communications provide important insights to the nature and norms of Internet-based sex work and the practices, health behaviors, and overall wellbeing of those advertising in this context.

The findings also illustrate that gender matters when considering health and safety practices and Internet-based communications. Women list more safety communications overall and do so by communicating restrictions, particularly about place and substance use. Women also use personalized screening processes involving live phone communications to determine the suitability of the client [5]. Men and transpersons communicate minimal safety details. These finding adds nuance to our understandings about different strategies between men and women sex workers to mitigate risks of violence [13,42,43] by demonstrating the role of Internet-based communications within the realm of the commercialized exchange. Gender and technology also intersect to influence the content of communications including how information is presented, language used, and the actual types of details included. Women tend to use personal business websites to advertise providing substantial details about etiquette and atmosphere. Men and transpersons use Web-based classified platforms with predetermined categories and emphasize physical characteristics. Understanding the gender nuance of advertising platforms is essential to developing targeted eHealth messaging that takes into consideration the norms of communication within the realm of the diverse platforms used [1,18].

The findings also provide some new insights into population characteristics within Canadian advertisements situated in this locale as predominantly white, young workers who charged over Can $200/h, on average, for their services in both in-call and out-call settings. These characteristics are similar to those described in other North American Internet-based sex work research [27,44] and in direct contrast to research situated in street-based marketplaces that demonstrate higher numbers of Indigenous, Black, and Hispanic people aged over 30 years and diverse financial arrangements where fees charged are amount per service with much lower income potential [25,45]. As expected, the snapshot of the Internet-based sex industry captured in these 75 advertisements also indicates that men, women, and trans-sex workers provide services almost exclusively to male clients.

The health communications regarding condom use raised several important issues warranting attention. Condom use was regularly communicated for anal or vaginal intercourse, yet less than half of the advertisements communicated that a condom was required for oral-genital sex. Although there is growing evidence that many sex workers may experience STI infection rates similar to or less than the general population [12,46,47], the lack of
condom requirement for oral-genital sex may still pose a significant health threat for them [41,48,49]. For example, STIs such as syphilis, gonorrhea, and chlamydia can be transmitted via oral-genital contact and can be asymptomatic [50]. Women aged under 30 years and men having sex with men are disproportionately affected by some STIs [51]; an important fact given the demographic characteristics of the study sample. Moreover, there is some evidence that sex workers, like many in the general population, may not fully comprehend the possibilities of transmission of STIs through oral-genital body fluid exchange [52,53].

Developing health promotion strategies for condom use, however, requires nuanced understandings of evolving commercial sex industry norms. Men and women Internet-based sex workers are engaged in offering emotionally erotic exchanges for sale and purchase that are designed to foster intimacy and replicate aspects of noncommercial relationships [54,55]. Additionally, the demand for unprotected sexual services is steadily on the rise and is directly contributing shifting norms and economic influences shaping safer sex practices [47,53]. It has been demonstrated, for instance, that women’s willingness to engage in uncovered oral sex is associated with increased earnings offered by clients for those services irrespective of their health-related knowledge [53]. How the issues of knowledge, intimacy, companionship, economy, and shifting norms influence people’s practices, their health and safety highlights the need for contextually appropriate approaches to sexual health promotion and STI prevention. Contextually appropriate approaches that take into consideration the multiple cofactors that can contribute to STI transmission and the diverse needs that people may have with regards to building prevention capacity have been shown effective in diverse populations [56]. It is, therefore, critical that public health consider how to target multiple interrelated issues such as money, intimacy, and familiarity in the campaigns aimed at promoting sexual health and people’s safer sex behaviors.

Finally, Internet-based sex workers are often considered a hard-to-reach group particularly because their businesses operate in limitless Web-based spaces afforded by Internet-based advertising services [20]. Isolation and barriers in access to health promotions services have been noted among this population [7-13]. eHealth programs delivered via the Internet are often successful because of their potential to reach people who experience isolation [57]. To be effective, however, it is essential that such health programming be developed to reach the diversity of sex workers and to do so, programming must involve the active participation of those engaged in sex work in the design and implementation [11,58,59]. As the World Health Organization (WHO) strategy for the health promotion of sex workers noted, “health services should be made available, accessible, and acceptable to sex workers” (p.xix). Moreover, health promotion programs that build upon the existing strengths and the knowledge base of sex workers have a proven track record as the most successful to promote health and safety [11]. Additionally, health promotion strategies must include and extend beyond STI prevention. The need for greater knowledge and skills in the areas of safe and effective Internet advertising strategies, attracting and screening appropriate clients, addressing legal concerns, and financial planning—an important aspect of transitioning out of the industry have been identified [44,60]. Given the evidence of increased autonomy and independence associated with Internet-based sex work [4-6], there is perhaps an opportunity for health programming to capitalize on the benefits of autonomy and control in sex workers’ choice to communicate explicit Web-based restrictions, and to promote and expand self-health in the sex industry as a highly desirable and marketable characteristic.

Limitations

The research is limited by the small sample and the limited information gleaned from the transworkers’ advertisements. And, although content analysis provides some information to help understand health and safety practices, additional research with a larger sample that includes the perspectives and experiences of Internet-based sex workers is warranted.

Conclusions

This descriptive study is one of the first to analyze the content of Internet-based sex work advertisements in Canada, and is one of a few to include men, women, and transgender people in a single study. Content analysis is a feasible approach to understanding Internet-based communications and must be nuanced within the social and commercialized context of the sex industry to help inform health service programming for Internet-based sex workers [44]. Strategies for eHealth promotion must be informed by more relational approaches to sex and intimacy that are inclusive of sex workers and their clients and considers gender-specific aspects of these relationships. As the Internet continues to grow, greater numbers of sex workers will likely advertise services via the Internet. Important insights can be gleaned by describing Internet advertisement content about industry practices including the emergence of self-management akin to small business ownership. With this in mind, we might thoughtfully continue to describe Internet-based sex workers’ advertisements as a means to developing more effective eHealth programming to better support the health of sex workers and their clients.
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Abstract

Background: Online health communities (OHCs) have become a major source of social support for people with health problems. Members of OHCs interact online with similar peers to seek, receive, and provide different types of social support, such as informational support, emotional support, and companionship. As active participations in an OHC are beneficial to both the OHC and its users, it is important to understand factors related to users’ participations and predict user churn for user retention efforts.

Objective: This study aimed to analyze OHC users’ Web-based interactions, reveal which types of social support activities are related to users’ participation, and predict whether and when a user will churn from the OHC.

Methods: We collected a large-scale dataset from a popular OHC for cancer survivors. We used text mining techniques to decide what kinds of social support each post contained. We illustrated how we built text classifiers for 5 different social support categories: seeking informational support (SIS), providing informational support (PIS), seeking emotional support (SES), providing emotional support (PES), and companionship (COM). We conducted survival analysis to identify types of social support related to users’ continued participation. Using supervised machine learning methods, we developed a predictive model for user churn.

Results: Users’ behaviors to PIS, SES, and COM had hazard ratios significantly lower than 1 (0.948, 0.972, and 0.919, respectively) and were indicative of continued participations in the OHC. The churn prediction model based on social support activities offers accurate predictions on whether and when a user will leave the OHC.

Conclusions: Detecting different types of social support activities via text mining contributes to better understanding and prediction of users’ participations in an OHC. The outcome of this study can help the management and design of a sustainable OHC via more proactive and effective user retention strategies.
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Introduction

Overview

Nowadays more and more people use the Internet to satisfy their health-related needs. According to a study by the Pew Research Center, 80% of adult Internet users in the United States use the Internet for health-related purposes. Among them, 34% read health-related experiences or comments from others [1]. Online health communities (OHCs) offer a venue for people to interact with peers facing similar health problems. Modern OHCs have incorporated many ways for communication and health management, such as listserv, discussion forums, private messaging, chat rooms, blogs, friend subscriptions, health tracking tools, and so on. OHCs range from general-purpose communities, such as MedHelp and PatientsLikeMe, to those dedicated to a specific health issue, such as diabetes and...
smoking. Many OHCs host their own websites, whereas some are built on existing social networking services, such as Facebook. Many studies have revealed the advantages and disadvantages of OHCs compared with traditional offline support groups [2]. Although OHCs may face problems such as sporadic membership of active users, inaccurate information, deception, and insincerity of strangers [3-5], they also offer tremendous benefits such as broad reach, availability, and anonymity. Consequently, OHCs have gained popularity in recent years, and it is estimated that 5% of all Internet users participated in an OHC [6].

Studies of user behaviors in OHCs are valuable in several ways. First, outcomes of these studies can inform better management and design of a successful OHC, which can help to promote new treatments and healthy lifestyles and reveal adverse drug effects [7-9]. Like other online communities, successful OHCs would like to encourage users’ participations and prevent users’ churn (ie, leaving a community), because one of the keys for the success of an online community is active participations from and relationship building among its members [10,11]. In contrast, poor participations and transient membership can lead to the termination or failure of an online community [12]. Specifically, OHCs will not be sustainable if its users keep leaving because most of the social support can only be provided by active members of the OHC.

Second, a successful and sustainable OHC will provide more benefits to individual users. This is because a user’s continued participation in an OHC can be helpful and therapeutic [13-18]. On one hand, receiving such support can be empowering [19] and help patients adjust to the stress of living with and fighting against their diseases [20,21]. The support they receive online can also improve their offline life and health management [22]. On the other hand, besides receiving support from others, staying in an OHC and providing support to others can be beneficial to providers as well [20]. There is actually a positive relationship between posting frequency and psychosocial well-being [23]. In other words, a user’s continued participation in an OHC can help herself or himself as well as others. Admittedly, for some individuals who have received satisfactory support from an OHC or recovered from the disease, leaving the OHC may not be a bad thing for themselves. However, even though user-generated information about a disease will still be available on the Internet to new OHC members, most of the psychosocial benefits for individual users cannot be achieved if the exodus of experienced users in the OHC keeps happening, leaving new members stranded [23]. In fact, providing assistance for new members from experienced members and reminding members to participate continuously are also key factors for the success of online communities [12]. Therefore, better understanding and accurate prediction of users’ participations in OHCs can help to build and sustain a successful OHC through improved community design, management, and user retention.

As social support is a pillar of OHCs, a natural question to ask would be: when it comes to users’ participations, are a user’s Web-based activities in different types of social support related to her or his continued participation in an OHC? If so, can we predict whether and when a user will churn from an OHC based on these social support activities? Despite the large amount of research on social support in OHCs, few studies have answered this question systematically by examining users’ seeking, receiving, and provision of various types of social support from large-scale datasets. An explanatory model [24] suggested that receiving more emotional support is associated with users’ longer stay in an OHC. However, the types of social support investigated were limited and only the receiving of support was considered, while we mentioned earlier that providing social support is also important and beneficial. Analyzing large-scale data from a real-world OHC with various data analytics techniques, including text mining, survival analysis, and predictive modeling, our research explained as well as predicted users’ continued participations in OHCs from the perspective of online social support.

**Background and Research Goals**

**Social Support and OHCs**

According to Shumaker and Brownell [25], social support refers to the “exchange of resources between at least two individuals perceived by the provider or the recipient to be intended to enhance the well-being of the recipient.” Based on the nature of exchanged “resources,” community psychology researchers have identified different types of social support [26,27]. In this research, we adopted the four types of social support proposed in [28,29]: informational support, emotional support, companionship, and instrumental support. Informational support is the transmission of information, suggestion, or guidance to the community users [30]. The content of such a post in an OHC is usually related to advice, referrals, education, and personal experience with the disease or health problem. Example topics include side effects of a drug, ways to deal with a symptom, experience with a physician, or medical insurance problems. Emotional support, as its name suggests, contains the expression of understanding, encouragement, empathy, affection, affirming, validation, sympathy, caring, and concern. Companionship, also known as network support, consists of chatting, humor, teasing, as well as discussions of offline activities and daily life that are not necessarily related to one’s health problems. Thus, they are sometimes referred to as “off-topic” discussions. Examples include sharing jokes, birthday wishes, holiday plans, or Web-based scrabble games. Instrumental support, or tangible support, refers to offline support activities in the physical world, such as transporting others to hospitals, assistance in grocery shopping, and so forth. Empirical studies suggested that informational support, emotional support, and companionship are common in many OHCs, but instrumental support is rare, as such support is limited by geographical proximity [31,32]. Also, the further exchange and arrangement of instrumental support may often occur via private or offline communication channels (eg, setting a time for grocery shopping via cell phones). To simplify our automated social support classification, we did not consider instrumental support in this study.

The emergence of OHCs provides new opportunities to study social support at unprecedented scales and granularities. Traditional studies on offline support communities studies relied heavily on data collected through ethnographical observations, interviews, questionnaires, or surveys [14,33-36]. However, research using these data collection methods faces 3 challenges.
First, the scale of the data is limited because observations and interviews are labor intensive and time consuming. Second, results may be biased due to the realities of sampling community members. For example, members who are active in or satisfied with their communities may be more likely to respond to questionnaires or surveys. Third, survey and interview methods typically have coarse temporal granularity and rely on members’ recall of past events and associated feelings. This makes it very difficult to accurately track community members’ activities during an extended time period.

By contrast, OHCs not only enable but also record asynchronous and distributed social interactions among individuals, making the “big data” available for computational analysis. Such detailed data of users’ online interactions (eg, the amount, content, and time of interactions) contain valuable information on users’ behaviors. To study social support at such a large scale and fine granularity, we need to reveal the nature of social support embedded in users’ contributions in an automated way. Hence, our first research goal was about mining large-scale text data contributed by OHC users to detect different types of social support activities.

**Goal #1:** Detect the seeking and provision of different types of social support from unstructured text of large-scale distributed interactions among OHC users.

**Online Community Participations**

According to Preece [37], an online community is a group of people who are connected through the Internet and interact over time around a shared purpose, interest, or need. The success of online communities depends largely on sustained participations and voluntary contributions from users [38]. Researchers have revealed factors related to user participation in online communities, such as open-source software development [39], Wikipedia [40], and Question & Answering communities [41,42].

Different from other types of online communities, seeking and obtaining various types of social support is a key reason people participate in an OHC [43]. On one hand, OHC users have a common identity as the patient of a disease, and information about the disease will be discussed and exchanged very often. On the other hand, the exchange of emotional support and participations in companionship, often in the form of seemingly off-topic discussions, can help OHC users get to know each other personally as they share things beyond health and the common disease. To understand which types of social support are more indicative of user engagement in the community, our second research goal was to run an explanatory model to connect different types of social support with user continued participation.

**Goal #2:** Develop an explanatory model to explore whether users’ activities in seeking, providing, and receiving different types of social support are related to their continued participations in an OHC.

**Churn Predictions**

In addition to building an explanatory model to understand factors related to users’ continued participations, another key to sustain an online community is to predict user churn, so that the community can intervene when a user is about to churn and try to retain her or him. Implications for churn prediction are not limited to online communities, but also to other online and offline businesses, such as telecommunication [44], retail [45], Internet access service [46], and online gaming [47]. These models have leveraged different types of data about customers and the market, including those related to money, contracts, demographics, usage, products, complaints, competitions, and social networks [48-50].

When it comes to online communities, traditional churn prediction faces challenges as well as opportunities. On one hand, many of the features commonly used for churn prediction in for-profit business are not available or make no sense. For instance, users’ demographic data (eg, residential address, income, and ethnicity) is usually unavailable or inaccurate in online communities. Also, because many online communities are based on voluntary participations and do not charge any fee, monetary and contractual issues become largely irrelevant. On the other hand, online communities provide more detailed data about users’ behaviors for predictive analytics [51]. While previous churn prediction studies have leveraged structured data of users’ activities, few have examined the unstructured content of users’ interactions or contributions. In contrast, in many online communities, including OHCs, large amount of such content is publicly available from the Web. Previous research on online social networks and social media has suggested that content analysis can be helpful in areas such as personalized recommendation [52], community discovery [53], and influential user identification [54]. We believe analyzing unstructured text posted by online community users from a social support perspective should contribute to accurate churn prediction in OHCs.

Moreover, many churn predictions for traditional business are limited to snapshot data—a model is learned from data for customers, who were active during a specific period (ie, the training period, usually a couple of months to half a year), based on which customers churned in the subsequent testing period (often a few months). For an online community, data for a user’s complete “life span” in the community can be available for analysis. Such complete data can provide valuable information because those who churn after the first week may behave differently from those who churn after a month. Thus, our last research goal is about building a predictive model using data of users’ social support activities.

**Goal #3:** Leverage data about users’ Web-based social support activities over time to build a predictive model to forecast whether and when a user will churn from an OHC.

**Methods**

In this research, we used the data from a very popular peer-to-peer OHC (Breastcancer.org) among breast cancer survivors as a case study. We designed a Web crawler to collect...
data from its online forum. Our dataset consisted of all the public posts and basic user profile information from October 2002 to August 2013.

**Methods of Social Support Detection**

As we mentioned earlier, informational support, emotional support, and companionship are the three major types of social supports in OHCs. Thus for each post from an OHC, we need to determine whether it was seeking informational support (SIS), providing informational support (PIS), seeking emotional support (PES), providing emotional support (SES), or simply about companionship (COM). Note that we did not differentiate the seeking and provision of companionship because the nature of companionship was about participation and sharing. By getting involved in activities or discussions about companionship through posting, one was seeking and providing support at the same time. It was also possible that a post could belong to more than 1 of the aforementioned categories. Table 1 lists example posts for each category and a post that belongs to 2 categories.

**Table 1.** Example posts for different types of social support.

<table>
<thead>
<tr>
<th>Social support category</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Companionship (COM)</td>
<td>(1) Kelly: Have a wonderful time in Florida, enjoy the sun and fun. Heather</td>
</tr>
<tr>
<td></td>
<td>(2) I’m loving her new CD. Didn’t recognize any of the songs at first, but there are a few now that I find myself singing the rest of the day.</td>
</tr>
<tr>
<td></td>
<td>(3) This game has the poster making a new 2 word phrase starting with the second word of the last post Example: Post: Hand out Next poster: Outcast Next poster: Cast Iron Next poster: Iron Age Now let’s begin the game–Age Old</td>
</tr>
<tr>
<td>Seeking informational support (SIS)</td>
<td>Where do you buy digestive enzymes and what are they called?</td>
</tr>
<tr>
<td>Seeking emotional support (SES)</td>
<td>I feel like everyone else’s lives are going forward, they have plans, hopes, aspirations because they feel. I am one of those not yet out of the woods. I was also someone who could never get cancer. I was a good person, exercised, ate well. Good people don't get sick. I have taken the step of antidepressants, they mitigate the damage, but do not block the pain or sadness I feel.</td>
</tr>
<tr>
<td>Providing informational support (PIS)</td>
<td>I had surgery Aug05 for bc recurrence. B4 surgery I had 33 IMRT rads, prior to that had 4A/C &amp; 4 Taxol. I had bc in 2000 &amp; had 37 rads in same general area. Now, my surgery won’t heal. Wound doc says there is edema or something on my sternum (shown on recent MRI). My wound has been draining since it broke open in Sept.</td>
</tr>
<tr>
<td>Providing emotional support (PES)</td>
<td>Hope you feel better soon, we are here! Prayers Hugs come from Massachusetts APPLE♥</td>
</tr>
<tr>
<td>Providing informational support (PIS) and providing emotional support (PES)</td>
<td>I am also the daughter of a 35 yrs BC survivor. Mom is just now going through some more cancer - alas - they found it in her lung, but it is totally unlikely to be a follow-up of her old BC. I am 45, and was 43 at DX time, my mom was diagnosed at 38... and I am a BRCA2 carrier. Tina, one day at a time. Maybe you'll get good news - it is so hard to wait!! It is also important to remember that - whatever it is, it is highly treatable, and that YOU WILL SURVIVE too!!! and life goes on after. It will take some time, but it goes on... see my picture? even the hair is back!!! Hugs to all. I am happy you all found your way here, it is a great site for exchanging information, learning and finding support.</td>
</tr>
</tbody>
</table>

Because it is practically impossible to label all 2.8 million posts manually, we used text classification algorithms to decide what kinds of social support each post contained. Text mining techniques have been adopted to analyze large-scale text data from online social networks, including texts from online health communities (similar findings by Ko D-G, Mai F, and Zhe S, unpublished data, 2015). To train a text classification algorithm, we leveraged human annotated data. We randomly selected 1333 posts out of our dataset. After being trained on the definitions and examples of the aforementioned 5 categories of social supports (SIS, PIS, SES, PES, and COM), 5 human annotators were asked to read each post and decide whether the post belongs to one or more categories of social support (See Multimedia Appendix 1 for the training instruction). To control the quality of human annotations, we also added to the pool 10 posts that had been annotated by domain experts. For each post, we only accepted results from annotators whose performance on the 10 quality-control posts was among the top 3. The results from the other 2 annotators were discarded. Then, a majority vote among the top 3 annotators was used to determine whether a post was related to a category of social support. Multimedia Appendix 1 lists the outcome of the annotation.

Users in OHCs may have different writing styles or linguistic preferences to express themselves. To capture these characteristics, we examined each post and extracted various types of features for training the classifier: basic features, lexical features, sentiment features, and topic features. Multimedia Appendix 2 includes more details about the feature engineering for social support classification.

**Methods of Participation Analysis**

After detecting the nature of social support in each post, we conducted survival analysis to study how different types of social support activities were related to users’ participations. An individual may enter or exit a community not only based on his or her own expectations and behaviors, but also based on the community’s reactions toward this individual [55]. Thus, in addition to users’ own posting behaviors, we also examined whether the receiving or exposure to different types of social support would impact a user’s participation.
Our survival analysis was based on the Cox proportional-hazards model [56], which assessed the importance of different independent variables on the “survival time” it takes for a specific event to occur (Multimedia Appendix 3 includes more details of the model setup). Specifically, for our analysis, an “event” referred to a user’s cessation of activities in the OHC (i.e., churn from the OHC). A user’s survival time was measured from the difference between her last and first posts in the OHC. Similar to a previous study [24], we assumed that a user had churned from this OHC if she had no post during the last 12 weeks in our dataset. For those who were active in the OHC during the last 12 weeks, their survival time was right-censored because they were still participating in this OHC.

Table 2 summarizes independent variables in our model. They reflect users’ own posting behaviors in various social support categories, as well as the amount of social support they received in threaded discussions in direct or indirect ways. A user received support directly when she initiated a thread to seek support and got support from others’ replies to the thread. Meanwhile, social support could also be received indirectly when one replied to a thread started by another user because she might be exposed to support that other users provided to the original poster. In addition to these independent variables, we also included 3 control variables to reflect users’ overall levels of activities.

The experiment included 19,165 users whose time spans of activities in the OHC exceeded 1 month. Values of control and independent variables were collected based on their behaviors in seeking, providing, and receiving social support in the first month of their participations. To reduce the impact of multi-collinearity, we calculated the correlation coefficients for every pair of variables. We then removed TotalPost and NumThread from the model, as both were strongly correlated with the other control variable InitPost (with correlation coefficients greater than .8). Thus, our model for survival analysis included 1 control variable and 10 independent variables.

**Methods of Churn Prediction**

If different types of social support activities are indeed related to users’ participations in OHCs, OHC managers can design more effective interventions to retain users. Such interventions can be more targeted when OHC managers know who are likely to leave and when. Therefore, this section proposes a model to predict whether and when a user will churn from an OHC and demonstrates the value of including social support activities over time in such predictions.

**Table 2.** Control variables and independent variables in the survival analysis.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>TotalPost</td>
<td>The total number of posts a user has published (excluded from the model due to strong correlation with InitPost)</td>
</tr>
<tr>
<td>InitPost</td>
<td>The total number of threads a user initiated</td>
</tr>
<tr>
<td>NumThread</td>
<td>The number of threads a user contributed to (excluded from the model due to strong correlation with InitPost)</td>
</tr>
<tr>
<td>PES</td>
<td>The number of a user’s posts that provided emotional support</td>
</tr>
<tr>
<td>PIS</td>
<td>The number of a user’s posts that provided informational support</td>
</tr>
<tr>
<td>SES</td>
<td>The number of a user’s posts that sought emotional support</td>
</tr>
<tr>
<td>SIS</td>
<td>The number of a user’s posts that sought informational support</td>
</tr>
<tr>
<td>COM</td>
<td>The number of a user’s posts that were related to companionship</td>
</tr>
<tr>
<td>RIS\textsubscript{D}</td>
<td>Direct informational support received—the number of informational support posts a user received after initiating a support-seeking thread.</td>
</tr>
<tr>
<td>RES\textsubscript{D}</td>
<td>Direct emotional support received—the number of emotional support posts a user received after initiating a support-seeking thread.</td>
</tr>
<tr>
<td>RIS\textsubscript{I}</td>
<td>Indirect informational support received—the number of informational support posts a user was exposed to in threads that she or he did not initiate but contributed to.</td>
</tr>
<tr>
<td>RES\textsubscript{I}</td>
<td>Indirect emotional support received—the number of emotional support posts a user was exposed to in threads that she or he did not initiate but contributed to.</td>
</tr>
<tr>
<td>RCOM</td>
<td>Companionship received—the number of companionship posts a user was exposed to in threads that she or he did not initiate but contributed to.</td>
</tr>
</tbody>
</table>

\( ^a \) denotes the three control variables.

\( ^b \) PES: providing emotional support.

\( ^c \) PIS: providing informational support.

\( ^d \) SES: seeking emotional support.

\( ^e \) SIS: seeking informational support.

\( ^f \) COM: companionship.

\( ^g \) For RIS\textsubscript{I}, RES\textsubscript{I}, and RCOM, we assumed that a user read others’ replies that were posted within 7 days before the user’s replies in the same thread.
Basic features for our predictive model are derived from the 13 independent variables we used for survival analysis (Table 2). Because these features aggregated users’ activities during the training period, we also measured how users’ values on the 13 features varied over time using four types of temporal features. Specifically, for each user, we divided her activities measured by each of the 13 basic features into weeks and used 4 additional metrics to capture how the value of each feature changes over the weeks, including overall slope, Shannon entropy, stability, and temporal variations (TV) as proposed in [57]. In addition to cumulative values for each basic feature during the training period, we also conjectured that a user’s intention to churn might be better captured during the last week of her online activities. Thus, we also included values for basic features during the last week of the training period if the training period was longer than 1 week. Each basic feature for the last week also had 4 corresponding features to reflect its temporal patterns (ie, slope, Shannon entropy, stability, and TV), although the unit of time was day instead of week. We also added into the feature set the time difference between a user’s registration time and the time of her first post because it might reveal what brought the user to the OHC for the first time. A user who is eager to find some information might have a low gap between the registration time and the time of first posting. More details of features are presented in Multimedia Appendix 4.

In terms of modeling the churn prediction problem, a user was said to churn in her k-th week if her last online activity occurred during her k-th week in the OHC. Similar to our hazard model, users whose last online activities occurred during the last 12 weeks in our dataset were not considered as churned. To predict whether a user would churn in the k-th week of her online activities, we focused on all users who were still active before the k-th week and extracted data based on their k weeks of activities. For example, the dataset for predicting user churn during the third week contains users who were still active in the OHC before their third week of online activities. Data of their behaviors during their first 2 weeks were collected for training. Users who churned in their third week and never came back were labeled as “positive” instances in the dataset.

Previous studies indicate that different predictive models for each time period may not be an efficient solution. If the OHC wanted to know who would churn in their second and third weeks, 2 models were needed. Inspired by [58], we tried to consolidate all predictive models for churn in different weeks into 1 unified model by leveraging a user’s social support activities across her complete “online life span.” Specifically, we added 1 new feature to the predictive model—time stamp t. An instance in the dataset would reflect a user’s historical activities until t. As the unit of t was the same for all users (a week in our experiment), 1 user could correspond to multiple instances in the dataset. For example, a user who churned in her third week of activities had 3 instances in the dataset—1 instance for her activities and features until the end of her first, second, and third week, respectively. The first 2 instances were labeled as “negative” because the user was still active during these 2 weeks, while the third instance was labeled as a “positive” instance because the user churned in her third week. In other words, the unified model tried to capture the complete life span of a user in the OHC.

To train the unified model, 24,000 users were randomly selected from 47,581 users in the OHC to be included in the training dataset, while others were placed in the hold-out testing dataset. It is worth noting that the unified model with time stamps as a feature greatly increased the amount of training data because a loyal user who had been active for a long time would have many instances in the dataset. However, 24,000 users in the training dataset resulted in 132,341 instances in total. We built the training dataset and trained the model on a high-performance computing cluster. We also made sure that instances for the same user must belong to the same fold in cross-validation.

Results

Results of Social Support Detection

In our dataset from Breastcancer.org, there were more than 2.8 million posts contributed by nearly 50,000 users, including 107,549 initial posts. Figures 1 and 2 show the distribution of the number of published posts and the time span of users’ posting activities in this OHC. The 2 plots indicate that users’ online behaviors featured highly skewed distributions that are similar to power-law distributions. In other words, many users were not very active in posting, while some users were very productive and stayed for a long time.

Because we considered 5 categories of social supports and a post may belong to more than 1 category, we built a classifier for each category. For the classification of each category of social support, we applied various classification algorithms on annotated posts and picked the best performing algorithm using 10-fold cross-validation. Because posts seeking emotional support (SES) accounts for only a small proportion among annotated posts (22 out of 1333), we oversampled posts seeking emotional support when building the SES classifier. Among all the classifiers we tried, AdaBoost, with Naïve Bayesian as the weak learner, was chosen to classify COM, PES, PIS, and SIS, while logistic regression was the best choice for SES (Table 3). Overall, our classifiers achieved decent performance with an accuracy rate of more than 0.8 in all 5 classification tasks.
Table 3. Performance of classification algorithms for 5 categories of social support.

<table>
<thead>
<tr>
<th>Social support category</th>
<th>Results</th>
<th>Naïve Bayesian</th>
<th>Logistic regression</th>
<th>Support Vector Machine (polynomial kernel)</th>
<th>Random forest</th>
<th>Decision tree</th>
<th>AdaBoost</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>COM</strong>b</td>
<td>Accuracy</td>
<td>.696</td>
<td>.787</td>
<td>.783</td>
<td>.771</td>
<td>.767</td>
<td>.804f</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>.839</td>
<td>.817</td>
<td>.768</td>
<td>.848</td>
<td>.75</td>
<td>.852f</td>
</tr>
<tr>
<td><strong>PES</strong>b</td>
<td>Accuracy</td>
<td>.713</td>
<td>.830</td>
<td>.840f</td>
<td>.830</td>
<td>.81</td>
<td>.817</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>.823</td>
<td>.787</td>
<td>.681</td>
<td>.825f</td>
<td>.687</td>
<td>.817</td>
</tr>
<tr>
<td><strong>PIS</strong>c</td>
<td>Accuracy</td>
<td>.753</td>
<td>.813</td>
<td>.825f</td>
<td>.767</td>
<td>.779</td>
<td>.801</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>.824</td>
<td>.83</td>
<td>.783</td>
<td>.837</td>
<td>.717</td>
<td>.859f</td>
</tr>
<tr>
<td><strong>SES</strong>d</td>
<td>Accuracy</td>
<td>.893</td>
<td>.901</td>
<td>.970f</td>
<td>.967</td>
<td>.963</td>
<td>.963</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>.749</td>
<td>.867f</td>
<td>.656</td>
<td>.851</td>
<td>.671</td>
<td>.668</td>
</tr>
<tr>
<td><strong>SIS</strong>e</td>
<td>Accuracy</td>
<td>.851</td>
<td>.880</td>
<td>.943f</td>
<td>.931</td>
<td>.937</td>
<td>.914</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>.893f</td>
<td>.803</td>
<td>.745</td>
<td>.86</td>
<td>.766</td>
<td>.869</td>
</tr>
</tbody>
</table>

aCOM: companionship.
bPES: providing emotional support.
cPIS: providing informational support.
dSES: seeking emotional support.
eSIS: seeking informational support.
fdenotes the best performer for each row.

Table 4. Total numbers of posts in each category of social support.

<table>
<thead>
<tr>
<th>Social support category</th>
<th>Total number of posts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Companionship (COM)</td>
<td>932,538</td>
</tr>
<tr>
<td>Seeking informational support (SIS)</td>
<td>284,027</td>
</tr>
<tr>
<td>Seeking emotional support (SES)</td>
<td>227,188</td>
</tr>
<tr>
<td>Providing informational support (PIS)</td>
<td>1,034,682</td>
</tr>
<tr>
<td>Providing emotional support (PES)</td>
<td>497,096</td>
</tr>
</tbody>
</table>
Figure 1. Log-log plot of users’ posting activities in the online health community (OHC).

Figure 2. Log-log plot for the time span of users’ online posting activities.
Results of Participation Analysis

Table 5 shows the results of the participation analysis based on Cox Proportional Hazard models. Variables with hazard ratios lower than 1 contributed positively to the “survival” (ie, continued participation) of users, whereas those with hazard ratio higher than 1 were considered “hazardous” to keep users in this OHC. Three independent variables (PIS, SES, and COM) had hazard ratios that were lower than 1, meaning that users who provided more informational support, sought more emotional support or posted more companionship had longer time spans of activities in the OHC. More specifically, a hazard ratio of 0.919 for companionship meant that a user’s “survival” rate after 1 month was 8.1% higher (100%-91.9%) if her number of companionship posts was one standard deviation higher than the average. In contrast, those who sought or received more informational support (SIS, RIS_D, and RIS_I) often left the OHC earlier. Other variables were not significant in the experiment (eg, PES).

Results of Churn Prediction

We measured the performance of predictive classifiers using standard metrics for classification, including precision, recall, F1 score, and area under the receiver operating characteristic curve (AUC). After comparing the performance of different classification algorithms (Naive Bayes, logistic regression, and SVM with polynomial kernel) with 10-fold cross-validation on the training set, logistic regression emerged as the best performer for the unified model. As shown in Table 6, the model offers very good performance in predicting churn during the first week. Although recall of the positive class (ie, leaving the OHC) decreased for prediction in later weeks, the precision was still higher than 0.8, and the overall performance measured by AUC was still more than 0.9.

We also plotted 2 hazard curves to visualize the model’s performance (Figure 3): one based on empirical data and the other based on predictions from the unified model. The horizontal axis represented weeks, and the vertical axis referred to the probability of users’ churn in specific weeks. The 2 curves were very close to each other, indicating good predictive performance from our model at the community level.

Table 5. Results from the survival analysis experiment.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Hazard ratio</th>
<th>P Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>InitPost (control)</td>
<td>.995</td>
<td>.75</td>
</tr>
<tr>
<td>PES(^a)</td>
<td>1.000</td>
<td>.99</td>
</tr>
<tr>
<td>PIS(^b)</td>
<td>.948***</td>
<td>.001</td>
</tr>
<tr>
<td>SES(^c)</td>
<td>.972*</td>
<td>.01</td>
</tr>
<tr>
<td>SIS(^d)</td>
<td>1.050***</td>
<td>.000</td>
</tr>
<tr>
<td>COM(^e)</td>
<td>.919***</td>
<td>.000</td>
</tr>
<tr>
<td>RIS_D</td>
<td>1.047*</td>
<td>.02</td>
</tr>
<tr>
<td>RES_D</td>
<td>.997</td>
<td>.79</td>
</tr>
<tr>
<td>RIS_I</td>
<td>1.053*</td>
<td>.02</td>
</tr>
<tr>
<td>RES_I</td>
<td>.964</td>
<td>.11</td>
</tr>
<tr>
<td>RCOM</td>
<td>.983</td>
<td>.41</td>
</tr>
</tbody>
</table>

\(^a\)PES: providing emotional support.
\(^b\)PIS: providing informational support.
\(^c\)SES: seeking emotional support.
\(^d\)SIS: seeking informational support.
\(^e\)COM: companionship.

Table 6. Performance of the unified model on hold-out testing sets in different weeks (precision and recall are for the positive class).

<table>
<thead>
<tr>
<th>Measures</th>
<th>Churn in the 1st week</th>
<th>Churn in the 3rd week</th>
<th>Churn in the 5th week</th>
<th>Churn in the 13th week</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>.950</td>
<td>.872</td>
<td>.880</td>
<td>.838</td>
</tr>
<tr>
<td>Recall</td>
<td>.937</td>
<td>.534</td>
<td>.511</td>
<td>.504</td>
</tr>
<tr>
<td>F1 score</td>
<td>.943</td>
<td>.662</td>
<td>.647</td>
<td>.629</td>
</tr>
<tr>
<td>AUC(^a)</td>
<td>.972</td>
<td>.901</td>
<td>.909</td>
<td>.929</td>
</tr>
</tbody>
</table>

\(^a\)AUC: area under the receiver operating characteristic (ROC) curve.
Figure 3. Empirical and predicted hazard curves for user participations.

Discussion

Principal Findings

The results of survival analysis showed that seeking or providing various types of social support was related to users’ participations in different ways. First, informational support is the most popular social support being sought and provided. This was expected for communities based on common social identities [59] because the large amount of information about a disease and the common identity as patients of the disease are probably why many users come to the OHC in the first place. While providing more informational support is positively correlated with longer participations, seeking and receiving informational support are negatively associated with participations. In other words, those who focus on seeking information may not stay in the long run, even after they receive informational support.

Second, companionship had the lowest hazard ratio. Recall that companionship includes discussions of offline events, sharing daily life stories, birthday wishes, and playing online games. This is a very interesting finding—even though this is an OHC about cancer, discussions of non–cancer-related issues are the key to keeping users engaged in the community. This highlights the importance of building personal bond [59] through off-topic discussions in the form of sharing personal stories about life or having fun together, which can strengthen the connections among users more than informational support. The role of companionship has significant implications for the management of an OHC. Although some OHCs may discourage off-topic discussions in order to achieve a “cleaner” environment with only relevant content, these discussions turn out to be a good way to bond users and keep them engaged, and OHC managers may want to encourage, or even initiate, more of these activities.

Third, although we expected emotional support to be positively related to user participation as suggested by [24], the results are mixed based on whether emotional support was being sought, provided, or received. The hazard ratio of SES was below 1 in the experiment, which contradicts the effect of SIS and suggests that SES can be a sign of longer participations, especially for those who have been with the OHC for a while. However, providing and receiving emotional support are not significant factors. We conjectured that a fair amount of emotional support in the OHC could be generic and a mere formality (eg, “I will pray for you,” “Love you and Hug”). Such emotional support can still be valuable for those who seek support, but activities in providing and receiving such support are not related to users’ continued participations.

Our survival analysis has shown the effects of social support activities on users’ engagement. How much do such social support activities contribute to the performance of the churn predictive model? To illustrate which features are more important for the unified model’s predictive power, we ranked the 145 features in the model using information gain [60]. Among the top 20 features (Table 7), 11 features among the top 20 were made possible only after our classification of different types of social support. Also, 18 of them were features that reflected the temporal dynamics in users’ social support activities, especially the stability during the last week of the training period. Overall, this shows that users’ activities in
seeking, providing, and receiving different types of social support, as well as their temporal dynamics in these activities, can greatly enhance churn predictions in OHCs.

In this research, we mined large-scale data to better understand and predict users’ continued participations in OHCs. We first detected the seeking and provision of different types of social support from OHC users’ posts using text mining techniques. Then, survival analysis revealed that companionship is a significant and positive predictor of users’ continued participations. Not limiting the potential of the large-scale data to descriptive analytics, we also developed a churn prediction model with high accuracies. Our work serves as an example that highlights the power of data analytics in exploring complex human behaviors.

From a managerial perspective, the outcome of our study can provide OHC managers with suggestions on how to sustain users’ participations and decision support to retain users through interventions (e.g., post recommendations and email reminders). A sustainable and successful OHC will eventually benefit its users. From a methodological perspective, this study was the first to use text mining to differentiate the seeking and providing of various types of social support from large-scale OHC data, and demonstrated how such detection of social support activities could help to understand and predict users’ engagement in OHCs.

This study has practical implications. Traditionally, an OHC will send reminder emails to a user who has been inactive for a while, hoping to raise the user’s interests in coming back. With the help of our churn prediction model, an OHC can find at an early stage whether a user is about to leave. Then, it can intervene proactively and try to retain the user via email reminders. More importantly, instead of including a generic reminder or some random recent posts from the community, such emails can be designed based on the results of our survival analysis. For example, because companionship is a key predictor of users’ continued participations, including some of these companionship posts (e.g., birthday wishes, holiday plans, and online scrabble games) in reminder emails may be more effective to keep users engaged than having random posts or just informational posts.

**Table 7.** Top 20 features by information gain for the full unified model.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Stability of the total number of threads a user initiated during the last week of the training period</td>
</tr>
<tr>
<td>2</td>
<td>Stability of the number of threads a user participated during the last week of the training period</td>
</tr>
<tr>
<td>3</td>
<td>Stability of the number of SIS(^a) a user posted during the last week of the training period</td>
</tr>
<tr>
<td>4</td>
<td>Stability of the number of SES(^b) a user posted during the last week of the training period</td>
</tr>
<tr>
<td>5</td>
<td>Stability of the total number of posts from a user during the last week of the training period</td>
</tr>
<tr>
<td>6</td>
<td>Stability of the number of PIS(^c) a user posted during the last week of the training period</td>
</tr>
<tr>
<td>7</td>
<td>Stability of the number of PES(^d) posts a user received directly during the last week of the training period</td>
</tr>
<tr>
<td>8</td>
<td>Stability of the number of PES a user posted during the last week of the training period</td>
</tr>
<tr>
<td>9</td>
<td>Stability of the number of COM(^e) a user posted during the last week of the training period</td>
</tr>
<tr>
<td>10</td>
<td>Stability of the number of PIS posts a user received directly during the last week of the training period</td>
</tr>
<tr>
<td>11</td>
<td>Stability of the number of COM a user was exposed to during the last week of the training period</td>
</tr>
<tr>
<td>12</td>
<td>Stability of the number of PES posts a user received indirectly during the last week of the training period</td>
</tr>
<tr>
<td>13</td>
<td>Stability of the number of PIS posts a user received indirectly during the last week of the training period</td>
</tr>
<tr>
<td>14</td>
<td>Total number of posts from a user during the last week of the training period</td>
</tr>
<tr>
<td>15</td>
<td>The number of threads a user participated in during the last week of the training period</td>
</tr>
<tr>
<td>16</td>
<td>Stability of the number of threads a user participated in across weeks</td>
</tr>
<tr>
<td>17</td>
<td>Stability of the total number of posts from a user across weeks</td>
</tr>
<tr>
<td>18</td>
<td>Entropy of the total number of posts from a user during the last week of the training period</td>
</tr>
<tr>
<td>19</td>
<td>Stability of the number of PIS posts a user received indirectly across weeks</td>
</tr>
<tr>
<td>20</td>
<td>Stability of the total number of threads a user initiated across weeks</td>
</tr>
</tbody>
</table>

\(^a\)SIS: seeking informational support.  
\(^b\)SES: seeking emotional support.  
\(^c\)PIS: providing informational support.  
\(^d\)PES: providing emotional support.  
\(^e\)COM: companionship.
Limitations

This study also had limitations. First, for the 3 independent variables for indirect support received (RISI, RESI, and RCOM), we assumed that a user received indirect support when she replied to a thread initiated by another user and read other users’ replies to the thread. This approach of capturing indirect support received could be inaccurate: on one hand, we might underestimate the amount of support because we limited our calculation to threads a user replied to, while a user could get indirect support by reading a thread without posting a reply. On the other hand, our approach might also overestimate such indirect support because when posting to a long thread, a user might not have time to read all the previous replies. This limitation can be addressed by analyzing users’ click streams, but such data were not available for this study and can be difficult to obtain for many studies of OHCs. The lack of clickstream data also prevented us from analyzing lurking behaviors, which might also provide social support to lurkers [35]. Having users’ clickstream data will also help us better define each user’s temporal span of online activities. Second, our survival analysis only reveals the correlation between users’ social support activities and their participations, without showing any causality. Although randomized experiments are better choices to infer causality, as it not only can help understand why a user leaves an OHC, but also can potentially improve the recommendation and retrieval of Web-based information. We are also interested in improving the unified predictive model, which is easier for OHCs to use. One possible way is to rebalance instances in the unified model’s dataset because the current dataset features way more negative instances than positive. It would also be interesting to explore whether users’ engagement behaviors change over time, especially when accessing the Web using mobile devices is becoming more popular in recent years. We would also like to collaborate with OHC operators to evaluate the effectiveness of interventions aiming at keeping users engaged.

Future Work

There are several interesting directions for future research. Detecting users’ health status from their posts will be an interesting endeavor, as it not only can help understand why a user leaves an OHC, but also can potentially improve the recommendation and retrieval of Web-based information. We are also interested in improving the unified predictive model, which is easier for OHCs to use. One possible way is to rebalance instances in the unified model’s dataset because the current dataset features way more negative instances than positive. It would also be interesting to explore whether users’ engagement behaviors change over time, especially when accessing the Web using mobile devices is becoming more popular in recent years. We would also like to collaborate with OHC operators to evaluate the effectiveness of interventions aiming at keeping users engaged.
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Abstract

Background: Patient and consumer access to eHealth information is of crucial importance because of its role in patient-centered medicine and to improve knowledge about general aspects of health and medical topics.

Objectives: The objectives were to analyze and compare eHealth search patterns in a private (United States) and a public (United Kingdom) health care market.

Methods: A new taxonomy of eHealth websites is proposed to organize the largest eHealth websites. An online measurement framework is developed that provides a precise and detailed measurement system. Online panel data are used to accurately track and analyze detailed search behavior across 100 of the largest eHealth websites in the US and UK health care markets.

Results: The health, medical, and lifestyle categories account for approximately 90% of online activity, and e-pharmacies, social media, and professional categories account for the remaining 10% of online activity. Overall search penetration of eHealth websites is significantly higher in the private (United States) than the public market (United Kingdom). Almost twice the number of eHealth users in the private market have adopted online search in the health and lifestyle categories and also spend more time per website than those in the public market. The use of medical websites for specific conditions is almost identical in both markets. The allocation of search effort across categories is similar in both the markets. For all categories, the vast majority of eHealth users only access one website within each category. Those that conduct a search of two or more websites display very narrow search patterns. All users spend relatively little time on eHealth, that is, 3-7 minutes per website.

Conclusions: The proposed online measurement framework exploits online panel data to provide a powerful and objective method of analyzing and exploring eHealth behavior. The private health care system does appear to have an influence on eHealth search behavior in terms of search penetration and time spent per website in the health and lifestyle categories. Two explanations are offered: (1) the personal incentive of medical costs in the private market incentivizes users to conduct online search; and (2) health care information is more easily accessible through health care professionals in the United Kingdom compared with the United States. However, the use of medical websites is almost identical, suggesting that patients interested in a specific condition have a motivation to search and evaluate health information, irrespective of the health care market. The relatively low level of search in terms of the number of websites accessed and the average time per website raise important questions about the actual level of patient informedness in both the markets. Areas for future research are outlined.
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Introduction

Background

The Internet hosts over 100,000 health and medical-related websites, termed as eHealth websites in this study. In the United States, 95 million adults, about 80% of all adult Internet users, have searched for eHealth-related information [1]. Retrieval of eHealth information is one of the most common reasons for accessing the Internet [1] and it is estimated that 4.5% of total Internet searches worldwide are related to eHealth [2,3]. Almost 7 million eHealth searches are conducted on Google.com each day [1,4,5]. It has been shown that most online health searches are guided by finding concrete answers to specific questions, for example, to obtain information about treatments, symptoms, diseases, and conditions [6]. In a detailed study of online users of NHS Direct, using survey and detailed interviews, four main motivations to search for health information were found: (1) to obtain reassurance, (2) to seek a second opinion, (3) to improve understanding, and (4) the ease of online search compared with using traditional sources [7]. The scale of health and medical-related online search and the importance of the outcomes in terms of informing and influencing patient behavior mean that it is important to gain a detailed understanding of the online search process [7,8]. Prima facie, techniques and approaches used in consumer markets [9] have significant potential in contributing to our understanding of health and medical online search behavior. That is, research concepts and frameworks that have been used in other sectors to measure and evaluate online search behavior can be adapted and used in a health care context.

Although the Internet has greatly reduced consumer search costs, the scale and complexity of the available information requires sophisticated search methods by patients [8,10]. In this context, Google in particular has been described as the “gatekeeper to Web information,” due to its dominance as a search engine, directing searchers to a selected set of websites [11-13]. However, many users still feel that they need help in searching for information [13] and in evaluating the trustworthiness and veracity of online health and medical information [14,15]. These search issues are exacerbated in an eHealth search context because it often concerns an unfamiliar and unknown problem, where the absence of well-defined keywords initiates a series of cognitive learning and reformulating processes [16].

The use of the Internet by patients has the potential to significantly increase patient informedness and is clearly an important part of a health care philosophy of patient-centered medicine, where the patient is placed at the center of decisions and treatments. Such informed patients actively engage in their health management, understand their conditions and diseases, and discuss the medical decision making with their health care professionals. Medical information that was previously exclusive to members of the medical profession is now much more widely available [17,18], a trend that has encountered some professional resistance. There are concerns over the accuracy and validity of the information, the patients’ ability to understand the information, and also to be able to discern the quality of competing information sources. Given the scale, complexity, and extent of eHealth search, it is therefore important to gain a better understanding of the overall picture of eHealth search by examining a large sample of eHealth websites in terms of their purpose to develop a taxonomic structure and also by evaluating the detailed search patterns by patients or consumers on individual websites.

The following 4 main gaps have been identified in the literature:

First, very little information about the landscape of eHealth websites exists, that is, a high-level view of the most important websites measured by scale in terms of their categorization and usage. This is important because it would inform medical professionals and patients about the structure of website information defined in a taxonomy and would provide valuable insights into the scale and allocation of search effort by patients.

Second, there is very little research into the detailed measurement of eHealth search behavior on a large scale, raising the question of how eHealth search behavior can be analyzed and measured in a systematic and objective manner, using techniques and methods from other online markets [9,10].

Third, how do consumers actually navigate the eHealth landscape? That is, their search patterns have not been established.

Fourth, the differences between online behavior in private (United States) and public (United Kingdom) health care markets have not been investigated. This is an important issue for health policy because it starts to inform the research agenda of how private and public health care systems with different characteristics, for example, restricted versus universal access to health professionals and regulatory differences for advertising, affect online search behavior. These gaps are described in more detail below.

The eHealth Landscape

Previous research has investigated the influence of search engines on the structure of the eHealth landscape [12,13] and surveys reveal the approximate scale of usage in terms of the number of eHealth users and frequency of use [15], but there is very little research on mapping out the structure of the eHealth landscape in terms of different types of eHealth website and their scale. Although there have been some efforts to develop classifications [4,19], there was no attempt to evaluate the models and populate them with a large-scale realistic dataset and there is no agreed classification or taxonomy of health-related websites.

Measurement Framework

Previous research into eHealth behavior can be grouped into two categories: intensive research methods such as focus groups, experiments, and observational studies [3,10,20] and more extensive methods such as surveys [1,5]. Intensive research methods generate a high level of detail and allow the researcher to explore the motivation and logic of particular actions such as search strategies. They are based on relatively small samples of users, typically around n=20, which raises the problem of generalizability. This is exacerbated if the sample is of a specific nature; such as patients having a particular condition or being...
members of a professional group [3,6]. In addition, such samples are often from a single country [19,21]. Surveys provide potentially much larger samples and better generalizability, but there are also problems, notably, the difficulty of balancing the length and complexity of the survey with the practicalities of users completing it in a comprehensive and accurate manner [22]. There is also a general issue of the accuracy of self-reported behavior in surveys. To overcome these issues in an eHealth context where the purpose of the research is to try and capture highly accurate eHealth search behavior from a very large sample, online panel data are used. Göritz et al [23] explained the use of online panel data in a social science context in an authoritative, general discussion. The methodology, ideas, and concepts used in this paper are adapted from marketing where these techniques have been more widely used [9,24,25]. This enables the accurate measurement of variables such as the number of unique visitors who use a set of websites, the time spent per website, and the breadth of the search process measured by the number of different websites accessed [26,27].

**Patient Online Search Patterns**

In general, there is very little systematic research and understanding of how consumers actually search for eHealth information in terms of their specific search patterns based on a very large sample of users. Previous research into eHealth search behavior tended to focus on very small groups of users, specific websites, or on the characteristics of the searchers themselves [4,15,28,29]. The bigger picture is therefore largely missing, except from surveys which capture the volume of activity based on self-reported online activities but not the related search behavior across multiple websites, for example, the number of websites visited within a related set of websites or detailed information such as the amount of time spent per website.

**Differences Between the Private and Public Health Care Markets**

One might reasonably expect privately funded eHealth users to be more engaged in their eHealth activities because of the financial motivation. An additional factor, direct to consumer advertising of drugs is also expected to stimulate patient interest, which would be reflected in more intensive online search patterns, as compared with those of users in a public market. The approach taken in this study is to analyze the US and UK markets as exemplars of private and public health markets. These countries are similar in that both have (1) high levels of Internet penetration, (2) sophisticated use of online technology across all market sectors, and (3) advanced health care systems. The main points of difference are in the nature of the funding, where the United States is predominantly a private system compared with the United Kingdom, which is mainly public [30], and the United States allows direct to consumer advertising of drugs, whereas it is prohibited in the United Kingdom and also in Europe. The two markets are significant from an economic perspective because the United States is the largest pharmaceutical market, and the United Kingdom is part of the second largest pharmaceutical market worldwide, the European Union. Previous studies of online search in health markets found that language strongly affects the behavior [5], warranting the United Kingdom as the best choice within the European Union. In addition, the vast majority of health content on the Internet, regardless of country, is in English [31].

**Research Questions**

1. What is the structure of the eHealth landscape described as a taxonomy of eHealth websites?
2. How can eHealth search patterns be analyzed using an objective measurement framework?
3. What are the eHealth search similarities and differences between public and private health care markets?

**Methods**

**Taxonomy**

The taxonomy was developed using a combination of conceptual development based on categories from the literature and was then adapted and extended through empirical experimentation with a sample of the largest 100 eHealth websites taken from the comScore commercial database [25,32]. The size of the websites was measured by the number of unique visitors per month, which ranged from 15,000 to 10 million in the United Kingdom and 45,000 to 70 million in the United States.

**Online Panel Data and Measurement Framework**

The accurate measurement of online behavior requires objective data with international scope, very large scale, detailed granularity, and tracking ability across multiple websites. Online panel clickstream data were used because it fulfills all these data criteria [24-27]. “Clickstream” data recorded electronic data of Internet usage which was collected automatically from a panel of online users [33-35]. Online panel data are more reliable than interviews and questionnaires because it does not rely on self-reporting of Internet usage, and the automatic data collection can be implemented on a very large scale, which gives statistical reliability. It has been widely used in market research [9,24,33-36] and can also be used to make direct comparisons between international markets. In this research, the largest commercial international panel from comScore has been used, which tracks 1.5-trillion digital interactions monthly from more than 2-million registered users in 172 countries who access 3-million websites [25]. The data are gathered through a program installed on the computers of registered users which records the URLs of all pages viewed, how long a window has been active, and the actual pages viewed [26,27]. All data collected are encrypted to ensure complete privacy protection of users, and no personally identifiable information is released. A list of the websites used in the study is provided (Multimedia Appendix 1).

ComScore tracks all types of websites, and the database of websites that are tracked is in effect defined by the users and is entirely dependent on the users’ online behavior. The company then categorizes the database, which means that all health- and medical-related websites of significant size are tracked [27]. The more important limitation of the research sample is therefore in the selection of the websites by the researchers. The research sample was an iterative process in which the starting point was to use comScore’s own categorization of health and medical websites and then to refine it using the expertise of the
researchers and their colleagues. A small number of additional websites were added, including two important US Government websites. There are two possible sampling errors in the dataset used in this study: the inclusion of irrelevant websites and the exclusion of important websites.

The first error is mitigated by checking and categorizing each website according to the proposed taxonomy. The second type of error cannot be removed altogether although it is mitigated by the large sample size and the sampling process. The large size of the sample means that it is likely that the data are representative of usage and that the results are therefore robust. The statistical significance of differences is also estimated and because of the very large user samples of 1 million in the US and approximately 80,000 in the UK, the measurement errors are very small. Refer to previous studies [1,23,24,36] for examples of how comScore has been used by other researchers and Government bodies. A detailed methodological discussion of the general use of online panels in research that covers panel recruitment, composition, and validity of the data is given in the following core texts [37,38].

A multilevel framework was used to capture different aspects of search. Each measurement is defined in the following conceptual terms.

**Search Penetration**

The simplest and arguably the most important measurement is search penetration: this is defined as the overall level of search within a defined market compared with the country’s Internet population, that is the percentage of the Internet population that accesses eHealth content. Search penetration is reported for each category of eHealth website. It is important because it describes the overall level of market adoption of health-related search and represents the level of interest in health topics.

**Allocation of Search Effort Across Categories**

The composition of the search is defined as the distribution of users across categories of eHealth websites. It is important because it describes the allocation of search effort across categories and the relative size of each category.

**Single Preferred Website and Searcher Split**

This measure captures the distinction between those users who look exclusively at one, preferred website and those who search across two or more websites within a category. Those looking at a single website are likely to be accessing information from their preferred website, whereas those looking at more than one website are actively conducting search based on a consideration set of eHealth websites.

**Consideration Set**

A consideration set is the number of websites a user visits to conduct his search. Those looking at two or more websites are most likely to be actively searching within a set of related websites, and the consideration set concept is used to measure the range of websites that are accessed [9,24].

**Time Per Visitor Per Website**

This measure indicates the average length of time spent per website. It is a measure of the intensity of the search process and is a good proxy for search effort or engagement per individual website [34].

**Private and Public Index**

For each of the variables, search penetration, consideration set, and time per visitor per website, a private and public index is defined as the ratio of the US:UK result. This gives a comparative measure of the development or use of the Internet in a private market compared with a public one.

### Results

**Taxonomy of eHealth Websites**

The proposed taxonomy of websites is shown in Table 1. The proposed taxonomy is based on the synthesis of individual categories identified in the literature, in particular, health [39], medical [15], lifestyle [40], e-pharmacy [41], social media [6], and professional [42]. This new eHealth taxonomy is broader in scope and more comprehensive than similar frameworks [4,19]. Although the classification scheme proposed by Di Giacomo et al [19] has some similarities to our model, it did not identify the health, lifestyle, and social media categories. The proposed taxonomy has therefore been derived in a mainly deductive manner and then applied empirically to a large sample of websites. The categorization of the empirical data indicates that the taxonomy appears to be comprehensive and useful, that is, the researchers could place all the researched websites naturally into an individual category. Our approach is therefore similar to the methods for developing taxonomies that combine both deductive and empirical approaches [32].
Table 1. Health website categories, their general description, and subcategories.

<table>
<thead>
<tr>
<th>Category</th>
<th>General description</th>
<th>Subcategories</th>
<th>Number of websites</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health</td>
<td>Broad information about health encompassing a wide variety of information centered on everyday health issues.</td>
<td>General health information, Health news, Women’s health, Children’s health, Men’s health, Other health information</td>
<td>20</td>
</tr>
<tr>
<td>Medical</td>
<td>Websites providing specific information about diseases, conditions, treatments and symptoms.</td>
<td>General medical information, Drug information, Services, physician and hospital information, Specific disease information, Mental health and psychology</td>
<td>26</td>
</tr>
<tr>
<td>Lifestyle</td>
<td>Information websites centered on well-being and healthy living.</td>
<td>General healthy lifestyle information, Natural health and alternative medicine</td>
<td>20</td>
</tr>
<tr>
<td>E-pharmacy</td>
<td>Websites providing information and products for medication.</td>
<td>Online pharmacies, Social media platforms, Health forums</td>
<td>20</td>
</tr>
<tr>
<td>Social media</td>
<td>Platforms dedicated to communication among patients, peers, and professionals to interact and discuss health and medical issues.</td>
<td>Information for health professionals, Pharmaceutical companies</td>
<td>4</td>
</tr>
<tr>
<td>Professional</td>
<td>Websites providing information specifically targeted to health care professionals.</td>
<td></td>
<td>10</td>
</tr>
</tbody>
</table>

Search Penetration

Online search penetration is an important measure because it is a proxy for the level of interest and awareness in a subject. Online penetration is an adaptation of the standard concept of market penetration from marketing and is an indication of the maturity of the market measured by the product lifecycle [43]. The number of unique visitors and search penetration in each category is shown in Table 2. To take out the effect of market size, the results are calculated as a search penetration percentage of the total online population in each country. The total Internet population is 251 million (US) and 48 million (UK) [44]. The search penetration index is the private (US):public (UK) ratio of the search penetration of eHealth websites in each eHealth category.

Health is the largest category in both markets and the search penetration index is a factor of 2, which is an enormous difference. Lifestyle shows a similar level of difference between the two markets. These two categories are general in nature and demonstrate a much higher level of interest in the private than the public health care market for general health topics. Medical search penetration is identical, and this may reflect the fact that very specific medical search originates from an interaction with a health care professional rather than from general interest in a topic. The level of search into e-pharmacy websites is relatively low in both the countries compared with other categories. The US e-pharmacy penetration is significantly higher than the UK, which is perhaps a reflection of direct to consumer advertising of prescription drugs. The exception to the general pattern is professional websites, where a much higher proportion of UK users than US users access these websites.

Allocation of Search Effort Across Categories

The distribution of overall search effort is quite similar and shows that health, medical and lifestyle account for around 90% of Internet activity in both markets. The exception is professional, which accounts for a higher proportion of overall UK activity compared to the US.

Single Preferred Website and Searcher Ratio

In general across all categories, most online users only access one website within each category (Table 4). The highest level of search is in health even in which only 22% of all users look at two or more websites. These results are consistent with previously reported levels of search in online consumer markets [34,35,45]. The category with the lowest level of searchers is the e-pharmacy category, which suggests that almost all patients use a single, preferred e-pharmacy. Considering the nature and impact of eHealth content, it is also likely that consumers are risk averse and therefore contain their online activity to a single, trusted website.

Consideration Set

The consideration set is relatively narrow in all cases, particularly when considering the wide choice of websites within
each category (Table 5) and the two markets are almost identical. Narrow search patterns are the norm in other consumer markets [9,24,34,45]. In the health market, it is reasonable to assume that the complexity of the information naturally limits search patterns because of the effort taken to read and comprehend the information.

Table 2. Search penetration: unique visitors (millions) and search penetration index.

<table>
<thead>
<tr>
<th>Category</th>
<th>United Kingdom (public HCM)</th>
<th>United States (private HCM)</th>
<th>Search penetration index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health</td>
<td>19.8 (41%)</td>
<td>207.7 (83%)</td>
<td>2.0</td>
</tr>
<tr>
<td>Medical</td>
<td>16.8 (35%)</td>
<td>90.8 (36%)</td>
<td>1.0</td>
</tr>
<tr>
<td>Lifestyle</td>
<td>5.4 (11%)</td>
<td>60.8 (24%)</td>
<td>2.1</td>
</tr>
<tr>
<td>E-pharmacy</td>
<td>0.7 (1%)</td>
<td>7.1 (3%)</td>
<td>2.0</td>
</tr>
<tr>
<td>Social media</td>
<td>0.9 (2%)</td>
<td>14.6 (6%)</td>
<td>3.1</td>
</tr>
<tr>
<td>Professional</td>
<td>4.9 (10%)</td>
<td>9.6 (4%)</td>
<td>0.4</td>
</tr>
</tbody>
</table>

*aHCM: health care market.

Table 3. Distribution of search effort.

<table>
<thead>
<tr>
<th>Category</th>
<th>Public HCMᵃ</th>
<th>Private HCM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health</td>
<td>41%</td>
<td>53%</td>
</tr>
<tr>
<td>Medical</td>
<td>35%</td>
<td>23%</td>
</tr>
<tr>
<td>Lifestyle</td>
<td>11%</td>
<td>16%</td>
</tr>
<tr>
<td>E-pharmacy</td>
<td>1%</td>
<td>2%</td>
</tr>
<tr>
<td>Social media</td>
<td>2%</td>
<td>4%</td>
</tr>
<tr>
<td>Professional</td>
<td>10%</td>
<td>2%</td>
</tr>
</tbody>
</table>

*aHCM: health care market.

Table 4. Single preferred website and search.

<table>
<thead>
<tr>
<th>Category</th>
<th>Single website</th>
<th>Search</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Public HCMᵃ</td>
<td>Private HCM</td>
</tr>
<tr>
<td>Health</td>
<td>78%</td>
<td>75%</td>
</tr>
<tr>
<td>Medical</td>
<td>87%</td>
<td>84%</td>
</tr>
<tr>
<td>Lifestyle</td>
<td>88%</td>
<td>85%</td>
</tr>
<tr>
<td>E-pharmacy</td>
<td>92%</td>
<td>98%</td>
</tr>
<tr>
<td>Social media</td>
<td>91%</td>
<td>93%</td>
</tr>
<tr>
<td>Professional</td>
<td>95%</td>
<td>93%</td>
</tr>
</tbody>
</table>

*aHCM: health care market.

Table 5. Results of consideration set.

<table>
<thead>
<tr>
<th>Category</th>
<th>Public HCMᵃ</th>
<th>Private HCM</th>
<th>Consideration set index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health</td>
<td>2.4</td>
<td>2.3</td>
<td>1.0</td>
</tr>
<tr>
<td>Medical</td>
<td>2.2</td>
<td>2.3</td>
<td>1.0</td>
</tr>
<tr>
<td>Lifestyle</td>
<td>2.3</td>
<td>2.3</td>
<td>1.0</td>
</tr>
<tr>
<td>E-Pharmacy</td>
<td>2.1</td>
<td>2.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Social media</td>
<td>2.0</td>
<td>2.1</td>
<td>1.1</td>
</tr>
<tr>
<td>Professional</td>
<td>2.1</td>
<td>2.2</td>
<td>1.0</td>
</tr>
</tbody>
</table>

*aHCM: health care market.
Figure 1. The distribution of all visitors in the private (US) health category.

![Figure 1](image1)

Figure 2. The distribution of searchers in the private (US) health category, average consideration set size=2.3.

![Figure 2](image2)

Note that this is an average consideration set. To understand its composition better, the distribution of all visitors is given in Figure 1 and for searchers only is given in Figure 2 for the private (United States) health category.

The distribution of all visitors (Figure 1) shows that the split between single website and searchers is 75:25%. The distribution of the searchers only (Figure 2) shows that 95% of searchers look at just two or three websites, with only 5% conducting...
what could be termed an extensive search pattern of four or more websites.

**Time Per Visitor Per Website**

The average time spent per website per unique visitor is a measure of the depth of the search process. It is therefore a measure of engagement or attention between the user and the website content. The results are shown in Table 6.

Patients in the private health care market are more engaged across all categories of eHealth content, and this is possibly due to the financial risk and costs of private health care. A more engaged search process could therefore be interpreted as a risk reduction strategy. Another explanation is that users in the United Kingdom may have better and easier access to health care professionals than in the United States, which gives all users, regardless of income, an alternative to online search.

**Sample Size and Statistical Significance**

A sample size table was calculated based on the number of visitors in each category, the size of the online panel, and the overall digital population in each country. The estimate of unique visitors is equal to the number of panel members who visit a set of websites (ie, the sample size for each category in the taxonomy) as a proportion of the online panel size multiplied by the digital population. The results for each category are shown in Table 7.

The sample sizes range from 1100 to 828,000. In the United Kingdom, the sample sizes for health, medical, lifestyle, and professional are of the order of 10,000, and 1000 for e-pharmacy and social media. In the United States, the smallest sample is 28,200. With samples of this magnitude, differences between categories are almost certainly real. Search penetration in Table 2 and average time per visitor in Table 6 represent arguably the two most important measures of search effort, that is, the level of usage measured by penetration of the population, which is equivalent to the concept of adoption in marketing, and then average time spent per website per user, which is a measure of search effort or engagement that is independent of market size. The differences between the United Kingdom and the United States for the variables search penetration and average time per website across each of the categories are all significantly different, \( P < .001 \).

The very low \( P \) values can be attributed to the scale of the differences between the samples and the very large sample sizes. It is therefore essential and useful to also consider the effect sizes to give a complete picture of the implications of the results and relate them to the differences in the behavior of digital populations that are independent of the sample size [46]. The effect sizes were measured using odds ratio (OR) for search penetration and Cohen's \( d \) for time per website [46]. The results are shown in Table 8.

### Table 6. Average time per website per unique visitor in minutes.

<table>
<thead>
<tr>
<th>Category</th>
<th>Public HCM(^a)</th>
<th>Private HCM</th>
<th>Time index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health</td>
<td>3.13</td>
<td>4.36</td>
<td>1.4</td>
</tr>
<tr>
<td>Medical</td>
<td>3.14</td>
<td>3.42</td>
<td>1.1</td>
</tr>
<tr>
<td>Lifestyle</td>
<td>3.91</td>
<td>4.82</td>
<td>1.2</td>
</tr>
<tr>
<td>E-pharmacy</td>
<td>3.20</td>
<td>5.56</td>
<td>1.7</td>
</tr>
<tr>
<td>Social media</td>
<td>2.84</td>
<td>3.16</td>
<td>1.1</td>
</tr>
<tr>
<td>Professional</td>
<td>3.08</td>
<td>7.31</td>
<td>2.4</td>
</tr>
</tbody>
</table>

\(^a\)HCM: health care market.

### Table 7. The sample size estimate of each category for the United Kingdom and the United States (represented in thousands).

<table>
<thead>
<tr>
<th>Category</th>
<th>Public HCM(^a)</th>
<th>Private HCM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health</td>
<td>32.9</td>
<td>827.6</td>
</tr>
<tr>
<td>Medical</td>
<td>27.9</td>
<td>361.8</td>
</tr>
<tr>
<td>Lifestyle</td>
<td>9.0</td>
<td>242.1</td>
</tr>
<tr>
<td>E-pharmacy</td>
<td>1.1</td>
<td>28.2</td>
</tr>
<tr>
<td>Social media</td>
<td>1.5</td>
<td>58.3</td>
</tr>
<tr>
<td>Professional</td>
<td>8.1</td>
<td>38.4</td>
</tr>
</tbody>
</table>

\(^a\)HCM: health care market.
The OR was used to measure the effect size for search penetration because it is a binary outcome, that is, adoption or non-adoption of Internet search within a particular category of eHealth. The effect size interpretation used is small (1.5), medium (2.0), and large (3.0) [46]. For search penetration, the results show a medium effect size for health, lifestyle, and e-pharmacy, a large effect size for social media and a very weak effect size for medical. The effect is in the opposite direction for professional, and in terms of its magnitude is medium. For Cohen $d$, the thresholds of small (0.2), medium (0.5), and large (0.8) are adopted [46]. For time per website, large effect sizes exist in e-pharmacy and professional and small effect sizes in health and lifestyle. The time effect size is very weak for medical and social media.

Health and lifestyle categories are both large categories within the eHealth taxonomy (see Table 3). The effect sizes for search and time in these categories therefore represent important search differences between the US and UK health care markets. The very small effect sizes in the medical category confirm the strong similarity between the UK and US health care markets for medical search.

In e-pharmacy, the results may indicate a higher level of maturity for online ordering of prescriptions in the United States compared with the United Kingdom. The social media category represents just 2% and 4% of overall search effort in the United Kingdom and United States, respectively (see Table 3), although its use could grow as eHealth users become more confident and Web 2.0 technology improves. The effect size for search penetration in the professional category is opposite to the other categories and this requires further research.

**Table 8.** Effect sizes for search penetration and time per website per visitor.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Search penetration OR (95% CI)</th>
<th>Time per website Cohen $d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health</td>
<td>2.01 (1.99-2.04)</td>
<td>0.37</td>
</tr>
<tr>
<td>Medical</td>
<td>1.04 (1.02-1.05)</td>
<td>0.02</td>
</tr>
<tr>
<td>Lifestyle</td>
<td>2.15 (2.10-2.20)</td>
<td>0.24</td>
</tr>
<tr>
<td>E-pharmacy</td>
<td>2.05 (1.93-2.18)</td>
<td>0.82</td>
</tr>
<tr>
<td>Social media</td>
<td>3.11 (2.95-3.27)</td>
<td>0.15</td>
</tr>
<tr>
<td>Professional</td>
<td>0.38 (0.37-0.39)</td>
<td>0.98</td>
</tr>
</tbody>
</table>

The search penetration indices for health and lifestyle for the private market are twice as high as the public one. On the basis of Internet adoption rates, the private market is therefore much more developed than the public one. For both health and lifestyle, consumers of the private market also spent more time per website. The evaluation of market penetration and time together indicates that users in the private market are generally more interested and also more engaged in eHealth content. Note that these differences cannot be attributed to general differences in Internet sophistication, which are very similar by other measures as reported by authoritative sources [44,47,48]. The exception to search penetration is the professional category where UK Internet use is more extensive in terms of search penetration. This implies that UK users may be more sophisticated in searching this highly specialized content, where the specialized and detailed nature of the information also appears to limit search because 95% of UK and 93% of US users only access one website in this category. These conjectures require further research, which could focus on this category only and perhaps explore the use of a larger number of websites coupled with qualitative data about online search behavior.

The search behavior in the medical category is almost identical, which begs the question why online users in two very different health environments should behave so similarly. One explanation is that medical search is very specific, that is, it relates to a condition or treatment. In this context, it is much more likely that the search is by patients, or their carer, responding and reacting to a specific need for further information and advice on a medical topic. The stimulus for the search process is therefore most likely to be as a result of a medical consultation with a professional, or a patient informing themselves of the likely diagnosis or treatment of an ailment. In this particular medical context, the main factor initiating the search process is likely to be a medical event, which is equally likely in both countries.

The allocation of search across categories has the same rank order, where health, medical, and lifestyle websites attract approximately 90% of online activity in both markets. Social media websites are very small in comparison with the professional websites in health, medical, and lifestyle and may

**Discussion**

**Principal Findings**

A context is needed to measure online behavior in any market. In the case of eHealth, the most suitable framework was to develop a taxonomy to allow grouping of similar websites into health, medical, lifestyle, e-pharmacy, social media, and professional. A measurement framework was also developed to measure search behavior in a holistic manner, which took into account five key aspects of the search process: (1) search penetration, (2) allocation of search effort across categories, (3) distinguish between single website use and search across two or more websites, (4) Consideration set within each category, and (5) time per visitor per website. The application of the measurement framework in the context of the taxonomy enabled us to compare a private (United States) and a public (United Kingdom) health care market in a much more sophisticated and nuanced manner than simple measures such as the number of online users.

The search penetration indices for health and lifestyle for the private market are twice as high as the public one. On the basis of Internet adoption rates, the private market is therefore much more developed than the public one. For both health and lifestyle, consumers of the private market also spent more time per website. The evaluation of market penetration and time together indicates that users in the private market are generally more interested and also more engaged in eHealth content. Note that these differences cannot be attributed to general differences in Internet sophistication, which are very similar by other measures as reported by authoritative sources [44,47,48]. The exception to search penetration is the professional category where UK Internet use is more extensive in terms of search penetration. This implies that UK users may be more sophisticated in searching this highly specialized content, where the specialized and detailed nature of the information also appears to limit search because 95% of UK and 93% of US users only access one website in this category. These conjectures require further research, which could focus on this category only and perhaps explore the use of a larger number of websites coupled with qualitative data about online search behavior.

The search behavior in the medical category is almost identical, which begs the question why online users in two very different health environments should behave so similarly. One explanation is that medical search is very specific, that is, it relates to a condition or treatment. In this context, it is much more likely that the search is by patients, or their carer, responding and reacting to a specific need for further information and advice on a medical topic. The stimulus for the search process is therefore most likely to be as a result of a medical consultation with a professional, or a patient informing themselves of the likely diagnosis or treatment of an ailment. In this particular medical context, the main factor initiating the search process is likely to be a medical event, which is equally likely in both countries.

The allocation of search across categories has the same rank order, where health, medical, and lifestyle websites attract approximately 90% of online activity in both markets. Social media websites are very small in comparison with the professional websites in health, medical, and lifestyle and may
indicate that eHealth users rely more on professional content rather than peer advice.

The analysis of single website and search showed that the majority of online users, between 75% and 98%, only look at one website within each category. This implies that they have a preferred, single source of information rather than searching across multiple websites for information. Those who look at two or more websites have relatively narrow search patterns. These results are consistent with other markets [9,35].

The consideration sets are almost identical for both markets. The most interesting result is that the search process is very narrow and it is shown in Figure 1 that even for the largest consideration set of 2.3, 95% of users only look at 2 or 3 websites, that is, only 5% of users conduct an extensive search process. This has important implications because it suggests that most users do not assess multiple websites and rely on a handful of very large, influential websites within each category. This assertion is supported by an inspection of the eHealth website sizes shown in Multimedia Appendix 1, measured by the number of unique visitors over a fixed period of time. The average time per website for each user is just a few minutes, with private users spending more time on health and lifestyle categories. This indicates a shallow search process and raises important questions about the level of patient informedness.

A synthesis of the results is shown in Figure 3. Each score is a result of the private and public index ratio for each of the measures of online penetration, consideration set size, and the average time spent per website. Online penetration is a direct measure of overall adoption of the Internet; consideration set is a measure of the breadth of search; and the time spent per website is a measure of user interest, or engagement, in the website content. These results show that the private health care market has significantly higher adoption rates for eHealth websites in the health, lifestyle, e-pharmacy, and social media categories measured by online penetration and that they spend significantly more time on health, lifestyle, e-pharmacy, and professional websites. The consideration sets are almost identical for all categories. The medical category is the same for all measures, which suggests that other factors such as interaction with professional medical staff and medical conditions determine the nature of the search process for specific medical information that probably relates to a specific condition or ailment.

In general, the private US market is more developed in terms of eHealth search than the public UK market. Given that both markets are quite similar in general e-commerce terms [1,44,47], the most plausible explanations are (1) that the private health care system incentivizes personal search into eHealth to encourage general health and well-being; and (2) free access to health care professionals is more widely available in the United Kingdom compared with the United States, including visits to physicians and health care support through telephone.

Limitations and Future Research

The United Kingdom and United States were chosen as representative countries because they are similar in terms of their demographic structure, economy, and Internet access and usage [1,44,47]. Crucially, the two countries share the English language, eliminating effects of language on search behavior. It is therefore plausible that the observed differences can be explained by the differences in funding of the health care systems, where US patients are personally responsible for organizing and paying for their own health care. Other factors
such as the availability and ease of access to physicians were also considered, and both of these factors require further research to understand the complex interactions between the online channel and face-to-face meetings between health care professionals and patients.

The analysis in this study was concerned with the whole of the digital population in each country. Previous research has identified the importance of user characteristics and more broadly the concept of eHealth literacy in influencing search behavior [39,49], and there is potential for developing the analysis in this study by analyzing and exploring the behavior of specific demographic groups and also to make further international comparisons.

Clickstream data provides very detailed information about search patterns, for example, the consideration set concept and the exact amount of time spent per website is captured, which cannot be measured as accurately or on such a large scale using a traditional survey of eHealth trends [5]. These types of results are important for overall eHealth policy making [50] and also have implications for eHealth design [51]. However, a limitation of clickstream data is that the results only measure the actual behavior of users and do not inform us of their motivations, that is, it is not known why they pursue a particular course of action. One way of compensating for this weakness is to conduct a parallel online survey of the panel members that is more qualitative in nature and this is an interesting area for future research.

Comparisons With Prior Work

The proposed taxonomy framework is similar to that of previous study [19], although we think it is important to have more granular categories to uncover important differences in search behavior, which has been supported by the empirical results that identify significant variations and also important similarities in the way that the US and UK health care populations access eHealth information. The diffusion of eHealth adoption is an important topic because it tells us about how the general population is accessing health and medical information [50,52-54] Research using large surveys of eHealth use [5,53] provides very good general information about the use of particular websites and can be used to estimate the online adoption rates and factors that influence eHealth use within a population. However surveys cannot accurately measure detailed outcomes such as the consideration set concept or time spent per brand, and the approach used here is novel in this respect. The approach taken in this study has been to assess the demand side of eHealth usage combined with the categorization of the supply side of eHealth websites, and this is important because it leads to a better understanding of actual usage that can inform policy [50]. Previous research has shown that a country’s health care system and a person’s insurance status have little effect on patients’ online search behavior for health information [1,55], which is not supported by our results.

Conclusions

The taxonomy of eHealth websites was developed using a combination of deductive and inductive methods and is a useful way of describing and categorizing eHealth websites. The online measurement framework is an important step toward a standard approach to measuring eHealth search behavior, similar to other standard health care measurement systems that are used in health surveys [22]. Online panel data provide a reliable source of data that can be used to conduct standard measurement between different segments of the population, between countries and also to enable longitudinal studies to assess important changes and trends over time.

There are significant statistical differences measured by $P$ values and also effect sizes [46] for search penetration and time per website in the health and lifestyle categories. One possible explanation is that patients in the United States have a personal financial incentive because of the private health care system whereas in the United Kingdom, the service is free. Another explanation is that the availability of health care information through health care professionals is more widely available to all patients in the United Kingdom, regardless of income. This explanation is supported by data from the British Medical Association and the US Department of Health and Human Services, which shows that the average number of visits to a physician in the United Kingdom is 6 times per year, twice that of the United States [56,57]. In addition, there is an extensive telephone support system supported by the National Health Service (NHS) in the United Kingdom, which does not have a similar counterpart in the United States. The more general point here is that the availability of health care information through other channels, for example, health care professionals, television and printed media, may reduce the adoption of the Internet channel [58].

The allocation of search effort across the categories is very similar for the private and public markets and show that almost 90% of Internet activity is accounted for by the health, medical, and lifestyle categories. Social media focused eHealth websites are very small and users prefer authoritative content from professionally published websites rather than accessing information from their peer group.

In all categories of eHealth, between 75% and 98% of users access one website only, which suggests that users find a trusted source and remain loyal to it. Consideration sets are relatively small and fall within the range 2.1-2.3. These narrow search patterns may reflect the complexity of the information and perhaps risk-averse search behavior, that is, most searchers evaluate just two or three websites. The time spent per website is also relatively small, although higher in the US. This result suggests that the overall level of informedness will be low, given the low level of search effort measured by time per website and the fact that within each eHealth category most users access just one website and most searchers only visit two or three websites.
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Abstract

Background: Telecommunication is limited or even impossible for more than one-thirds of all cochlear implant (CI) users.

Objective: We sought therefore to study the impact of voice quality on speech perception with voice over Internet protocol (VoIP) under real and adverse network conditions.

Methods: Telephone speech perception was assessed in 19 CI users (15-69 years, average 42 years), using the German HSM (Hochmair-Schulz-Moser) sentence test comparing Skype and conventional telephone (public switched telephone networks, PSTN) transmission using a personal computer (PC) and a digital enhanced cordless telecommunications (DECT) telephone dual device. Five different Internet transmission quality modes and four accessories (PC speakers, headphones, 3.5 mm jack audio cable, and induction loop) were compared. As a secondary outcome, the subjective perceived voice quality was assessed using the mean opinion score (MOS).

Results: Speech telephone perception was significantly better (median 91.6%, P<.001) with Skype compared with PSTN (median 42.5%) under optimal conditions. Skype calls under adverse network conditions (data packet loss > 15%) were not superior to conventional telephony. In addition, there were no significant differences between the tested accessories (P>0.05) using a PC. Coupling a Skype DECT phone device with an audio cable to the CI, however, resulted in higher speech perception (median 65%) and subjective MOS scores (3.2) than using PSTN (median 7.5%, P<.001).

Conclusions: Skype calls significantly improve speech perception for CI users compared with conventional telephony under real network conditions. Listening accessories do not further improve listening experience. Current Skype DECT telephone devices do not fully offer technical advantages in voice quality.
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**Introduction**

A cochlear implant (CI) is an electronic device which allows an auditory stimulation in patients with severe or profound hearing loss [1,2]. It is the most successful neural prosthesis developed till date [1,3]. The implant consists of two parts, an external speech processor connected with a transmitting coil worn behind the ear and the implant itself placed under the skin behind the ear. The internal part of the implant receives the signals from the transmitting coil and sends electrical impulses to 12-22 electrodes, which are placed into the cochlea. The auditory nerve is hereby directly stimulated with high frequencies at the base of the cochlea and low frequencies at the apex [4]. CIs offer an improved hearing and quality of life [5]. Telecommunication, however, is limited or even impossible for more than one-third of CI users [6-10]. Assisting listening devices may improve speech perception performance, however, communication abilities still remain limited because of restricted frequency bandwidth (300-3400 Hz) and digital compression of voice data applied in conventional telephony (public switched telephone network, PSTN) [11,12]. Telephone speech perception might be additionally impaired by the coupling mode with a hearing aid or CI [13,14]. Ability to use a telephone is important for maintaining social contacts or in emergency situations. In addition, cognitive decline and dementia in older adults are often associated with hearing loss and reduced communication abilities [15-18]. Rehabilitation of hearing communication, however, improves cognitive function [19], quality of life and social participation, and any solution to improve telecommunication in CI patients should be pursued.

Recent laboratory studies showed advantages of Internet telephony (voice over Internet protocol, VoIP) with improved voice quality caused by a wider frequency bandwidth (200-8500 Hz) than the conventional telephone [20,21]; however, all these studies were performed under laboratory conditions. There is currently no study showing this advantage under real network conditions. Software solutions such as Skype or Google Talk among others are supporting video telephony, which improves speech perception by adding visual cues [22]. In addition, VoIP software offers a wider range of transmitted frequencies (200Hz-12kHz, Figure 1) and should—in theory—offer a better voice quality and speech perception performance; however, limited Internet connection speed might deteriorate speech signals and voice quality [20,23,24]. The final transmitted voice quality depends on data transmission network capacities, delays, and the extension of data packet loss (PL) [25].

The aim of this study was to test telephone speech perception in CI users comparing the conventional telephone (PSTN) with VoIP (Skype) under real network conditions. Voice quality, coupling mode, accessories, and a Skype telephone digital enhanced cordless telecommunications (DECT) device were assessed to observe any improvement in distant communication.

**Methods**

**Test Subjects**

Nineteen adult CI users aged between 15 and 69 years (average 42 years) participated in the study. We included CI users with at least 6-month unilateral implant experience and either a Cochlear Nucleus Freedom or a CP810 Sound Processor fitted with a frequency allocation table reaching higher than 5 kHz. Each test subject had a minimal speech perception score of 50% for German monosyllabic words at 60 dB sound pressure level (SPL), 3 months after implantation. Table 1 shows patient characteristics of the included subjects. The study protocol was fully approved by the local institutional review board. All patients gave written informed consent.
Table 1. Clinical data of cochlear implant (CI) users.

<table>
<thead>
<tr>
<th>ID</th>
<th>Age at measurement (years)</th>
<th>Gender</th>
<th>Cochlear implant Model</th>
<th>Speech processor</th>
<th>Age at implantation (years)</th>
<th>Years since implantation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>51</td>
<td>Female</td>
<td>CI 512</td>
<td>CP 810</td>
<td>50</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>24</td>
<td>Female</td>
<td>CI 512</td>
<td>CP 810</td>
<td>23</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>61</td>
<td>Male</td>
<td>CI 512</td>
<td>CP 810</td>
<td>59</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>40</td>
<td>Male</td>
<td>CI 24RE(CA)</td>
<td>Freedom</td>
<td>34</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>18</td>
<td>Male</td>
<td>CI 24RE(CA)</td>
<td>Freedom</td>
<td>12</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>15</td>
<td>Male</td>
<td>CI 24RE(CA)</td>
<td>Freedom</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>17</td>
<td>Male</td>
<td>CI 24RE(ST)</td>
<td>Freedom</td>
<td>12</td>
<td>5</td>
</tr>
<tr>
<td>8</td>
<td>63</td>
<td>Male</td>
<td>CI 512</td>
<td>CP 810</td>
<td>62</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>67</td>
<td>Female</td>
<td>Hybrid L24</td>
<td>Freedom</td>
<td>65</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>54</td>
<td>Female</td>
<td>CI 24RE(CA)</td>
<td>Freedom</td>
<td>48</td>
<td>6</td>
</tr>
<tr>
<td>11</td>
<td>25</td>
<td>Female</td>
<td>CI 24RE(CA)</td>
<td>Freedom</td>
<td>22</td>
<td>3</td>
</tr>
<tr>
<td>12</td>
<td>15</td>
<td>Female</td>
<td>CI 24RE(ST)</td>
<td>Freedom</td>
<td>12</td>
<td>3</td>
</tr>
<tr>
<td>13</td>
<td>31</td>
<td>Female</td>
<td>CI 24RE(CA)</td>
<td>Freedom</td>
<td>23</td>
<td>8</td>
</tr>
<tr>
<td>14</td>
<td>68</td>
<td>Male</td>
<td>Hybrid L24</td>
<td>Freedom</td>
<td>66</td>
<td>2</td>
</tr>
<tr>
<td>15</td>
<td>27</td>
<td>Male</td>
<td>CI 512</td>
<td>CP 810</td>
<td>26</td>
<td>1</td>
</tr>
<tr>
<td>16</td>
<td>55</td>
<td>Male</td>
<td>CI 512</td>
<td>CP 810</td>
<td>54</td>
<td>1</td>
</tr>
<tr>
<td>17</td>
<td>69</td>
<td>Male</td>
<td>CI 24R(CA)</td>
<td>CP 810</td>
<td>61</td>
<td>8</td>
</tr>
<tr>
<td>18</td>
<td>58</td>
<td>Female</td>
<td>CI 24(ST)</td>
<td>CP 810</td>
<td>48</td>
<td>10</td>
</tr>
<tr>
<td>19</td>
<td>40</td>
<td>Male</td>
<td>CI 422</td>
<td>CP 810</td>
<td>39</td>
<td>1</td>
</tr>
</tbody>
</table>

Telephone Transmission Mode and Devices

We compared Internet telephony (Skype, local area network connection) against the conventional telephone (PSTN, landline connection) using two devices, a personal computer (PC; Latitude E6510, Dell, Round Rock, TX, USA) and a cordless DECT telephone device (Philips VoIP855, Royal Philips Electronics, Amsterdam, The Netherlands) which has dual transmission functions (Skype app and PSTN). In addition, we compared four accessories (PC speakers Z320; Logitech headphones, Behringer HPS 500; 3.5 mm jack audio cable, cochlear Ltd; and induction loop) and five different Internet transmission speeds (controlled with a connection emulator, Perfect Soft Research, Version 1.3.2 Brisbane, Australia). We used Internet connections with random data PL in 5% steps ranging from 0% PL (perfect), 5% PL (mild), 10% PL (medium), 15% (severe) to 20% PL (very severe). Figure 1 shows the test setup with the two transmission modes (PSTN versus Skype) connected with two devices (PC, Figure 1 E and cordless DECT telephone, Figure 1 D).

The frequency response was measured for all devices using an audio analyzer (UPV, Rhode & Schwarz, Munich, Germany) and a head and torso simulator (KEMAR Manikin Type 45BA, Bruel & Kjaer, Naerum, Denmark). For acoustic measurements, the Manikin’s ear simulator (Type 4158) was used to simulate the situation of a telephone held on the ear. The ear simulator is composed of a silicon external ear (or pinna) coupled to an ear canal terminated by a half-inch condenser microphone and pre-amplifier. A sweep of 50 logarithmically spread, pure sinus tones was generated and the output was filtered with a 1% bandwidth filter locked on the stimulus frequency. The root mean square amplitude of the output was calculated to create a frequency-domain graph. Objective voice quality was tested using the audio analyzer’s built-in algorithm for Perceptual Evaluation of Speech Quality (PESQ) based on the guidelines of the ITU (International Telecommunication Union) in accordance with the ITU-T P.862 protocol. Test subjects rated the subjective perceived voice quality from 1-5 using the mean opinion score (MOS; Table 2, according to specifications ITU-T Rec. P.862.1 and P.862.2) [26].
Table 2. Mean Opinion Score (MOS) for subjective voice quality assessment.

<table>
<thead>
<tr>
<th>Score</th>
<th>Quality</th>
<th>Listening effort scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>Excellent</td>
<td>No effort required</td>
</tr>
<tr>
<td>4</td>
<td>Good</td>
<td>No appreciable effort required</td>
</tr>
<tr>
<td>3</td>
<td>Fair</td>
<td>Moderate effort required</td>
</tr>
<tr>
<td>2</td>
<td>Poor</td>
<td>Considerable effort required</td>
</tr>
<tr>
<td>1</td>
<td>Bad</td>
<td>No meaning understood with reasonable effort</td>
</tr>
</tbody>
</table>

Speech Perception Test Protocol

The standardized German “HSM” sentence test [27] was used for open set monosyllable speech perception testing in noise (60 dB SPL) at a constant signal sound level of 70 dB SPL (free field at 1-m distance). The HSM test consists of 30 lists with 20 short sentences containing 106 monosyllable words. The order of the sentence was changed at random to avoid learning effects. The subject had to repeat the presented sentences, and received 1 point for each correctly reproduced word. The percent of speech perception from a total of 106 words was calculated for each condition (one list). Test subjects were tested monaurally in a sound treated room (Type 402A, Industrial Acoustics Company, Niederkrüchten, Germany), with an average reverberation time of 0.10 s (125-10000 Hz). The contralateral ear canal was closed by an earplug (USA EARlink 3C, EAR Corporation, Indianapolis) if there was a residual hearing. Other hearing aids or a second CI had to be turned off. Patients kept the everyday settings of their speech processor. The cordless DECT telephone (Figure 1 D) was coupled to the implant either with an audio cable (Personal Audio Cable, Cochlear Limited, Sydney, Australia) branched to the 3.5-mm jack socket of the handset or by holding it directly to the ear. We chose this experimental setting with speech signal presented in noise not only to simulate an everyday listening situation but also to avoid ceiling effects.

Statistics

Robust nonparametric analyses were performed to assess the potentially non-normally distributed speech perception scores from this small study population. A two-tailed Wilcoxon matched pairs signed-rank test was used to compare Skype with PSTN. For the ideal condition with no Internet data PL (condition 0% PL), a one-tailed test was applied because of the expected superiority of Skype under this condition [21,23]. A $P \text{ value}<.05$ was considered significant after applying a Bonferroni correction for multiple testing.

Results

Telephone Transmission Mode and Voice Quality

The differences of the transmitted frequencies of PSTN versus Skype (LAN connection) are shown in Figure 2. There was a better frequency response of the audio signal derived from the headphone jack compared with the telephone handset (Figure 2). A broader frequency range (50–5000 Hz) was transmitted via Skype than PSTN (200-3000 Hz) independently of whether the built-in loudspeaker or the headphone jack was used.

Speech perception with an optimal Skype connection (0% PL; median 91.6%, n=18, range 48.1-99.1%; interquartile range, IQR, 15.6) which was significantly better ($P<.001$) than the telephone speech perception (PSTN median 42.5%, n=18, range 11.3- 85.8%, IQR 15.6); however, there was statistically no advantage in speech understanding using Skype at lower Internet quality connections (PL 15% and 20%; Figure 3). Quality measurements of the transmitted sound (PESQ measurement) showed that all Skype quality connections (PL 0- 20%) offered a significantly better voice quality ($P<.001$) compared to PSTN (Figure 3). Skype voice quality was maintained even with a medium quality Internet connection (PL 5% and 10%; Figure 3)
Figure 2. Frequency response for Skype and telephone. It shows the frequency response of the conventional telephone (PSTN) and Skype (LAN connection). The transmitted audio signal was tested using an audio analyzer and a head and torso simulator. The x-axis shows the logarithmic frequency scale, and the y-axis, the recorded sound pressure level or electrical output from either the handset loudspeaker (panel A) or the handset 3.5-mm headphone jack (panel B) of the telephone.
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Figure 3. Speech perception and transmission mode. Box plots demonstrating lower quartile, median, and upper quartile, and whiskers representing 1.5 times the IQR (X=outliers): Free-field speech perception performance (correctly repeated words in percentage) from 19 CI users at 5 different Skype transmissions with 0-20% data PL and one landline connection (PSTN). Stars indicate a statistically significant difference between a Skype and a PSTN transmission. PESQ scores measurements (panel B) (assessed with an audio analyzer) indicate the objective measured voice quality (y-axis) for the different test conditions (Skype connection with data PL from 0% to 20% and PSTN). Panel C shows the subjective perceived voice quality under the same conditions.
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VoIP Accessories for PC and CI

Free-field speech perception with Skype (PC version) using an optimal Internet connection (0% PL) was 91.5 % (median, n=18, range 48.1-99.1 %, IQR 15.6). Speech perception with a connected induction loop was 79.3% (median, n=15, range 53.8-100%, IQR 17.92), with headphones 83.9 % (median, n=18, range 14.2-100 %, IQR 9.215), and with coupled CI cables 88.2 % (median, n=18, range 47.1-100 %, IQR 20.27). There was no significant difference (P>.05) between the tested accessories (Figure 4).
Figure 4. Speech perception scores using telephone accessories. Four different accessories have been compared in terms of speech perception under optimal Internet connections (0% data PL): an induction loop, headphones, an audio cable, and active loudspeakers connected to a Skype PC have been tested. Box plots are indicating the median percentage of word recognition. There was no significant difference across the tested accessories.

Figure 5 shows the speech perception performance with a DECT telephone coupled to the CI either with a cable or the handset. Median speech perception using a CI audio cable was 7.5% for PSTN (n=17, range 0-40.6%, IQR 21.7) compared with speech understanding of 65.1% with the Skype app (median, n=17, range 47.17-95.3%, IQR 30.2) installed on the DECT telephone. Speech understanding with Skype was significantly superior if the DECT telephone was directly coupled to the CI by cable ($P<.001$). There was, however, no significant advantage seen for Skype if the handset was held directly near the microphone above the pinna (Figure 5).

The voice quality measurements (PESQ) on the headphone jack socket of a DECT phone (cable connection) showed significantly higher scores for the installed Skype app (median 3.08, n=19, range 2.43-3.71, IQR 0.285) compared with the PSTN connection (median 0.73, n=19, range 0.33-1.73, IQR 0.94, $P<.001$) on the same device (Figure 5). The built-in telephone loudspeakers of the handset, however, did not show any significant voice quality differences between PSTN and the Skype app (Figure 5).

Figure 5. Speech perception and coupling mode. It shows speech perception scores using a DECT phone with dual transmission modes (either PSTN or Skype). The handset was either coupled to the CI microphone above the ear (handset coupling mode) or connected directly over the 3.5-mm headphone jack to the CI (cable coupling). Stars indicate significant differences. The objective voice quality (y-axis) was measured on a head and torso simulator for the same conditions (panel B). The subjective perceived voice quality (MOS) was rated by the participants for each condition (panel C).
Mean Opinion Score (MOS)

The subjective perceived voice quality, which describes the level of effort required for understanding, was best with an optimal Skype connection (MOS 4.1 [SD 0.9] at PL 0%; Table 3; Figure 3). The audio cable was rated as the best accessory requiring the least effort for understanding speech (MOS 4.2, SD 0.7), while the neck loop was found to offer the most unpleasant sound (MOS 3.5, SD 1.2). Figures 3 and 5 show a comparison between psychoacoustic (panels A), technical (panels B), and subjective (panels C) performance.

Table 3. Mean opinion scores (MOS) for each modality

<table>
<thead>
<tr>
<th>Modality</th>
<th>Method</th>
<th>Mean opinion scores (MOS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VoIP vs PSTN</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Skype connection PL 0%</td>
<td>4.1</td>
</tr>
<tr>
<td></td>
<td>Skype connection PL 5%</td>
<td>4.0</td>
</tr>
<tr>
<td></td>
<td>Skype connection PL 10%</td>
<td>3.6</td>
</tr>
<tr>
<td></td>
<td>Skype connection PL 15%</td>
<td>3.6</td>
</tr>
<tr>
<td></td>
<td>Skype connection PL 20%</td>
<td>2.6</td>
</tr>
<tr>
<td></td>
<td>Telephone connection (PSTN)</td>
<td>2.1</td>
</tr>
<tr>
<td>Accessories</td>
<td>PC-Speakers</td>
<td>4.1</td>
</tr>
<tr>
<td></td>
<td>Headphones</td>
<td>3.9</td>
</tr>
<tr>
<td></td>
<td>Neck Induction Loop</td>
<td>3.5</td>
</tr>
<tr>
<td></td>
<td>Audio cable</td>
<td>4.2</td>
</tr>
<tr>
<td>Cordless DECT telephones</td>
<td>PSTN Handset coupling</td>
<td>2.9</td>
</tr>
<tr>
<td></td>
<td>PSTN Audio cable</td>
<td>1.2</td>
</tr>
<tr>
<td></td>
<td>Skype Handset coupling</td>
<td>3.2</td>
</tr>
<tr>
<td></td>
<td>Skype Audio cable</td>
<td>3.2</td>
</tr>
</tbody>
</table>

*aSubjective perceived voice quality was assessed using a 5-point unipolar rating scale (MOS, Table 2), ranging from 5 points indicating an excellent voice quality to 1 point indicating a bad voice quality.

Discussion

Principal Findings

Speech perception by CI patients using Skype with active loudspeakers was superior to the conventional telephone under perfect or medium network voice transmissions. There was no advantage of Internet telephony for transmissions with severe or very severe data PL (>10% PL). Accessories such as a neck loop with wireless telecoil, an audio cable directly connected to the CI or headphones, did not further improve speech perception; however, the CI users subjectively perceived the voice quality (MOS) as superior, when using direct cable input. A dedicated Skype DECT telephone did not offer the full advantage of the superior voice quality provided by the Skype app because of loudspeaker quality limitations.

Impact of Internet Connection Quality

A proof of concept was given by a previous experimental study showing a superior voice quality of Internet telephony resulting in better speech understanding, provided that the Internet connection quality was ideal [21]. This phenomenon was also shown in normal hearing subjects and was not related to any speech coding strategy of a CI [21].

Sound quality might be affected by low bit-rate coding, data PL, background noise, silence suppression, or by network filtering leading to sound delay, jitter, noise, and speech level changes. These parameters might not equally influence speech perception performance by CI users. The PESQ score, however, uses objective parameters to model psychoacoustic and cognitive perception of speech. Such a model was calibrated to predict MOS scores and to improve correlation between PESQ and MOS scores [26].

Live Skype calls (desktop version) transmitted via a deteriorated Internet connection (5-10% PL) still generated a better voice quality on the receiver side compared with a PSTN connection, but not for transmission modes with severe PL (15% and 20%). These findings are in line with speech perception test results performed under simulated laboratory conditions [20].

The main reason for the superiority of VoIP is likely due to technical reasons. The frequency coverage with VoIP is higher than that of conventional telephony (0.1-8 kHz vs 0.3-3.4 kHz; Figure 2) resulting in better audio quality (see PESQ measurements). Since Skype transmits higher frequencies, it is likely to convey more of the speech-relevant signal content such as consonants. In addition, telecommunication companies digitalize the analogue voice signal using low bit-rate coding (8 kHz sampling rate, G.711 codec, ITU recommendations, 0.1-8 kHz vs 0.3-3.4 kHz; Figure 2) resulting in better audio quality (see PESQ measurements). Since Skype transmits higher frequencies, it is likely to convey more of the speech-relevant signal content such as consonants. In addition, telecommunication companies digitalize the analogue voice signal using low bit-rate coding (8 kHz sampling rate, G.711 codec, ITU recommendations,
G-series) and maximum bit rates of 33.6 kbits/s compared with Skype, which uses a sampling rate of 16 kHz and variable bit rates up to 40 kbits/s [28].

No improvement in speech perception, however, was measured for the CI users when PL was >10% (Figure 3). This was unexpected after analyzing objective voice quality measurements (PESQ), which proved a better audio quality of Skype, regardless of the Internet connection quality (Figure 3). All tests were performed at a constant background noise, making these tests more sensitive to speech signal deterioration, which might have an impact on speech perception performance.

**Telephone Listening Accessories**

Accessories may improve telephone listening experience in background noise [29]. We measured no significant speech discrimination differences whether accessories were used or not. Possible ceiling effects might have occurred, since median speech perception performance was around 90% regardless of the accessory used. Test conditions with a lower signal-to-noise ratio (SNR < 10 dB) might have yielded different performance results since assisting listening accessories protect from unwanted noise by either shielding physically (around-the-ear/circumaural headphones) or by routing the signal directly to the device (cable, induction, FM system). Loudspeakers, however, do not offer an improved SNR, which is important for speech discrimination in CI users.

We tested only monaurally to simulate an everyday telephone use, and this might have affected the general performance with accessories. Studies show significant advantages in speech perception with binaural hearing (particularly in environmental noise) [30] or even in bimodal hearing [31]. Assistive listening devices enable users to transmit sound on both ears simultaneously.

Our data suggest that the choice of accessories should be made according to personal preference. Low quality built-in loudspeakers of the Skype DECT device resulted in lower voice quality and consequently in a lower speech perception performance. The Skype DECT device offered a better speech perception if the headphone jack was used. Most subjects also reported the best subjective listening experience with the audio cable connecting the headphone jack with the CI, although a cable connection limits the range of use. This might change with new wireless streaming possibilities [29,32,33], which have not been tested yet with VoIP applications.

**Strength and Limitations**

This study analyzed telephone speech perception using real-time settings and measurements, which give a better estimate than the previous laboratory tests.

The patients kept the everyday settings of their speech processor, however, another way to improve the telephone listening experience is the fine structure preservation [6] or the application of a special telephone fitting mode [34] by reducing the current level for electrodes stimulating outside the transmitted frequency range.

Although all individuals were blinded regarding the tested condition, performance bias might still be possible, since individuals were aware of the used accessories or might have perceived the presented voice quality. The small sample size might lead to an under- or overestimation of study results. In addition, this is a self-controlled study without any other control group.

We tested one single VoIP software and selected accessories. These results are therefore not generalizable for all available VoIP programs or other Internet transmissions modes.

Further research is mandatory to test voice quality and speech perception performance through wireless and mobile Internet connections. New technologies such as wireless audio streaming [35] may further improve listening experience and performance. New generations of Bluetooth technology with low battery consumption and direct connection to the implant might replace any assisting telephone accessory in the future while preserving voice quality.

**Clinical Implications**

Internet telephony improves speech perception performance even under real and adverse network conditions. CI users who are not able to have a meaningful telephone conversation could improve their telephone listening experience by using Skype or any other broadband Internet telephony service. This might have a direct impact on social integration, general health, life expectancy [16], and cognitive function in the elderly [18,36,37]. Restrictions in interactions and activities because of hearing loss might result in reduction of the overall health status and thus increase morbidity and mortality [16].

Skype and other VoIP software are freely available and can be used with any computer, microphone and speaker system. Additional assisting listening devices and telephone accessories might help for binaural hearing or hearing in noise.

**Conclusions**

Broadband VoIP software such as Skype can significantly improve telecommunication experience for CI users even with low quality Internet connections. Listening accessories such as headphones, audio cables, or an induction loop were equivalent in terms of speech perception performance. Microphone and speaker quality of Skype telephone DECT devices do not fully exploit benefits of Skype apps which provide an enhanced broadband audio and voice quality.
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Abstract

Background: Although the prevalence of mental illness among young people with asthma is known to be twice the rate of the wider population, none of the asthma apps reported have acknowledged or attempted to include psychological support features. This is perhaps because user involvement in the development of asthma apps has been scarce. User involvement, facilitated by participatory design methods, can begin to address these issues while contributing insights to our understanding of the psychological experience associated with asthma and how technology might improve quality of life.

Objective: The goal of this participatory user research study was to explore the experience, needs, and ideas of young people with asthma while allowing them to define requirements for an asthma app that would be engaging and effective at improving their well-being.

Methods: Young people aged 15-24 years with doctor-diagnosed asthma were invited to participate in a participatory workshop and to complete a workbook designed to elicit their thoughts and ideas about living with asthma, technology use, and the design of an app. Participants generated a number of artifacts (including collages, concept maps, and paper prototypes) designed to reify their ideas, tacit knowledge, and experience.

Results: A total of 20 participants (mean age 17.8 years; 60%, 12/20 female) representing a range from inadequately to well-controlled asthma completed a workbook and 13 of these also took part in a workshop (four workshops were held in total), resulting in 102 participant-generated artifacts. Theoretical thematic analysis resulted in a set of personal needs, feature ideas, and app characteristics considered relevant by young people for an asthma support app. The data revealed that psychological factors such as anxiety, and impediments to autonomy, competence, and relatedness (as consistent with self-determination theory [SDT]), were considered major influences on quality of life by young people with asthma. Furthermore, the incorporation of features pertaining to psychological experience was particularly valued by participants.

Conclusions: In addition to practical features for asthma management, an app for young people with asthma should include support for the mental health factors associated with lived experience (ie, anxiety, lack of autonomy, and social disconnectedness). We show how support for these factors can be translated into design features of an app for asthma. In addition to informing the
development of asthma-support technologies for young people, these findings could have implications for technologies designed to support people with chronic illness more generally.


KEYWORDS
asthma; mobile applications; quality of life; mental health; adolescents; chronic disease; mhealth; participatory design

Introduction

Asthma Prevalence and Psychological Comorbidities
Asthma is considered the 14th most important disorder in the world in terms of the extent and duration of disability, affecting over 300 million people [1]. Furthermore, people with asthma are significantly more likely to experience mental illness, for example, being six times more likely to develop anxiety disorder [2].

Young people (aged 12-24 years) with asthma are also significantly more likely to suffer psychological dysfunction [3], including greater levels of depression, anxiety, risk-taking behavior, and social isolation as compared with their peers without asthma and also as compared with people with asthma of other age groups [1,3]. Adolescence is a complex period including issues of puberty, personal identity, sexuality, and vocational decision-making and having a chronic illness adds to the psychosocial burden of adolescence, for example, through the requirement to take on more responsibility for asthma self-management and dealing with gradual transition from pediatric to adult care [4].

On the basis of the severity of asthma and its psychological comorbidities, and in light of survey data showing a desire among young people for mobile-based asthma support, Blanchard et al have called on researchers to “develop tailored Web-based and mobile apps to support the wellbeing of young people with asthma, targeting asthma control, mental health, and general wellbeing side-by-side.” They also report that 83% of young people with asthma surveyed reported using a mobile phone “every day or almost every day.” Nevertheless, no asthma app in the existing research literature has attempted to address any of the psychological comorbidities associated with the illness [5-7].

Participatory Design as a Method for User-Involvement
In this paper, we describe results from the participatory design phase of an app intended to improve the well-being of young people with asthma. We refer to young people aged between 10 and 24 years, which include adolescents aged between 10 and 19 years [8].

A participatory design approach was selected to overcome the typical lack of user-involvement reported in the development of existing health and asthma apps [9,10]. The need for end-user involvement from the outset is now acknowledged as critical to a successful health app development process [11-13].

Participatory design as a methodology, and general user-centered orientation, provides methods for the direct involvement of end-users in the codesign of technologies. It is distinct from other forms of user-centered design in that it positions designers as facilitators and views users as active cocreators of the solution [14]. Participatory design has been used as a method for involving patients or end-users in the design of health technologies and services in order to develop tools that are more likely to be engaging, relevant, and effective [15,16]. The approach has also become increasingly popular when involving adolescents in technology design [17-19].

Self-Determination Theory as a Model for Well-Being and Technology Engagement
Self-determination theory (SDT) is a psychological model of motivation that has been successfully applied to understand and predict psychological well-being [20,21] specifically with respect to the satisfaction of three basic psychological needs: autonomy (to experience volition; act in accord with one’s interests and values), competence (to feel effective), and relatedness (to interact with, feel connected to, and care for others) [22]. Health intervention research utilizing SDT has shown that the more support for autonomy an individual has for their health, the more likely they are to achieve improved health outcomes, such as symptom control and quality of life [23]. The SDT model has also been shown to explain and predict engagement with technologies [24,25].

Given the usefulness of SDT to both supporting health outcomes and engagement in technology design, it serves an ideal foundation to a “positive computing” [26] approach (a topic of this special issue) to designing health apps that support well-being as well as health outcomes.

Ryan and Deci [27] also provide characteristics of environments (ie, designable features) that can be considered supportive or hindering to autonomy, competence, and relatedness (ie, goal choice, positive feedback, informational rewards), thus providing some initial practical guidance to designers. As such, SDT provides a uniquely useful framework for both the qualitative analysis of psychological experience and for translating insights from this analysis into actionable design specifications for technologies.

Autonomy is of special importance to the health community. It has not only been implicated as critical to mental health [27,28] but also is now considered critical to doctor-patient relationships and to health organizations. Taking autonomy-supportive approaches to patient interaction (eg, enabling patients to make informed decisions, active listening, taking a patient’s personal circumstances into account) is now considered a guiding principal of biomedical ethics [27,29]. Given its importance for doctor-patient relationships and to health organizations, it stands to reason that health technologies should also be designed in autonomy supportive ways. This paper contributes to a growing body of literature [30] on how human autonomy can be supported through technology design, in this case through the...
design of an app which aims to support the psychological well-being of young people with asthma.

In this paper, we aim to help address the gap in psychological support for asthma by (1) presenting qualitative results of the psychological experience of asthma as reported by young people, and (2) providing examples of how an app for asthma can be designed to support psychological factors.

**Methods**

**Recruitment**

Using convenience sampling, young people aged 15-24 years were invited to participate in the study via communications sent to social media, university websites, community pharmacies, sporting clubs, high school nurses, asthma educators, and organizations providing services for young people located in the metropolitan areas of Sydney and other parts of Australia. Eligibility criteria for the study included age (15-24 years), residency in Australia, and doctor-diagnosed asthma (self-reported). Level of asthma control was determined via an Asthma Control Questionnaire (ACQ) given after initial recruitment. Participants were offered a $50 store voucher as compensation for their time. This research was approved by the Research Ethics Committee at the University of Sydney.

**Participatory Design Workshops and Workbooks**

Activity-based workshops (2.5 h each) were carried out with young people with asthma. During each workshop, a user experience specialist-guided participants through a series of activities designed to elicit (1) emotions, perceptions, and needs related to being a young person with asthma and (2) design ideas and preferences for an app to support young people with asthma in a relevant and engaging way.

Activities were selected in order to fulfill a series of user research questions defined by the research team at the start of the project. Activities were drawn from the literature in participatory design [31,32] and included collaborative collage, individual concept mapping, group ideation, and paper prototyping. Data collected included participant-generated artifacts from each of the activities (ie, collages, concept maps, and screen designs), field notes, and audio recordings with transcriptions of each workshop.

Workbooks were also received from young people with asthma. The workbook was originally intended as a sensitization tool [14] to be completed by participants before the workshop. However, as the difficulty in recruiting participants to workshops became apparent, the workbook was also repurposed as an alternative method of participation for individuals who could not attend workshops and allowed the researchers to collect data from a broader sample by including those outside the state.

Workbook data included information on commonly used apps, and perceptions and experiences to do with health.

Issues to do with mental health and psychological factors were not prompted in either the workshops or workbooks but emerged independently.

**Questionnaires**

Each participant completed a questionnaire that included questions on demographic characteristics and the 6-item Asthma Control Questionnaire (ACQ), a standard validated scale to measure the range of asthma control among participants (scored 0 [best] and 6 [worst]; ≤0.75: well-controlled asthma; ≥1.50: inadequately controlled asthma [33]).

**User Feedback on a Prototype**

Consistent with participatory design methods, user evaluation was conducted with nine of the original workshop participants on a high-fidelity prototype after the initial design phase. These user testing sessions were audiorecorded for later analysis.

The app’s content was also reviewed for accuracy of medical content by a team of clinicians.

**Crowdsourcing**

In order to allow young people with asthma to name the app, an invitation was posted to the Young People with Asthma Facebook community inviting submissions for an asthma app name. The research team then selected from the options contributed (based on distinctiveness) and tested acceptability of the name during the user testing phase.

**Data Analysis**

Using theoretical thematic analysis [34] and consistent with methods for the analysis of generative participatory data [14], the text and imagery from the artifacts and workbooks were analyzed by a member of the research team and categorized into themes as detailed below.

Although the user research was exploratory and open in nature, it was conducted toward a specific outcome (the development of an effective app) and therefore analysis was guided by the research questions in support of that outcome. The theoretical thematic analysis focused on those categories of data that would inform development, namely: (1) categories of features and characteristics of an ideal app, and (2) categories of lived experience that could be addressed via technology. For the former, categories were straightforward feature types, for example, a category “social features” included “chat,” “forum,” and “story sharing,” whereas a category “Feedback” included “encouraging messages,” “evidence of achievement,” and “evidence of progress.”

For the more diversely articulated and abstract descriptors of lived experience, data was categorized using SDT as a framework in order to link elements of experience as reported by participants to evidence-based well-being constructs, thus facilitating the translation of findings to relevant interaction designs (as mentioned earlier, SDT literature provides some links from well-being constructs to technology design features). A similar application of SDT to content analysis has been used in the context of smoking [35]. For the collage activity involving imagery, participants were asked to describe the images they chose and these descriptive words were included in analysis.
**Results**

**Demographics**
A total of 48 young people contacted the research team expressing an interest in participation; of which 28 chose not to participate due to various factors such as geographical location, school, or work schedules and 20 young people (mean age 17.8 years [range 15-24]; 12 female) with a range of asthma control (ACQ: 1.5 [0.2-4.5] and 12 prescribed a preventer inhaler) completed a workbook and 13 of these also took part in a workshop (workshops consisted of between 2 and 7 participants) between May 2015 and November 2015. Of the 20, 7 only completed a workbook, whereas 13 completed both a workshop and workbook. More demographic detail is given in Table 1.

<table>
<thead>
<tr>
<th>Participants</th>
<th>N=20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, years, mean (range)</td>
<td>17.8 (15-24)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>12 (60)</td>
</tr>
<tr>
<td>Occupational status, n (%)</td>
<td></td>
</tr>
<tr>
<td>High school student</td>
<td>12 (60)</td>
</tr>
<tr>
<td>University student</td>
<td>6 (30)</td>
</tr>
<tr>
<td>Working</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Socioeconomic indexes (median; range)</td>
<td>5; 1-5</td>
</tr>
<tr>
<td>Asthma Control Questionnaire, mean (range)</td>
<td>1.5 (0.2-4.5)</td>
</tr>
</tbody>
</table>

*a Social disadvantage at home address: “Disadvantaged” SEIFA (Socioeconomic Indexes for Areas) Quintile ≤3, “Advantaged” SEIFA Quintile: 4-5 [36].

*b Scored 0 (best) and 6 (worst); ≤0.75: well-controlled asthma; ≥1.50: inadequately controlled asthma [33].

A total of 12 submissions were received for the crowdsourced app naming campaign. The name “Kiss My Asthma” was selected from among the 12 by the research team, in consultation with Asthma Australia (national asthma charity and research funders) and based on criteria, such as distinctiveness from other app names and appropriateness to the goals of the app.

Qualitative analysis of 102 participant-generated artifacts (ie, collages, concept maps, and screen designs) yielded a set of user needs, goals, obstacles, and supports with respect to the lived experience of being young with asthma, as well as a list of preferred features and characteristics for an asthma app from the perspective of young people. Results showed clear evidence of a need to support psychological well-being for those with asthma, along with some specific ideas for how to do so within the context of an app, as detailed below.

**The Experience of Being Young With Asthma**

Workshop participants collaboratively created collages to represent “what it’s like to be a young person with asthma.” Figure 1 shows combined imagery from workshop participant collages and includes images depicting asthma as a “battle,” asthma as a source of stress, anxiety, and social exclusion; the need to put on a healthy façade; and asthma as a barrier to living like a “normal teenager.” The resulting collages and discussion overwhelmingly focused on the psychological experience of living with asthma (something unprompted and unanticipated by the researchers) and revealed key themes consistent with the basic psychological needs described by SDT. Examples of collage imagery depicting emotional experience as well as illustrative quotations are included below.
Autonomy: Lack of Control, Restrictions, and Uncertainty

Participants expressed feelings of lack of autonomy in the form of frustration and anxiety over lack of control, the inability to take part in activities, and uncertainty...

- You never know what will happen, cause you never know when you’ll have an asthma attack. [female, 18 years]
- When it does happen, we become subject to the asthma attack and can’t really control our actions or defend ourselves. [male, 16 years]
- If you forget your (rescue) meds, you’re panicking the whole time. [female, 18 years]
- You’re in a bit of a bubble with what you can do, eat and touch. [female, 19 years]
- We want to be a bit more Zen, a bit more carefree (because having asthma is) pretty scary [female, 22 years]

Competence: Not Keeping Up, Struggling, Feeling Unprepared

Participants also expressed feelings of lack of competence with respect to physical competence, keeping up with peers, managing their health, and feeling unprepared for asthma emergencies...

- We still do it, it’s just a bit harder; it’s not as easy to keep up. [female, 18 years]
- I always struggled to keep up with others in training. [female, 18 years]
- Asthma’s holding us back. [male, 15 years]

Asthma is the guy that’s punching you. [male, 17 years]

It’s like you against asthma and it’s always there. I have the words “health battle” because I feel that really captures it. [female, 19]

Relatedness: Being Left Out, Social Pretense, Isolation

Participants expressed lack of relatedness as feelings of isolation, distress at being left out, having to put on a healthy façade, and being different to peers.

- You can’t act your age because of asthma. [female, 18 years]
- It’s not as easy to keep up (so you) feel left out. [female, 18 years]
- How we feel trying to navigate around growing up, cause it’s different—even going to school each day—you have to worry about a lot more things than other kids, even through the day. [female, 22 years]
- You pretend you’re fine even when you’re not. [female, 18 years]

Two different perspectives on people with asthma: the facade that we put on saying we’re healthy and fine, and then the more chaotic side. [male, 16 years]

Life Goals, Obstacles, and Supports

The participants reported a number of life goals via the individual concept-mapping activity. This contributed insights into the intrinsic motivations young people have to manage their asthma. Participants mostly reported shorter-term goals with some notable big picture aspirations. The majority of goals could be clustered into one of four themes: (1) study, (2) job and career, (3) health, fitness, and sport, and (4) spirituality, happiness, and meaning.
Common obstacles to goal achievement reported included asthma and related illness (ie, allergies and anaphylaxis that are common comorbidities in people with asthma), lack of money, and lack of motivation. Common supports reported included family, friends, and personal traits such as determination (previous research has shown the importance of support to successful asthma management [37]). A list of these themes, along with illustrative quotations and how participants related goal obstacles to asthma (when they did), are included in Table 2. Tables 3 and 4 show the obstacles and supports participants reported, respectively.

**Preferred Features**

As part of a brainstorming activity, participants generated ideas for features that they believed would make the app practical, useful, and engaging. These are presented in Table 5 in a categorized list beside the psychological need (SDT construct) most directly supported by each feature. Autonomy was indicated for features that provide the user with choices, or access to tools providing a greater sense of control. Competence was selected for features that provide users with knowledge or skills that increase their capacity to handle situations. Relatedness was selected where features connect the user to others or contribute to a sense of belonging. Of course, many features contribute to more than one psychological need. The list is not intended to be definitive, but rather to help make explicit how practical design features can contribute to psychological experience in health apps. Figure 2 shows example screen prototypes created by participants.

**Table 2. Goals in life.**

<table>
<thead>
<tr>
<th>Goal theme</th>
<th>Examples of goals as written by participants&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Relationship of goal to asthma</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study</td>
<td>“Finish HSC,” “School leadership,” “Be a good student,” “Get a defense scholarship”</td>
<td>Asthma sabotaged exams</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Missed class when in hospital for asthma</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Couldn’t pass physical exam for defense scholarship</td>
</tr>
<tr>
<td>Job and career</td>
<td>“Become a professional footballer,” “Become a manager at Maccas [sic],” “Become a doctor (ophthalmic surgeon),” “Get a job that I enjoy and love,” “Become a child carer,” “Be an archaeologist”</td>
<td>Career goal requires travel to countries with different asthma-inducing climates</td>
</tr>
<tr>
<td>Health, fitness, and sport</td>
<td>“Be physically fit—able to play sport for a longer time without getting tired,” “STAY ALIVE,” “Get new hearing aids,” “Get a good night’s sleep,” “National champion fencing and Olympics,” “Be a good netball player”</td>
<td>Asthma limits athletic performance</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Asthma limits ability to maintain physical fitness</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Asthma interrupts sleep</td>
</tr>
<tr>
<td>Spirituality, happiness, and meaning</td>
<td>“Achieve happiness,” “Live a long and happy life,” “Becoming more like Jesus,” “Caring for others in a genuine loving way,” “Charity work”</td>
<td>No direct connections to asthma were reported for these goals</td>
</tr>
</tbody>
</table>

<sup>a</sup>All text quoted verbatim from the contributions made by participants during concept mapping.

<sup>b</sup>HSC: Higher School Certificate.

**Table 3. Obstacles in life.**

<table>
<thead>
<tr>
<th>Obstacle theme</th>
<th>Examples of obstacles as written by participants&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asthma and health</td>
<td>“Asthma,” “Exhaustion,” “Bringing my Ventolin,” “Emergency situations where I need to run,” “Allergies”</td>
</tr>
<tr>
<td>Money and circumstances</td>
<td>“Money (lack thereof),” “Time (lack of),” “Constraints: (time-based, family-based, etc.)”</td>
</tr>
<tr>
<td>Study and work</td>
<td>“Academic marks,” “Experiments not working,” “Inexperience”</td>
</tr>
<tr>
<td>Personal faults</td>
<td>“Not managing my time well,” “Selfishness, envy”</td>
</tr>
</tbody>
</table>

<sup>a</sup>All text quoted verbatim from the contributions made by participants during concept mapping.
Table 4. Supports in life.

<table>
<thead>
<tr>
<th>Support theme</th>
<th>Examples of supports as written by participants(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Other people</td>
<td>“Family or friends,” “Netball team,” “Coaches”</td>
</tr>
<tr>
<td>Medicine or health</td>
<td>“Medication,” “Puffer,” “Training my body to be fitter”</td>
</tr>
<tr>
<td>Circumstances</td>
<td>“My school,” “Australia,” “Opportunities”</td>
</tr>
<tr>
<td>Personal effort</td>
<td>“Working hard,” “Studying,” “Getting involved [in extra-curricular activities],” “Reminding myself to be proactive”</td>
</tr>
<tr>
<td>Personal traits</td>
<td>“Personal nature as a caring person,” “determination,” “perseverance”</td>
</tr>
<tr>
<td>Faith or spirituality</td>
<td>“Jesus”</td>
</tr>
</tbody>
</table>

\(^a\)All text quoted verbatim from the contributions made by participants during concept mapping.

Although the features suggested by participants may address psychological needs, it is interesting to note that, with the exception of mood tracking, participants did not explicitly connect the psychological factors they expressed so strongly during the collage activity, to app feature ideas. This is probably because there is little precedent for providing psychological support among health apps, or apps for young people generally. However, when the development team added an explicit mental health feature (a “managing anxiety” section), participants during user testing expressed strong approval, requesting the section be expanded (detailed below).

Figure 2. Example screen designs showing: a) mood tracking b) personal story sharing.
Table 5. List of suggested features linked to psychological needs.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Psychological need supported</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Profile</strong></td>
<td></td>
</tr>
<tr>
<td>Medical history and treatment summary</td>
<td>Competence</td>
</tr>
<tr>
<td>Medication list</td>
<td>Competence</td>
</tr>
<tr>
<td>Customizable to the particular health characteristics or health needs of individual users</td>
<td>Competence</td>
</tr>
<tr>
<td><strong>Reminders</strong></td>
<td></td>
</tr>
<tr>
<td>Medication alerts (eg, “It’s time for 2 puffs of preventer”)</td>
<td>Competence</td>
</tr>
<tr>
<td>Feature that allows users to find their inhaler “Find my puffer”</td>
<td>Autonomy or Competence</td>
</tr>
<tr>
<td>Location-based reminders (“alert! You are outside of your home. Do you have your puffer?”)</td>
<td>Autonomy or Competence</td>
</tr>
<tr>
<td><strong>Tracking</strong></td>
<td></td>
</tr>
<tr>
<td>Symptom diary (wheezing scale, coughing, and so on)</td>
<td>Competence</td>
</tr>
<tr>
<td>Causes or triggers diary</td>
<td>Competence</td>
</tr>
<tr>
<td>Asthma attack diary (“log an attack”)</td>
<td>Competence</td>
</tr>
<tr>
<td>Mood diary</td>
<td>Competence</td>
</tr>
<tr>
<td>Health over time overview graph</td>
<td>Competence</td>
</tr>
<tr>
<td>Step count</td>
<td>Competence</td>
</tr>
<tr>
<td>Overall log feedback: “Your attacks have been more frequent lately, maybe you should check with your doctor”</td>
<td>Competence</td>
</tr>
<tr>
<td>Log reports to show your doctor</td>
<td>Autonomy or Competence</td>
</tr>
<tr>
<td><strong>Social</strong></td>
<td></td>
</tr>
<tr>
<td>In-app chat with other people with asthma</td>
<td>Relatedness</td>
</tr>
<tr>
<td>Q&amp;A forum</td>
<td>Competence</td>
</tr>
<tr>
<td>Share personal experiences with others</td>
<td>Relatedness</td>
</tr>
<tr>
<td>Share with friends (connect with friends to share achievements and encourage each other)</td>
<td>Relatedness</td>
</tr>
<tr>
<td>Share your story (inspiring stories from young people overcoming an asthma challenge)</td>
<td>Relatedness</td>
</tr>
<tr>
<td><strong>Emergency support</strong></td>
<td></td>
</tr>
<tr>
<td>GPS tool to find the nearest emergency service</td>
<td>Autonomy or Competence</td>
</tr>
<tr>
<td>“How to handle an asthma attack” screen to show others</td>
<td>Autonomy</td>
</tr>
<tr>
<td>Asthma attack management sequence for user</td>
<td>Autonomy or Competence</td>
</tr>
<tr>
<td>Emergency contacts</td>
<td>Autonomy or Competence</td>
</tr>
<tr>
<td>Off-line mode or not Internet-dependent (especially for emergency info)</td>
<td>Autonomy</td>
</tr>
<tr>
<td>Emergency info available from lock screen</td>
<td>Autonomy</td>
</tr>
<tr>
<td><strong>Expert access and information</strong></td>
<td></td>
</tr>
<tr>
<td>Chat with a friendly professional</td>
<td>Competence</td>
</tr>
<tr>
<td>Automated chat (for off-hours)</td>
<td>Competence</td>
</tr>
<tr>
<td>Expert and how-to videos</td>
<td>Competence</td>
</tr>
<tr>
<td>List of specialists near you</td>
<td>Autonomy</td>
</tr>
<tr>
<td>Personalized asthma facts and statistics (based on your profile)</td>
<td>Competence</td>
</tr>
<tr>
<td>Information on how to prevent an attack</td>
<td>Competence</td>
</tr>
</tbody>
</table>

**Feedback and motivational features**
User Feedback on a Prototype: “More Support for Mental Health”

User testing of an app prototype based on the data gathered at the user workshops occurred 8 months after the initial codesign phase (the gap between phases was a result of the challenges of recruiting minors including ethics committee approval, parental consent, and logistics), with nine of the original workshop participants. Feedback from the user testing was highly positive with all participants reporting that they would recommend the app to a friend. Moreover, a number of testers independently expressed approval of the mental health support features in the app, in particular, the information section on managing anxiety, and went further to suggest the section be expanded with practical exercises and tools for self-management. For example, one female participant (aged 22 years) stated during an individual user test...

> I think anxiety is quite a big thing when you have asthma...There’s not a lot of information out there about how to deal with it. As a child, when I had bad asthma I had to attend the hyperventilation clinic to teach me how to manage anxiety...So if there was a bit more information about it...even basic exercises that you could try, to keep your asthma, or even your anxiety, under control.

> When you’re dealing with asthma and then it’s like “go speak with your doctor;” “go do this and that.” But if it’s small things you could learn to do yourself I think that probably is a good thing. Because anxiety is not a thing we spoke about with asthma especially when I was young. It’s becoming more understood now, but it’s actually quite a big problem. Anxiety in general is a big thing that we don’t often look at.

A second female participant (aged 19 years) provided similar advice:

> Perhaps, on the managing anxiety thing, add other options. For example, something you enjoy, have a bath or listen to some music, do a craft. Something other than “talk to your doctor;” etc. All of those are great, but not when you’re having an asthma attack.

Finally, one male participant’s (aged 16 years) reference to stress provides evidence for how even esthetic design decisions can link to well-being factors:

> Stress has been proven to exacerbate asthma and this relaxes me with its colors the blue and the cloud.

Discussion

Principal Findings

This participatory study revealed that the lived experience of young people with asthma includes a number of psychological factors that can—and should, according to participants—be supported via an asthma app.

Although the participatory approach posed challenges from a recruitment perspective, its benefits became clear when factors relating to psychological experience emerged. It was through generative participatory practices (in particular, collaborative collage and concept mapping) that difficult-to-articulate matters of psychological experience came to light. In other words, had user involvement not been facilitated through a participatory approach, we arguably would not have come to understand the importance to young asthma sufferers of psychological support needs, and their desire for these to be addressed via technology.

Indeed, the name “Kiss My Asthma,” which was elicited from young people with asthma, reflects a highly autonomous, if irreverent, attitude toward asthma as an adversary (a notion expressed by participants in workshops, eg, “Asthma is the guy that’s punching you in the face”). It also demonstrates the importance of user input when developing autonomy supportive apps since it seems unlikely that any researcher or clinician would have named the app in such a way.

The interest in psychological support features, including anxiety management and mood tracking, may result from the lack of attention given to mental health comorbidities in adolescents with asthma. Although it may be especially pertinent for adolescents with asthma due to the anxiety that breathing difficulties can engender, the desire for technology-based mental health support may also have important implications for adolescents with other chronic illnesses and requires further research.

The high user satisfaction feedback received during prototype testing provides early evidence for the success of the participatory methods, and support for the consideration of psychological factors in the app.

Translating Findings on Psychological Factors to Design Features

The psychological factors revealed during participatory design workshops required further analysis to translate into actionable design specifications. The literature in positive computing provided an approach to designing technology to support psychological well-being that includes structuring ideation around individual well-being determinants [26]. Mental health
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factors reported in this study (eg, anxiety, panic, social disconnectedness) were clustered as impairments to autonomy, competence, and relatedness as consistent with SDT. SDT was useful both for categorizing user needs, as well as for linking these needs to evidence-based well-being determinants that could become the focus of design.

The research team, which includes two psychologists and an interaction and user interface designer, further developed the psychological support features for the needs for autonomy, competence, and relatedness expressed by the young people (Table 6). This example not only shows how the use of a motivational model and user-experience methods can work in synergy to guide design for health technologies, but also functions as an example of positive computing in which ideation is based on well-being determinants (in this case those identified by SDT). Figure 3 shows three example screens from the prototype app, which relate to these supportive design features.

### Table 6. Psychological support features.

<table>
<thead>
<tr>
<th>Psychological factor</th>
<th>Supportive design features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relatedness (Make salient user belongingness to a larger community while maintaining privacy and safety)</td>
<td>Convey the message “you are not alone” by including text on the prevalence of mental health issues among young people with asthma.</td>
</tr>
<tr>
<td></td>
<td>Provide users with a place to upload images of those who support them.</td>
</tr>
<tr>
<td></td>
<td>Allow optional anonymous sharing of user motivations for asthma management. Allow users to browse a gallery of other users’ shared motivations (these are currently moderated for safety).</td>
</tr>
<tr>
<td></td>
<td>Provide the app dialogs as if they were coming from a supportive friend (delivered by characters rather than by “the phone”).</td>
</tr>
<tr>
<td>Autonomy and competence (Provide tools that will allow users to feel more in control and better able to handle asthma impacts and emergencies; support autonomous motivation, based on personal values and goals [38])</td>
<td>Provide strategies and tips for better asthma control.</td>
</tr>
<tr>
<td></td>
<td>Scaffold goal-setting to support agency and improve asthma control.</td>
</tr>
<tr>
<td></td>
<td>Scaffold the identification of autonomous motivations for managing asthma (by allowing users to record and share their own autonomous motivations and to view others).</td>
</tr>
<tr>
<td></td>
<td>Provide an information section on managing anxiety and panic attacks.</td>
</tr>
<tr>
<td></td>
<td>Provide a calming esthetic (ie, light color palette, cloud metaphor, “Cute monster” characters).</td>
</tr>
<tr>
<td></td>
<td>Incorporate subtle humor as part of dialogs to lighten the otherwise stressful context of asthma control.</td>
</tr>
<tr>
<td></td>
<td>Provide links to mental health support lines and resources for young people.</td>
</tr>
<tr>
<td>General support for mental health</td>
<td>Convey the message “you are not alone” by including text on the prevalence of mental health issues among young people with asthma.</td>
</tr>
<tr>
<td></td>
<td>Provide users with a place to upload images of those who support them.</td>
</tr>
<tr>
<td></td>
<td>Allow optional anonymous sharing of user motivations for asthma management. Allow users to browse a gallery of other users’ shared motivations (these are currently moderated for safety).</td>
</tr>
<tr>
<td></td>
<td>Provide the app dialogs as if they were coming from a supportive friend (delivered by characters rather than by “the phone”).</td>
</tr>
<tr>
<td></td>
<td>Provide strategies and tips for better asthma control.</td>
</tr>
<tr>
<td></td>
<td>Scaffold goal-setting to support agency and improve asthma control.</td>
</tr>
<tr>
<td></td>
<td>Scaffold the identification of autonomous motivations for managing asthma (by allowing users to record and share their own autonomous motivations and to view others).</td>
</tr>
<tr>
<td></td>
<td>Provide an information section on managing anxiety and panic attacks.</td>
</tr>
<tr>
<td></td>
<td>Provide a calming esthetic (ie, light color palette, cloud metaphor, “Cute monster” characters).</td>
</tr>
<tr>
<td></td>
<td>Incorporate subtle humor as part of dialogs to lighten the otherwise stressful context of asthma control.</td>
</tr>
<tr>
<td></td>
<td>Provide links to mental health support lines and resources for young people.</td>
</tr>
</tbody>
</table>

The impact of practical features (eg, symptom tracking) on a sense of autonomy is further supported by recent research into using asthma app features to promote adolescent self-management through autonomy [39].

### Figure 3. Example app screens: (left) “My Motivations,” (middle) “My Supports,” and (right) “Managing Anxiety” in “About Asthma.”

**Limitations and Future Work**

The participant cohort, while representative with respect to age, gender, and asthma control, was limited with respect to social disadvantage (most participants lived in a socially advantaged location and were urban or suburban students of either a university or private high school). Further studies targeting other demographics would contribute to generalizability. Our study
volunteers may have been more engaged with their disease than the wider population; their preferences may not fully represent individuals less engaged with asthma.

A number of constraints intrinsic to app development projects, including limited access to developers and a limited time frame, meant that the data could only be analyzed by one researcher, and then reviewed by a team of researchers, before being implemented for development. Although this approach allowed research insights to inform design and development, additional analysts would provide greater reliability to the findings. Some confirmation of reliability was provided by the high satisfaction rates reported during prototype testing, but owing to the small sample size, further evaluation would strengthen these findings as well.

In a next phase of the project, we will evaluate the impact of app features on quality of life (and against measures of autonomy, competence, and relatedness) as well as on asthma control outcomes as part of a clinical trial. Contingent on positive outcomes from the clinical trial, we will release the app to the public on World Asthma Day, May 2, 2017. It is hoped that following public release, having an access to usage data from a significantly larger audience for the app will allow us to conduct a larger scale quantitative study on the use and impact of various features, including those that support intrinsic motivation, mental health, and well-being.

Comparison With Prior Work

Cushing et al [40], Roberts et al [41], and Burbank et al [42], recently reported on the use of mHealth for asthma support but each with specific foci, namely, a sensor device for adherence-support, communication with friends and caregivers, and asthma action plans, respectively. None of these employed participatory codesign methods. Furthermore, there are no reports of asthma apps that have taken into consideration the psychological factors associated with the disease.

Conclusions

In this study, participatory design methods were used to (1) elicit descriptions of the lived experience from young people with asthma, (2) identify psychological support features and characteristics for an app for asthma from the perspective of young people, and (3) provide young people with the opportunity to guide and co-create an app to support their asthma self-management and well-being. The resulting prototype was highly rated during user feedback.

In addition to informing the development of asthma-support technologies, this research provides a practical example of how health technologies in general can be designed to support autonomy, competence, and relatedness. Moreover, our finding that there is a desire for technology-based mental health support among young people with asthma could have implications for adolescents with other chronic illnesses.
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