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Abstract

The use of Web-based methods to deliver and evaluate interventions is growing in popularity, particularly in a health care context. They have shown particular promise in responding to sensitive or stigmatized issues such as mental health and sexually transmitted infections. In the field of domestic violence (DV), however, the idea of delivering and evaluating interventions via the Web is still relatively new. Little is known about how to successfully navigate several challenges encountered by the researchers while working in this area. This paper uses the case study of I-DECIDE, a Web-based healthy relationship tool and safety decision aid for women experiencing DV, developed in Australia. The I-DECIDE website has recently been evaluated through a randomized controlled trial, and we outline some of the methodological and ethical challenges encountered during recruitment, retention, and evaluation. We suggest that with careful consideration of these issues, randomized controlled trials can be safely conducted via the Web in this sensitive area.

(J Med Internet Res 2017;19(3):e94) doi:10.2196/jmir.7039
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Introduction

The Internet is growing in popularity as a means of both delivering health interventions [1,2] and recruiting research participants to evaluate those interventions [3]. This is perhaps unsurprising when the advantages offered by Web-based methods are considered compared with the traditional ways of engaging and retaining participants. For instance, the Internet allows a large number of participants to be accessed, even globally if necessary, at a relatively low cost. In addition, diverse or marginalized populations can be included in a study sample where transcription errors are reduced and responses can be collected more quickly [4], both being beneficial as competition for valuable research dollars increases. Practical limitations that might have been present a few years ago—such as requiring the participants to have Internet access and a degree of computer literacy—are barely relevant in today’s increasingly networked society. In Australia, for example, household Internet access currently sits at 80% [5] and around 15 million people (80%) use a mobile phone [6]. An estimated 65% of Australians have a Facebook account [7]. Statistics for other developed countries such as the United States and the United Kingdom are similar [8,9].

Despite this potential, the use of online methods to recruit and engage participants in evaluating interventions is not without challenges. Due to the lack of face-to-face contact with researchers, online trials can experience poor retention rates, unreliable self-report data, and poor engagement with the intervention itself [1-3,10]. Alkhaldi and colleagues in a recent systematic review concluded that more research was needed in
this area in order to be able to understand engagement with online interventions and trials [2]. On the other hand, the Internet has demonstrated potential in facilitating research into sensitive issues [11]. For instance, Web-based methods have been used in studies evaluating digital interventions for sexual health [12,13], problem drinking [14,15], smoking cessation [16], drug use [17], and mental health problems [18]. In these contexts, the anonymity offered by the Internet may encourage participants to take part where they otherwise would not [10], potentially counteracting some of the challenges mentioned earlier. This is not to say that Web-based trials of interventions for sensitive issues are not without pitfalls.

In the context of domestic violence (DV), very little is known about the potential to deliver interventions via the Internet, or about safely recruiting research participants to a Web-based randomized controlled trial [19], although several authors have examined these issues in face-to-face DV studies [20-22]. DV is characterized by a systematic pattern of physical, emotional, sexual, or financial abuse by one intimate partner toward another with the intent to intimidate and control [23]. It is overwhelmingly perpetrated by men toward women [23] and can lead to a range of negative health outcomes, serious injury, or death. Research into DV is typically fraught with methodological and ethical issues [24]. Many abused women will not identify themselves as someone who is experiencing DV, thereby presenting a challenge to researchers seeking to recruit them [11]. There are also potential safety issues (eg, loss of confidentiality, retaliation from an abusive partner or ex-partner) involved with engaging abused women [25,26]. Once recruited into a study, women can potentially be re-traumatized by insensitive or inappropriate questioning [26,27], and researchers must be mindful of the ways in which controlling perpetrators may monitor women’s movements or correspondence [24]. Due to the increased level of anonymity and privacy, as well as the ability to be accessed from anywhere, the Internet has the potential to overcome some of these issues [11], while also presenting new challenges that need to be attended to in the study design phase. This paper will use the case study of I-DECIDE, a Web-based healthy relationship tool [11], while also presenting new challenges that need to be attended to in the study design phase. This paper will use the case study of I-DECIDE, a Web-based healthy relationship tool [11], while also presenting new challenges that need to be attended to in the study design phase. This paper will use the case study of I-DECIDE, a Web-based healthy relationship tool [11], while also presenting new challenges that need to be attended to in the study design phase.

The I-DECIDE Study

The I-DECIDE website was described in detail elsewhere [11], as is the study protocol for the randomized controlled trial that was used to evaluate it (ACTRN12614001306606) [28]. In brief, the intervention contained interactive modules designed to guide women through a process of self-reflection and self-management. The modules focused on healthy relationships, safety/risk and priorities, and incorporated elements of motivational interviewing [29] and nondirective problem solving [30]. The culmination of these activities was an “action plan” of strategies and resources that was individualized to women’s priorities, relationship choices, and level of risk. The website was designed to be worked through once in a linear fashion (although different pathways through the website were possible depending on women’s answers to certain key questions). Women were not required to complete the entire website in one sitting; however once they had completed the session, they were not able to return to change their answers. It was hypothesized that working through the intervention modules would increase women’s levels of awareness about abuse occurring in their relationships, improve their self-efficacy, and enhance their sense of being supported.

The I-DECIDE website was evaluated through a pragmatic randomized controlled trial, comparing it with a website representing usual care (in this case, “usual care” was standard information on DV, a static emergency safety plan, and a list of general resources for DV). The trial was conducted almost entirely via the Internet. There were 422 women participants aged 16-50 years, who experienced fear of a current or ex-partner or any form of abuse from a current or ex-partner in the 6 months before recruitment. For both intervention and comparison groups, the study measures appeared after the informed consent and at the beginning of the website session, after which women were presented with either the intervention or comparison modules. Women who completed the baseline study measures (irrespective of whether or not they went on to complete the intervention or comparison modules) were followed up at 6 and 12 months via email prompts reminding them to log back in to the website. During follow-up visits, women completed the study measures and were given the option of going through the intervention or comparison modules a second time. Women were also able to log back in to the website at any time in between scheduled visits to access their action plan. Data collection was completed recently, with 80% of the baseline sample completing their 12-month follow-up visit. No adverse events (in this context, “adverse events” would include a woman being placed at increased risk of harm from her partner or experiencing extreme emotional distress) have been reported, and posttrial qualitative feedback from women via an open text box on the website and process evaluation interviews was overwhelmingly positive.

Ethical Issues

As with all DV research, the I-DECIDE study required a strong and carefully thought-out ethical framework to ensure the safety and well-being of its participants. Human Research Ethics Committees (HRECs) in Australia (Institutional Review Boards in the United States) have a critical role in ensuring that studies adhere to the National Health and Medical Research Council’s code of conduct and respect the values of beneficence and nonmaleficence [31]. However, it has been suggested that ethics committees, which tend to operate from a predominantly biomedical framework, can find research involving so-called “vulnerable participants” challenging [26,32]. It has been suggested that they sometimes hold research teams to higher standards of ethical rigor in violence-related projects than other public health projects [32,33] and play a “gatekeeper” role toward research participants [26,34], which can make it more
difficult for researchers to gain approval for work in this area. Furthermore, Downes and colleagues in United Kingdom [32] have argued that the paternalistic attitude sometimes taken by HRECs undermines the decision-making capacity and agency of abused women to participate in research. They point out that all research has the potential to cause distress to a participant, even if the topic seems innocuous, and that women experiencing violence ought not to be prevented from participating simply because they may become upset. In fact, as Valpied et al [27] found in their qualitative exploration of abused women's experiences taking part in a randomized controlled trial of a general practice counseling intervention, the benefits of research participation—such as a sense of empowerment, catharsis and self-awareness—generally far outweigh any short-term distress.

In the case of I-DECIDE, there were not only considerations surrounding women's safety and well-being, but also ethical challenges unique to Web-based research [35,36]. For instance, determining whether and how a participant can provide informed consent via the Internet [13]; a lack of face-to-face contact between researcher and participant; determining whether data will be stored securely once collected; and how privacy can be protected [36] are the common concerns with regard to the Internet or social media research. A number of specific ethical issues arose in the I-DECIDE study where the context of DV intersected with the challenges of Web-based research. These are outlined below, along with how they were overcome.

Protecting Women on the Internet

In face-to-face studies, DV researchers can use a number of strategies in order to ensure the safety and well-being of participants [26,37]. For example, using trained interviewers to speak with women so that they can respond appropriately to any signs of distress [38], ensuring that women are contacted at a time when the perpetrator is not present and taking measures to ensure that her participation in the study remains confidential. When a study is conducted via the Internet, however, many of these safeguards cannot be monitored, and new safety strategies need to be put into place to protect participants.

For I-DECIDE, many of our strategies focused on equipping women to protect their own safety on the Internet, since the team did not connect with them via the web, by telephone, or in person unless they needed to be validated or had a technical issue. Several of these strategies also relate to how the intervention would be delivered in a “real world” setting on completion of the trial. Before signing up to the study, women were provided with browser-specific instructions on how to clear their search history and use an “incognito” or “private” session. They were also advised to use a “safe” email address that the perpetrator could not access and were directed to set up a new email account through Gmail or Yahoo if they were uncertain whether their existing account was secure. As an additional strategy, all email communication about I-DECIDE referred to a “Women’s Health Study,” without any reference to DV, and emails were sent from a specific women's health team to avoid any connection to DV or DV services.

The website itself was equipped with a “quick exit” bar positioned along the top of every screen. This enabled a woman to exit the website with a single click anywhere in the designated area should a perpetrator come up behind her while using I-DECIDE. On clicking the “quick exit” button, the existing browser window redirected to a generic weather website and further, a new browser tab opened up displaying the Google search engine. The data already inputted by the participant were saved, so that the next time she logged in to I-DECIDE she could continue where she left off. The landing page of I-DECIDE, which was publicly accessible, did not contain any information about DV or contain any images related to abuse. Rather, the website was identified as a “Women’s Wellbeing Project” and asked the following:

Do you worry about whether your relationship is healthy? Do you sometimes wonder if you are safe?
If you are a woman aged between 16 and 50 and you have experienced relationship issues over the last 6 months you are invited to take part in this project.

Although a list of key DV support services were provided on the landing page, they were mixed with other women’s health resources (eg, for depression and smoking) to disguise the focus of the website. Beyond the landing page, the website’s content was protected through a randomly generated username and password that was sent to women’s safe email address upon signing up.

Duty of Care in a Web-Based Trial

A major consideration for researchers in the DV area is ensuring that they fulfill their duty of care toward the women involved in a study [26]. In a face-to-face study, this would involve checking with participants regularly to ensure that they still consent to take part and that their safety and well-being is not being compromised [37]. If a researcher is alerted to a woman being in immediate danger, their duty of care obliges them to discuss safety options such as contacting police or DV crisis line [32,38] and compels them to alert authorities if a child is suspected to be in danger [39]. The anonymity of the Internet, however, requires new strategies to be developed to maximize women’s safety and well-being [40].

In the I-DECIDE study, although we could not determine with any certainty whether women taking part in the study were at immediate risk, we used a number of approaches to maximize their safety during engagement with the Web-based tool. As part of the intervention module, for instance, women were asked to complete the Danger Assessment [41], which measures her level of risk for severe violence and homicide, and the Composite Abuse Scale [42], which identifies abusive behaviors in a relationship. Their responses to these validated tools were scored and categorized by the I-DECIDE program, and matching messages were immediately provided on the screen for the woman to review. Any woman whose responses indicated a higher level of risk were provided with feedback advising them of this and suggesting they think about contacting the police. At the end of the website, these women first received an emergency safety plan (including strategies such as collecting important documents and setting up an emergency code word with a friend or family member if she was in distress) before an action plan tailored to their individual life priorities. Women at lower levels of risk received only the tailored action plan (although they could also access the emergency safety plan if...
needed). All women in the comparison group automatically received only the emergency safety plan.

To minimize the likelihood of women becoming distressed while participating in the study, the I-DECIDE website included supportive messaging and feedback at critical points. In particular, the messaging in response to the woman’s levels of danger and abuse was developed very carefully in consultation with community DV services. The messaging needed to communicate the woman’s level of risk without frightening or traumatizing her. The example below is the message for the highest level of risk.

You are experiencing some extremely dangerous things in your relationship. It's critical that you talk to someone you can trust, like a friend, family member, your GP (general practitioner/family doctor), or the police, about what is going on in your relationship. A bit later, this website will suggest some things you could try to help you increase your safety, and also to help take care of yourself during this stressful time. It will also provide you with details of some services (confidential and free) that can help you if you need. There is a national counselling hotline 1800-737-732 that you can call anonymously for advice, but for an emergency situation, call 000.

As an additional precaution, a study phone number was set up in case women needed to contact the researchers, despite the trial being otherwise carried out entirely via the Web [19,28]. A distress protocol was developed and distributed to all project team members. The protocol included active listening and exploring with the individual whether they had someone (friend, family, or service provider) trusted that they could talk to, who would understand and be supportive. Ultimately, very few women utilized the phone number, and those who did were enquiring about study participant gift vouchers or experiencing technical difficulties.

An adapted version of the validated Consequences of Screening Tool (COST) questionnaire [43] was embedded within both arms of the I-DECIDE website to ensure that the benefits of participation outweighed the harms for women. This tool asks women about how participation affects their feelings about themselves and their relationship. The adapted COST contained 10 items, each on a five-point Likert scale that indicated harm, benefit, or neutral options. On completion of baseline data collection, the harm/benefit data were reviewed by the researchers and the independent study Data Monitoring Committee before commencement of the 6-month follow-up. Although 10.9% (37/339) of women reported that their partner or ex-partner was aware that they were answering questions about DV, at follow-up many (62%, 23/37) reported a positive outcome from this—a finding consistent with previous DV research using this tool [44]. Additionally, almost all the women (93.5%, 317/339) reported that they were glad to be a participant in the I-DECIDE project, despite 11.5% (39/339) indicating that questions in the website had made them feel that their relationship problems were their own fault and 5.3% (18/339) feeling somewhat worse about themselves as a person. Research suggests that these negative emotions are common, but usually transient [27]. For instance, Valpied and colleagues [27], who analyzed data from the COST Questionnaire in a face-to-face DV intervention trial [44], suggest that women might feel worse about themselves because they realize that an abusive relationship is unsalvageable despite how hard they have tried to make it work. They argue that this is not necessarily a negative outcome, as it could lead to taking action for safety and well-being. Feeling at fault, or otherwise bad about oneself is also not necessarily a reflection on delivering the intervention or carrying out a trial via the web. In fact, the average score out of 10 from the I-DECIDE study sample regarding how supported they felt by the website was 9.

Balancing Participant Safety With Study Visibility

Attracting over 400 women nationally to the I-DECIDE study involved a mix of recruitment strategies. In particular, the essential role of social media as a key part of our recruitment became apparent very early on in baseline data collection.

Colleagues in the United States [45], who developed the original “IRIS” safety decision aid website on which I-DECIDE is based [11] had enormous success using the free classified advertisements website, Craigslist, to attract women to their study. In New Zealand [19,46], where another version of the website underwent trial, the overwhelming majority of the sample came from ads on TradeMe, a trading post style website. In Australia, however, Craigslist is not widely used, and our ads were not successful in attracting any women to the study. Similarly, ads placed on Australian trading post website, Gumtree attracted less than 10 women to the study, despite paying for our ads to be prioritized in search listings.

As the most widely used social media platform in Australia [7] and one that has demonstrated success with other Web-based trials [47] and with hard-to-reach populations [48], Facebook was next identified as a potential source of recruitment. However, there are risks associated with the format of Facebook which needed to be overcome for a DV study. Facebook enables its users to present themselves in a user profile, accumulate “friends” who can post comments on each other’s pages, and view each other’s profiles. Facebook members can also join virtual groups based on common interests [49]. Facebook users can “like” or “share” content that then appears on their “newsfeed,” and can “follow” updates from pages associated with organizations. Although the option of setting up a page for the I-DECIDE study clearly had potential to facilitate the wide distribution of our ads, it also meant that the ad might appear on the newsfeed of an abused woman who otherwise had no DV-related content. Instead, two approaches were used. First, a paid advertisement that appeared on the side of screen for women in the target demographic (as this appeared alongside a range of other advertisements, this was deemed less risky). Second, we sent requests to Australian DV services and a range of other women’s health, fashion, and motherhood organizations to post our ad. Although this would still result in the ad appearing in women’s newsfeed, the women would already have been following these pages in order to receive the update, and we therefore were not adding to their existing level of risk. For all ads, the accompanying text “Please open the link in a new browser window” and “Share only if safe to do so” was...
included. Ultimately, around 60% of our sample was recruited using Facebook.

**Methodological Issues**

In the I-DECIDE study, women were recruited, enrolled, consented, and randomized entirely via the web. As Murray and colleagues have noted [3], Web-based trials can experience a range of methodological issues including an unrepresentative sample, poor retention rates, and an inability to validate participants leading to multiple registrations or inclusion of ineligible participants. In the DV context, these issues, as well as others unique to the field, were experienced as part of the I-DECIDE study as outlined below.

**Ensuring That Participants Are Who They Say They Are**

The I-DECIDE study was open only to women residing in Australia aged 16-50 years who had experienced fear of a partner or some form of abuse over the past 6 months. However, in theory, to sign up to the study a person needed only to click “Be A Part of the Project” from the publicly accessible landing page to commence the enrolment process. We were therefore presented with a challenge around how to prevent enrolment by ineligible women, “trolls,” or perpetrators seeking to disrupt the study.

Koziol-McLain and colleagues in New Zealand [46] asked women to input their full name and residential address upon signing up to their study. This was then compared automatically with the New Zealand electoral roll, which enabled them to check the following (1) the participant was female and (2) the participant was a resident of New Zealand. We initially endeavored to copy this approach; however, privacy laws in Australia regarding distribution of the entire electoral roll are extremely stringent, and we were unable to gain access to this document. Instead, a research team member manually validated each individual participant through the Australian Electoral Roll website. Any participant not able to be validated through their residential address was validated via email contact, social media, or a telephone call, as a last resort. This process was time consuming, but worthwhile to ensure that our sample did not contain bogus participants.

In terms of validating the age of participants, they were asked directly on sign up, “Are you aged between 16 and 50 years.” Women who answered “no” were exited from the enrolment process with a message explaining that study was limited to this age, it likely minimized the incidences of ineligible participants taking part.

It was anticipated that abused women might have concerns about providing information such as their residential address and contact telephone number. We therefore included a short explanation about why we were requesting these details and what would be done with the information:

*We need to collect your full name and a valid residential address.*

*There are three reasons for this:*

*To keep you safe;*

*To ensure that no fraudulent participants (including men) can access the website;*

*To send you a gift card to thank you for your participation.*

*We will validate your details against the Australian Electoral Roll and will not use your details for any other purpose.*

The details of the participants were recorded in a separate database from their responses to the study measures and the rest of the intervention. Although providing a name did mean that women were not anonymous, it was considered to be an acceptable trade off in order to deter bogus participants.

**Engaging Women Not Ready to Identify as “DV Victims”**

A major consideration for the I-DECIDE study was how to include women who may not have been ready to acknowledge that their relationship was abusive [11]. As Bender [21] noted, recruiting women through specific locations such as shelters, courtrooms, or health clinics can be problematic, as levels of violence reported from women in these settings may not be representative of the overall population. Similarly, accessing women only through DV services and the community sector would have resulted in a particular demographic of women who were already seeking help for violence in their relationships and the project was interested in reaching women who may not have been aware of or previously accessed DV services. To overcome this challenge, we contacted a wide range of organizations and individuals likely to have a large number of female followers and asked them to promote the study. As mentioned earlier, strategies included not only social media posts about the study (eg, Facebook and Twitter), but also mentions in organizational newsletters, advertisements on blogs, and media interviews with members of the research team. Another successful source of recruitment was university student portals, provided that we were able to satisfy the relevant “gatekeepers.”

It is not immediately obvious how one might go about recruiting women experiencing DV without mentioning “violence” or “abuse,” while at the same time not misleading women as to the nature of the study. As a compromise, we referred to “relationship safety” or “feeling afraid of a partner” in all our recruitment materials (Figure 1). This was deemed to convey the topic without being too confronting or challenging for women in an earlier stage of awareness or readiness for action [50]. Although we did not ask women directly whether they perceived their relationship as violent, the study sample includes women of diverse ages and backgrounds who had experienced different types of abuse (Table 1). More detailed participant demographics will be reported at a later date.
Table 1. Brief I-DECIDE study demographics.

<table>
<thead>
<tr>
<th>Study demographics</th>
<th>Mean (SD) or n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years (n=422), mean (SD)</td>
<td>33.74 (SD 8.48)</td>
</tr>
<tr>
<td>Aboriginal and/or Torres Strait Islander (n=376), n (%)</td>
<td>40 (10.64)</td>
</tr>
<tr>
<td>Type of Abuse at 12 months (n=331), n (%)</td>
<td></td>
</tr>
<tr>
<td>Emotional abuse (with or without harassment)</td>
<td>108 (32.7)</td>
</tr>
<tr>
<td>Physical abuse and emotional abuse (with or without harassment)</td>
<td>36 (10.91)</td>
</tr>
<tr>
<td>Severe combined abuse</td>
<td>125 (37.88)</td>
</tr>
<tr>
<td>Not positive for abuse on Composite Abuse Scale [42]</td>
<td>61 (18.48)</td>
</tr>
</tbody>
</table>

Figure 1. Study advertisement for I-DECIDE.

Creating Trust in the Absence of Face-to-Face Contact

Building rapport with research participants can be an important element of DV research that occurs in a face-to-face setting [26]. In an online setting, however, creating an impression of trustworthiness is much more difficult. In preliminary focus groups conducted during the design phase of the study, women stated that a professional design and the use of the university’s logo could help to distinguish the site from unreliable information on the Internet. Similarly, the language and the tone used throughout the website were designed to sound like an “empathetic expert,” such as a health professional or a counselor. The aim was to make women feel supported, empowered, and listened to, without being authoritative.

As another trust-building strategy in DV research, Logan and colleagues have emphasized the importance of engaging community partners [20]. This not only suggests to potential participants that the study has their best interests at heart, but also provides a source of referral for face-to-face support should they require it. To this end, we collaborated with several DV services and sought their feedback during the design phase of the website. Facebook posts by our partner organizations as well as by other high-profile DV organizations endorsing the study were successful at attracting women to click through to the I-DECIDE website.

Encouraging Retention Over the Long Term

Retention of participants in all trials is often challenging, but Web-based trials tend to have most issues with the follow up [3]. When conducting research with abused women, there are additional challenges to contend with. For instance, women are often forced to move house or change their email address or...
telephone number if they are concerned for their safety or that of their children [51], which increases the likelihood they will be lost to follow up. To combat this, women were asked to provide the first name and either a telephone number or email address of one or two “safe contacts” on signing up to the study. It was explained to women that these contacts were needed only to stay in touch with them during the study.

In case you move house or we lose touch with you for any reason during the trial, please put in the details of two trusted people we can contact to get in touch with you. Try to think of people who are unlikely to change their details over the next 12 months (for example, a parent or relative). We will only reveal that you are participating in a ‘women’s health study’.

As an additional retention strategy, incentives were offered in increasing value for baseline, 6 month, and 12-month follow-up visits, with a maximum of $150 for completing all 3 visits. Researchers in the DV area consistently emphasize the importance of incentives for women as a way of recognizing their contribution [20]. Although women are often motivated to participate because of other, nonfinancial reasons (for instance, a desire to help other women [26]), it is generally considered good practice to offer them as a token of appreciation for their time and expertise. For the I-DECIDE study, incentives were offered in the form of electronic gift vouchers to a large national chain of stores.

Finally, although we had intended to use solely electronic means of communication to follow up women for 6- and 12-month visits, this was ultimately not successful. Initially, our study protocol dictated that the study tracking database would send out 3 automatic email reminders at various intervals after a woman’s session fell due, followed by an SMS reminder. Response rates remained lower than expected, and we therefore added a phone call reminder by a trained, study research assistant. Although the use of a research assistant can be seen as an “intervention” [40] and not indicative of how the website is likely to be accessed in a real world setting, our experience is that without this contact, it would be difficult to engage women, given the dynamics of an abusive relationship, in follow-up visits after a 6-month period of time.

Conclusions and Implications for Future Research

This paper highlights the key ethical and methodological challenges involved with conducting a Web-based trial of a DV intervention. It highlights how the particular context of DV intersects with the constraints and opportunities of digital technologies. Our I-DECIDE case study demonstrates that trials of DV interventions can be conducted via the web, and women can be safely recruited, engaged in an intervention, and successfully retained over a 12-month period using almost exclusively Web-based strategies. Based on the lessons learned from our trial, we suggest the following recommendations for other researchers seeking to conduct trials of DV interventions using the Internet:

- Publish ethical and “lessons learned” papers in conjunction with trials, so that ethics committees and other researchers can draw on this knowledge base to make informed decisions about future studies;
- Ensure that the language used throughout Web-based interventions and the trial processes surrounding them is supportive and non-judgmental. Interventions should be developed in close consultation with victims/survivors and services;
- Equip participants with information about Internet safety so that they can take charge of their own online footprint;
- Explain why personal information is being collected;
- Consider avenues of recruitment outside traditional DV services, and ensure that language is inclusive of women who may not be ready to name the abuse; and
- Consider telephone contact with participants as a last resort to encourage retention in a trial over the long term.
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Abstract

Background: Studies of criteria-based assessment tools have demonstrated the feasibility of objectively evaluating eHealth interventions independent of empirical testing. However, current tools have not included some quality constructs associated with intervention outcome, such as persuasive design, behavior change, or therapeutic alliance. In addition, the generalizability of such tools has not been explicitly examined.

Objective: The aim is to introduce the development and further analysis of the Enlight suite of measures, developed to incorporate the aforementioned concepts and address generalizability aspects.

Methods: As a first step, a comprehensive systematic review was performed to identify relevant quality rating criteria in line with the PRISMA statement. These criteria were then categorized to create Enlight. The second step involved testing Enlight on 42 mobile apps and 42 Web-based programs (delivery mediums) targeting modifiable behaviors related to medical illness or mental health (clinical aims).

Results: A total of 476 criteria from 99 identified sources were used to build Enlight. The rating measures were divided into two sections: quality assessments and checklists. Quality assessments included usability, visual design, user engagement, content, therapeutic persuasiveness, therapeutic alliance, and general subjective evaluation. The checklists included credibility, privacy explanation, basic security, and evidence-based program ranking. The quality constructs exhibited excellent interrater reliability (intraclass correlations=.77-.98, median .91) and internal consistency (Cronbach alphas=.83-.90, median .88), with similar results when separated into delivery mediums or clinical aims. Conditional probability analysis revealed that 100% of the programs that received a score of fair or above (≥3.0) in therapeutic persuasiveness or therapeutic alliance received the same range of scores in user engagement and content—a pattern that did not appear in the opposite direction. Preliminary concurrent validity analysis pointed to positive correlations of combined quality scores with selected variables. The combined score that did not include therapeutic persuasiveness and therapeutic alliance descriptively underperformed the other combined scores.

Conclusions: This paper provides empirical evidence supporting the importance of persuasive design and therapeutic alliance within the context of a program’s evaluation. Reliability metrics and preliminary concurrent validity analysis indicate the potential of Enlight in examining eHealth programs regardless of delivery mediums and clinical aims.

(J Med Internet Res 2017;19(3):e82) doi:10.2196/jmir.7270
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Introduction

The wide distribution of personal digital devices has changed the potential to dramatically enhance public access to health interventions; tens of thousands of health, wellness, and medical apps are now available for download from online stores [1]. From a public health perspective, the large number of available eHealth intervention programs makes it impossible to empirically evaluate them using traditional research methods. In addition, the time-consuming and costly process of product evaluation may result in the technology investigated in the trial becoming obsolete by the time the results are published [2] and may also make it difficult for health system leaders to engage with potential vendors [3,4]. Agile science tries to answer some of these challenges by focusing on an adaptable and nimble scientific process to support the collective development and evaluation of interventions [5], while taking into account the rapid pace of change in the technologies that support digital interventions [6]. However, despite developments in research methods, patients and medical professionals can browse through the Web or access mobile app stores to download and use the large number of available and unexamined programs. To complicate things further, the settings in which such programs are being utilized are different than within studies where participants are being proactively recruited, paid for filling out assessments, and have scheduled check-in appointments. As a result, some of the support that participants receive in studies does not translate to the real world, which might impact intervention outcomes. Unfortunately, existing systems of user-based ratings that collect assessments in the real world are not designed to offer a metric of medical appropriateness, safety, or effectiveness [7].

Criteria-based rating scales have been developed to address this evaluation challenge. These scales are then used by trained raters to objectively examine and score the quality of eHealth intervention programs based on core concepts, each comprised of different criteria [8-11]. The importance of using a clearly defined rating system is strengthened by the fact that without the use of such systems scoring tends not to be highly reliable [7]. In facilitating the cost-effective evaluation of available eHealth interventions, such tools can enable stakeholders to discuss programs’ potential prior to empirical testing [4] and to provide information that supports user recommender systems [12-14]. Although these tools have several potential uses, we will relate to two aspects we believe to be important for the contributions of these tools to the evaluation of eHealth interventions that were not covered previously: examining quality domains that relate to programs’ therapeutic potential and tool generalizability.

Quality Rating Domains Related to Programs’ Therapeutic Potential

Persuasive Design and Behavior Change Principles

Persuasive design aims at understanding what influences people’s behavior and decision making, and then uses this information to design compelling user interactions [15,16]. Interestingly, no previous rating scale aiming to evaluate the quality of eHealth intervention programs using different concepts has related to persuasive design or behavior change quality criteria, even though such concepts have been shown to be important in the evaluation of eHealth interventions potential. For example, Kientz et al [17] compared the performance of Nielsen and Molich’s usability heuristics [18] to persuasion and demonstrated that persuasion heuristics enabled the identification of more severe and more relevant interface problems in terms of persuasive, cultural, and informational issues. Kelders et al [19] showed that elements of persuasive design uniquely explained the variance in adherence to eHealth Web-based interventions, and Webb et al [20] showed that eHealth interventions that better incorporated behavior change theories also tended to have larger effects in increasing positive health-related behaviors. Altogether, these studies suggest that the quality of program persuasive design directly impacts its therapeutic potential and therefore has to be addressed when evaluating these programs.

Therapeutic Alliance Principles

No previous quality rating scale has directly assessed the therapeutic alliance being nurtured by the eHealth intervention program. Overall, studies focusing on nontechnological interventions have shown that the therapeutic alliance is one of the most robust measures for predicting psychotherapy success (eg, [21-23]) and suggested its promise for predicting intervention quality in the medical domain (eg, [24-27]). However, evaluating the potential therapeutic alliance between users and software programs requires the reexamination and adaptation of the original concept, which applies to a therapeutic relationship between people. Studies suggest that therapeutic alliances with eHealth intervention programs do exist and that such alliances may play a role in increasing the adherence to [28,29] and effectiveness [30] of these programs. Scholars have indicated the variance in relational factors embedded within eHealth interventions that makes some programs better at nurturing a therapeutic alliance with their users [31-33]. Although these examinations are currently of a preliminary nature, there is a need for a standardized assessment measure that can adequately capture the concept of an e-therapeutic alliance and its place in the overall picture of product quality.

Overall, there is a need to develop standardized operational definitions to assess the quality of all aspects of eHealth intervention programs [34], including those relating to therapeutic potential [4]. To best address the unique contribution of each quality domain, the complete scope of different criteria should be taken into account. Such assessment will also enable stakeholders to investigate the interactions between different quality domains and their impact on outcomes.

Tool Generalizability

Another aspect that has yet to be fully examined is whether criteria-based rating tools may enable us to reliably rate eHealth intervention programs that are developed and designed to be used in different delivery mediums (eg, mobile, personal computer, other). Such reliable rating would enable examination of programs leveraging more than one delivery medium and comparison between the qualities of programs regardless of
their delivery mediums. Recently, Gomez Quiñonez et al [35] demonstrated that a Web-based app targeting adult physical activity provided better or similar results compared to the same mHealth app. Subsequently, in a recent systematic review of digital parent training programs, only one mobile app was identified, which was used as an adjunct to treatment, whereas most computer programs were used as a standalone intervention [36]. It might be that, for certain treatment aims, different design aspects limit the potential of one delivery medium, which could be examined when using the same framework of evaluation. The nature of quality criteria is that they relate to broad principles in terms of product design, which facilitates their use in different contexts [37]. The remaining question in terms of a tool’s generalizability is focused on the ability to use the same standardized measure to evaluate programs targeting different clinical aims (eg, behaviors related to medical conditions, mental health). During the development of previous eHealth-related rating scales, the reliability matrix of ratings based on different clinical aims was not demonstrated. It is important to pay attention to generalizability during the tool development phase because the development of scoring benchmarks might be influenced by the nature of reviewed programs.

Study Aims

The gaps in the literature laid the foundation for the development of Enlight, a suite of criteria-based measurements aimed at enabling scholars to objectively rate eHealth interventions based on different quality concepts regardless of their delivery medium or clinical aims. Therefore, the aims of this study were to (1) identify relevant published criteria through a comprehensive systematic review that also addresses quality criteria related to persuasive design, behavior change, and therapeutic alliance/principles (a systematic review that relates to different aspects of eHealth and mHealth interventions including all concepts mentioned was not incorporated before and would enable the establishment of the tool based on a comprehensive examination of the current know-how in this field); (2) develop Enlight, a suite of criteria-based quality measures related to separate aspects of eHealth programs; (3) establish the measures’ reliability and generalizability in evaluating different delivery mediums and clinical aims; and (4) examine the intercorrelations between different quality constructs and between them and preliminary validity measures.

Methods

This study was completed in two parts, each reflecting different procedures used. The first part, “Enlight Development,” included a systematic search for quality criteria, the classification of these criteria into core domains and subcategories, and the creation of the different scales. The second part involved reliability testing and further analysis of the interrelationships between the quality constructs and correlations with preliminary concurrent validity measures. As emphasized, we examined the results with respect to different delivery mediums and clinical aims.

Enlight Development

Systematic Review and Collection of Quality Criteria

The systematic review was carried out in line with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) statement guidelines [38] (see Multimedia Appendix 1 for a complete list of PsycINFO database search terms used). We conducted comprehensive computer searches of IEEE Xplore, PsycINFO, PubMed, and Science Direct databases for English articles published between January 1, 2000 and April 8, 2016, containing explicit Web- or mobile app-based quality criteria. The search time window was limited to 2000 due to rapid developments in technology [2] and to reflect technologies that largely meet the expectations of today’s users [4]. For general quality criteria, we searched for papers in varying combinations for criteria (eg, “criteria” OR “principle*”), assessments (eg, “assess*” OR “measur*”), and delivery mediums (eg, “mobile*” OR “Web*”). We also searched for papers in varying combinations for criteria (eg, “criteria” OR “principle*”) specifically related to persuasive design and behavior change. A manual search for additional references was conducted by examining the reference lists of identified papers and previous review articles. We also reviewed grey literature by Google searching, looking into key websites (eg, Nielsen Norman Group), and asking experts for recommendations. To identify English articles containing explicit quality rating criteria in terms of therapeutic alliance/principles, we conducted comprehensive computer searches of PsycINFO, PubMed, and Science Direct databases for articles published by April 8, 2016. We searched for papers related to quality criteria (eg, “potential” OR “criteria” OR “principle*”) in the field of psychotherapy and for papers related to therapeutic alliance questionnaires.

Data Extraction and Categorization

Following the extraction of criteria from identified sources, we established a multidisciplinary advisory team to support the classification of these criteria into core domains and subcategories, and to support the development of the measures’ items and categories (see Multimedia Appendix 2, Advisory Team). Because the criteria identified for therapeutic alliance ratings were not focused on eHealth interventions (but rather on a human therapist), a thematic analysis [39] was conducted to redefine these criteria in terms of eHealth interventions as a preliminary step before categorizing them and building the final scale. This step was carried out by three licensed clinical psychologists.

Enlight Testing

Identifying Relevant eHealth Intervention Programs

To establish the generalizability and transferability of the tool, we tested Enlight on programs targeting either modifiable behaviors related to chronic medical illnesses (ie, health-related behaviors) or mental health, and on programs delivered through mobile apps or websites (accessed through a personal computer). The systematic identification of relevant programs followed the PRISMA statement guidelines [38] (see Multimedia Appendix 3 for search terms used to identify free eHealth intervention programs). For health-related behaviors, we targeted behaviors considered to be among the leading preventable causes of death.
due to chronic medical conditions in the United States [40]: diet, physical activity, smoking cessation, and alcohol cessation. For mental health, we focused our search on the terms depression, anxiety, mental health, and well-being. For both websites and mobile apps, we included only free-to-use programs aimed at the specific condition that were published in English.

To identify relevant mobile apps, we conducted a systematic search of the Google Play store on September 5, 2016, by using search terms relevant for each condition (eg, diet: diet or weight loss). The inclusion criteria for mobile apps were (1) English language, (2) free of charge, and (3) from Android categories “Health & Fitness” and “Medical” following a careful examination of program type in different Android categories.

To identify relevant Web-based programs, a systematic search was conducted on September 5, 2016, using a Google Search query per condition (eg, depression, smoking cessation) paired with terms such as “free online” and “self-help.” For each condition, we looked into the organic results found within the first two pages because studies have indicated that a negligible portion of users go beyond the second page [41,42]. If a source referring to a list of programs was found among these organic searches, we included those programs as well. The lists created through the searches for mobile apps and websites were then screened by title to remove duplicates and exclude irrelevant programs (eg, magazine). Programs with unclear titles were examined (by a person who was not one of the program quality raters) using Google Play or website home page prior to exclusion. Using a randomization website [43], 24 eHealth programs were then randomly selected for each of the four conditions—two delivery mediums (mobile/webpage) × two clinical aims (health-related behavior/mental health)—reaching a total of 96 programs. For example, during this process 24 mobile apps that targeted health-related behavior were randomly selected.

**Raters’ Training**

Different raters evaluated the quality (KF) and checklist (NM) sections of the programs, with the study’s leading author (AB) acting as the second independent rater for both sections. A total of 12 programs (the first three from the randomized lists for each of the four conditions) were used to pilot-test the scale. As part of this process, we also examined programs from other domains that were recommended by experts for their very high quality. This approach enabled coders to locate transcription errors and refine the coding scheme. One goal of the development was to achieve high interrater reliability at the construct level so that Enlight users could reliably present and compare construct scores between different programs. To achieve this goal, the refinement process followed the methods for developing benchmarks in thematic and projection test development within the psychology domain [44-46]. During this process, benchmarks were written, codes were refined, and a preliminary manual was developed. Once the raters had rated the programs (independently), ratings were shared simultaneously. Raters then met to discuss the ratings, and to make proper clarifications and adjustments of the scale benchmarks. To minimize potential biases, when disagreement occurred, a third person examined the blinded ratings and further discussed the ratings to enable the final refinement of codes.

**Reliability Testing**

In line with a previous examination in this field [11], a minimum sample size of 41 was required to establish with 87% assurance whether true interrater reliability lay within 0.15 of a sample observation of 0.80 [47,48]. Therefore, we rated 42 mobile apps (21 targeting mental health and 21 targeting health-related behaviors) and 42 website programs (with the same distribution). Accordingly, our reliability testing also included 42 programs targeting mental health and 42 programs targeting health-related behaviors, for a total of 84 eHealth intervention programs that were independently rated.

This paper presents the analysis of all Enlight categories based on raters’ ratings, except for security checklist because security items are based on information retrieved from parties with access to products’ servers (and not on raters’ ratings). The interrater reliability for each of the quality assessment subscales was measured using an intraclass correlation coefficient (ICC) [49] utilizing the two-way mixed effects model with absolute agreement [50]. The internal consistency of the core domains was calculated using Cronbach alpha, which reflects how closely related a set of items are as a group [51]. Internal consistency was not examined for items related to objective requirements on a categorical scale (Enlight checklists) because homogeneity among the checklist items was not assumed (different checklist items might relate to different parts of the construct) [52]. Therefore, interrater reliability for each categorical item was determined. Cohen kappa, which measures the achieved agreement between two raters above and beyond the overall probability of random agreement, was applied [53].

**Further Analysis**

Overall, differences between delivery mediums and clinical aims in terms of quality scores and intercorrelations were examined while adjusting $P$ values based on the Benjamini-Hochberg correction [54]. The correlation matrix between different quality assessments was examined using Pearson correlations. The relationship between these assessments was also examined using a conditional probability approach, which measures the probability of an event given that another event has occurred [55]. This analysis aimed to examine the percentage of products that met a certain quality standard from among a total sample of products that met another quality standard. This method enabled us to examine whether a certain range scores in one quality construct were associated with a similar range of scores in a different construct.

Preliminary concurrent validity was assessed by examining the correlations between different quality constructs and selected variables that were expected to relate either to a program’s acceptability or its efficacy. Combined quality construct scores based on means of several quality constructs were also added to this analysis to examine the benefits of summarizing several concepts into a single score. Two of the selected variables, credibility checklist and programs backed by research evidence (evidence-based program), were developed as part of Enlight

http://www.jmir.org/2017/3/e82/
and will be described in the Results section related to Enlight development.

The third variable, program popularity, aimed to examine preliminary acceptability based on the number of people choosing to use it. For websites, we recorded the Alexa traffic rank [56], which estimates a website’s popularity based on a combination of mean daily visitors and page views [57]. This traffic rank was used following a preliminary step in which we compared ranks to the SimilarWeb traffic estimator [58], obtaining similar results. We excluded Web-based programs nested within larger websites from the analysis because a high percentage of users were expected to access the website for reasons other than the intervention program. The number of mobile app downloads was taken from Google Play, which presents the range of downloads (eg, 500-1000) for each app; for each program, the lower limit was documented (eg, 500).

Table 1. Frequency of explicit evaluation criteria for eHealth interventions by different constructs (N=476).

<table>
<thead>
<tr>
<th>Criteria constructs</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classification (intended users, clinical condition, program aim)</td>
<td>19 (4.0)</td>
</tr>
<tr>
<td>Usability (navigation, learnability, ease of use)</td>
<td>48 (10.1)</td>
</tr>
<tr>
<td>Visual design (aesthetics, layout, size)</td>
<td>35 (7.4)</td>
</tr>
<tr>
<td>User engagement (content presentation, interactive, not irritating, targeted/tailored/personalized, captivating)</td>
<td>45 (9.5)</td>
</tr>
<tr>
<td>Content (evidence-based content, quality of information provision, complete and concise, clarity about program’s purpose)</td>
<td>79 (16.6)</td>
</tr>
<tr>
<td>Therapeutic persuasiveness (call for action, load reduction of activities, therapeutic rationale and pathway, rewards, real data driven/adaptive, ongoing feedback, expectations and relevance)</td>
<td>92 (19.3)</td>
</tr>
<tr>
<td>Therapeutic alliance (basic acceptance and support, positive therapeutic expectations, relatability)</td>
<td>45 (9.5)</td>
</tr>
<tr>
<td>General subjective evaluation (appropriate features to meet clinical aim, right mix of ability and motivation, likability)</td>
<td>36 (7.6)</td>
</tr>
<tr>
<td>Credibility a (owner’s credibility, maintenance, strong advisory support, third-party endorsement, evidence for successful implementation, evidence-based program)</td>
<td>49 (10.3)</td>
</tr>
<tr>
<td>Privacy and security (terms of use, information on social platforms, security of data and transmission, documentation of data exposure, compliance, third-party endorsement)</td>
<td>28 (5.9)</td>
</tr>
</tbody>
</table>

a Also includes evidence-based program that is ranked and examined separately.

Quality Assessment Section

The quality assessment section was designed to capture the different qualities of eHealth interventions. It consists of 25 items divided into six core constructs related to the eHealth intervention program: usability, visual design, user engagement, content, therapeutic persuasiveness, and therapeutic alliance. Another construct, general subjective evaluation (of program’s potential), asks the rater to subjectively evaluate the program as a whole following the completion of the core concept ratings. All constructs were based on heuristic evaluation to enable the examination of programs independently of empirical examination, built on a scale of 1 to 5 (1=very poor; 2=poor; 3=fair; 4=good; 5=very good), and calculated by averaging the items of which they are comprised.

Checklists Section

Overall, the checklists were based on acknowledged criteria that cover distinct domains related to product use and include credibility, evidence-based program (as a distinct part of programs’ credibility), privacy explanation, and basic security. These checklists are not expected to directly impact the end user’s experience of the product’s efficacy; however, the criteria contained in the lists may expose the user (or provider) to acknowledged risks or benefits. These measures are calculated by aggregating the scores received in each of the respective categorical items—excluding evidence-based program because it is based on a five-point scale. The privacy explanation and basic security checklists are the only measures in which a lower score equates to better quality. The basic security checklist is the only measure that is not based on a rater’s rating, but rather

Results

Enlight Development

The electronic and manual searches produced a total of 7903 records (see Multimedia Appendix 4 for a flow diagram). Through the first screening process, 181 papers were identified and retrieved for detailed evaluation and a total of 99 sources met all inclusion criteria (76 papers from peer-reviewed journals, 9 papers from conference proceedings, 7 manuscripts, 6 websites, and 1 book). A complete list of sources used in the criteria-gathering process is available with this paper (see Multimedia Appendix 5, sources list).

Overall, 1252 items were extracted from the sources; 143 were found to be not relevant for the evaluation of eHealth products and 633 were deemed to be duplicates, leaving a total of 476 criteria. Identified criteria were then grouped and organized in an iterative process into 10 constructs (see Table 1) and three sections to create Enlight: Classification (ie, classifying the program based on acknowledged categories), quality assessment, and checklists (Multimedia Appendix 6, Enlight).
on information retrieved from parties with access to the product’s servers.

**Enlight Testing**

**Reliability Testing**

The electronic searches produced a total of 2227 mobile apps and 1283 Web-based programs (see Multimedia Appendix 4 for a flow diagram). Through the first screening process, 235 apps and 502 websites were excluded as duplicates and 1509 apps and 665 websites were excluded for not meeting the inclusion criteria. This left a total of 523 apps and 116 Web-based programs. From these, 96 eHealth programs were chosen through the randomization procedure, 12 of which were used for the training process and 84 for the reliability examination. The scores received by the various programs used for this paper’s analyses are available in Multimedia Appendix 7 (programs’ scores).

Tables 2 and 3 present the descriptive statistics, Cronbach alphas, and ICCs of the categories analyzed by Enlight. The descriptive statistics of the items constituting the quality assessment section are available in Multimedia Appendix 8 (Descriptive statistics of quality section items) and the interrater kappa reliability scores for the credibility checklist and privacy explanation checklist items (which were in the substantial to outstanding agreement range) are available in Multimedia Appendix 9 (kappa reliability scores of credibility and privacy explanation checklists items).

### Table 2. Descriptive statistics, Cronbach alphas (α), and intraclass correlations (ICC) of assessment scores by different delivery mediums.

<table>
<thead>
<tr>
<th>Clinical aim</th>
<th>Total (N=84)</th>
<th>Mobile (n=42)</th>
<th>Website (n=42)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality ratings</td>
<td>Mean (SD)</td>
<td>α</td>
<td>ICC (95% CI)</td>
</tr>
<tr>
<td>Usability</td>
<td>3.31 (0.69)</td>
<td>.83</td>
<td>.91 (0.86-94)</td>
</tr>
<tr>
<td>Visual design</td>
<td>2.81 (0.82)</td>
<td>.84</td>
<td>.77 (0.64-85)</td>
</tr>
<tr>
<td>User engagement</td>
<td>2.62 (0.80)</td>
<td>.88</td>
<td>.90 (0.78-94)</td>
</tr>
<tr>
<td>Content</td>
<td>3.00 (0.98)</td>
<td>.90</td>
<td>.93 (0.89-96)</td>
</tr>
<tr>
<td>Therapeutic persuasiveness</td>
<td>2.23 (0.68)</td>
<td>.88</td>
<td>.88 (0.78-93)</td>
</tr>
<tr>
<td>Therapeutic alliance</td>
<td>2.20 (0.75)</td>
<td>.83</td>
<td>.89 (0.72-95)</td>
</tr>
<tr>
<td>General subjective evaluation</td>
<td>2.09 (0.91)</td>
<td>.89</td>
<td>.83 (0.73-89)</td>
</tr>
<tr>
<td>Credibility checklist</td>
<td>3.14 (1.50)</td>
<td>__b</td>
<td>.95 (0.92-97)</td>
</tr>
<tr>
<td>Evidence-based program</td>
<td>1.32 (0.66)</td>
<td>__c</td>
<td>.94 (0.91-96)</td>
</tr>
<tr>
<td>Privacy explanation checklist</td>
<td>2.76 (1.58)</td>
<td>__b</td>
<td>.98 (0.97-99)</td>
</tr>
</tbody>
</table>

a The groups (within the construct) differed significantly at Benjamini-Hochberg adjusted $P<.05$ in $t$ test for two independent samples.

b Measure of agreement per categorical item (kappa) is presented in Multimedia Appendix 7.

c The score is based on one item; therefore, Cronbach alpha could not be calculated.

### Table 3. Descriptive statistics, Cronbach alphas (α), and intraclass correlations (ICC) of assessment scores by different clinical aims.

<table>
<thead>
<tr>
<th>Clinical aim</th>
<th>Health-related behaviors (n=42)</th>
<th>Mental health (n=42)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality ratings</td>
<td>Mean (SD) α ICC (95% CI)</td>
<td>Mean (SD) α ICC (95% CI)</td>
</tr>
<tr>
<td>Usability</td>
<td>3.29 (0.77) .83 .92 (0.85-96)</td>
<td>3.34 (0.61) .84 .88 (0.55-96)</td>
</tr>
<tr>
<td>Visual design</td>
<td>2.79 (0.78) .84 .78 (0.55-89)</td>
<td>2.82 (0.87) .84 .79 (0.55-93)</td>
</tr>
<tr>
<td>User engagement</td>
<td>2.64 (0.79) .90 .95 (0.91-97)</td>
<td>2.60 (0.81) .84 .84 (0.52-94)</td>
</tr>
<tr>
<td>Content</td>
<td>2.90 (0.93) .90 .86 (0.74-92)</td>
<td>3.09 (1.03) .90 .95 (0.91-98)</td>
</tr>
<tr>
<td>Therapeutic persuasiveness</td>
<td>2.28 (0.66) .86 .87 (0.76-93)</td>
<td>2.18 (0.70) .90 .89 (0.62-95)</td>
</tr>
<tr>
<td>Therapeutic alliance</td>
<td>2.03 (0.70) .77 .73 (0.41-87)</td>
<td>2.37 (0.78) .87 .89 (0.65-95)</td>
</tr>
<tr>
<td>General subjective evaluation</td>
<td>2.03 (0.86) .88 .72 (0.48-85)</td>
<td>2.15 (0.95) .89 .85 (0.73-92)</td>
</tr>
<tr>
<td>Credibility checklist</td>
<td>2.88 (1.35) __ .93 (0.87-97)</td>
<td>3.41 (1.61) __ .96 (0.92-98)</td>
</tr>
<tr>
<td>Evidence-based program</td>
<td>1.21 (0.52) __ .96 (0.92-98)</td>
<td>1.43 (0.77) __ .93 (0.88-96)</td>
</tr>
<tr>
<td>Privacy explanation checklist</td>
<td>3.14 (1.44) __ .97 (0.94-98)</td>
<td>2.38 (1.64) __ .99 (0.98-99)</td>
</tr>
</tbody>
</table>

http://www.jmir.org/2017/3/e82/
The internal consistencies of the Enlight categories were very high for the total sample (Cronbach alpha: range .83-.90, median .88) and also when separated into delivery mediums (mobile Cronbach alpha: range .83-.91, median .88; website Cronbach alpha: range .78-.89, median .85) or clinical aims (health-related behaviors Cronbach alpha: range .77-.90, median .86; mental health Cronbach alpha: range .84-.90, median .87). The interrater reliabilities of the Enlight categories were in the excellent to almost perfect agreement range for the total sample (ICC: range .77-.98, median .91) and also when separated into delivery mediums (mobile ICC: range .82-.99, median .92; website ICC: range .73-.97, median .86) or clinical aims (health-related behaviors ICC: range .72-.97, median .90; mental health ICC: range .79-.99, median .89). As can been seen in Table 2, significant differences were found between Web-based and mobile-based programs in terms of content, credibility checklist, evidence-based program, and privacy explanation checklist, all favoring the Web-based programs. No other significant differences in Enlight categories’ scores were found between delivery mediums and clinical aims.

### Further Analysis

The Pearson correlations between the quality assessment constructs are presented in Table 4. In the total sample, usability did not correlate with the other constructs. All other constructs exhibited significant, moderate to strong, positive correlations (r: range .34-.86; all P ≤.001). A pattern of strong, positive correlations was found between user engagement, content, therapeutic persuasiveness, and therapeutic alliance (r: range .68-.86; all P<.001). The correlations between the quality assessment constructs were similar when separated into the two clinical aims (health-related behaviors, mental health). However, some differences were found between delivery mediums. Therefore, Table 4 also presents the correlation matrix by delivery mediums. In the sample of mobile apps, usability did not correlate with the other constructs. In the sample of Web-based programs, weak-to-moderate, positive correlations were found between usability and the other constructs. Compared to the mobile app sample, the correlations between visual design and most of the other constructs in the Web-based program sample were numerically lower.

<table>
<thead>
<tr>
<th>Quality ratings</th>
<th>Usability</th>
<th>Visual design</th>
<th>Content</th>
<th>User engagement</th>
<th>Therapeutic persuasiveness</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Total (N=84)</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visual design</td>
<td>.36</td>
<td>.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Content</td>
<td>−.02</td>
<td>.84</td>
<td>.34</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>User engagement</td>
<td>.14</td>
<td>.21</td>
<td>.65</td>
<td>&lt;.001</td>
<td>.68</td>
</tr>
<tr>
<td>Therapeutic persuasiveness</td>
<td>.13</td>
<td>.23</td>
<td>.60</td>
<td>&lt;.001</td>
<td>.69</td>
</tr>
<tr>
<td>Therapeutic alliance</td>
<td>.15</td>
<td>.16</td>
<td>.53</td>
<td>&lt;.001</td>
<td>.75</td>
</tr>
<tr>
<td><em>Mobile (n=42)</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visual design</td>
<td>.16</td>
<td></td>
<td>.31</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Content</td>
<td>−.05&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.76</td>
<td>.74</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>User engagement</td>
<td>−.03</td>
<td>.87</td>
<td>.72</td>
<td>&lt;.001</td>
<td>.83</td>
</tr>
<tr>
<td>Therapeutic persuasiveness</td>
<td>.05&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.76</td>
<td>.73</td>
<td>&lt;.001</td>
<td>.85</td>
</tr>
<tr>
<td>Therapeutic alliance</td>
<td>.002&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.99</td>
<td>.70</td>
<td>&lt;.001</td>
<td>.81</td>
</tr>
<tr>
<td><em>Website (n=42)</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visual design</td>
<td>.54</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Content</td>
<td>.41&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.008</td>
<td>.31</td>
<td>.04</td>
<td></td>
</tr>
<tr>
<td>User engagement</td>
<td>.46&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.002</td>
<td>.67</td>
<td>&lt;.001</td>
<td>.55</td>
</tr>
<tr>
<td>Therapeutic persuasiveness</td>
<td>.34</td>
<td>.03</td>
<td>.53</td>
<td>&lt;.001</td>
<td>.60</td>
</tr>
<tr>
<td>Therapeutic alliance</td>
<td>.47&lt;sup&gt;a&lt;/sup&gt;</td>
<td>&gt;.002</td>
<td>.51</td>
<td>.001</td>
<td>.73</td>
</tr>
</tbody>
</table>

<sup>a</sup> Significant differences in Pearson correlation values were found between the delivery mediums (mobile, website) using Fisher Z-transformation at Benjamini-Hoffman adjusted P<.05.

To further examine the relationship between usability and the other constructs in the mobile app sample, these correlations were recalculated after excluding mobile apps with very few features (n=12; see mobile apps marked with “a” in studies in Multimedia Appendix 5). These mobile apps were identified by the raters to receive high usability scores only because they were very lean and therefore easy to learn and use, and not because of specific design aspects enhancing their usability.
For the remaining sample of mobile apps (n=30), moderate positive correlations were found between usability and the other constructs (visual design: $r=.55$, $P=.002$; user engagement: $r=.43$, $P=.02$; content: $r=.41$, $P=.03$; therapeutic persuasiveness: $r=.35$, $P=.55$; therapeutic alliance, $r=.57$, $P=.001$).

To further examine the pattern of strong correlations found between user engagement, content, therapeutic persuasiveness, and therapeutic alliance independent of delivery mediums or clinical aims, a conditional probability analysis was performed by examining the percentage of programs with a score of fair or above (≥3.0) in one construct out of the sample of programs that received a score of fair or above in another construct (Figure 1). Usability and visual design were also added to Figure 1 to present the readers with an overview of all quality constructs.

As Figure 1 shows, 100% of the eHealth intervention programs that received a score of fair or above in therapeutic persuasiveness or therapeutic alliance also received this range of scores in user engagement and content. For programs receiving a score of fair or above in user engagement or content, the percentages of programs receiving the same range of scores in therapeutic persuasiveness or therapeutic alliance ranged between 33% and 64%. In effect, having a fair score in user engagement or content did not necessarily mean that the program also received a fair score in therapeutic persuasiveness or therapeutic alliance. A similar pattern appeared between user engagement and content, where having a fair or above score in user engagement meant that the program most likely had a fair or above score in content (94%), but this pattern was not apparent in the opposite direction. Finally, the figure indicates that most programs that received a score of fair or above in any construct other than usability also received the same range of scores in usability (77.6% to 88.2%).

**Figure 1.** Percentages of eHealth intervention programs with a fair or above score (≥3.0) in quality constructs (columns) out of the sample of programs that received a score of fair or above (≥3.0) in another construct (rows). Within this study sample, higher percentages indicate that having the examined range of scores in one construct (row) improves the chances of receiving the same range of scores in the other construct (column). Fields are colored from higher to lower percentages by the following order: red (highest), orange, yellow, and green (lowest).

**Preliminary Concurrent Validity**

Table 5 presents the Pearson correlations between the quality constructs and general subjective evaluation, credibility checklist, evidence-based program (empirical research evidence), and program popularity scores. It is important to note that general subjective evaluation was placed in this table because of its applicability to a general examination of programs and from an organizational point of view; however, this variable is considered to be biased because this evaluation was done following the rater’s full examination of the quality constructs. Three aggregated quality construct scores were also added to this analysis: (1) the mean of user engagement, content, therapeutic persuasiveness, and therapeutic alliance scores; (2) the mean of all quality constructs excluding therapeutic persuasiveness and therapeutic alliance (traditional total), and (3) the mean of all quality constructs (total).
To our knowledge, Enlight is also the first suite of assessments developed following the first systematic review assessing the quality of eHealth intervention programs. It was developed to evaluate the quality of eHealth intervention programs. Its development followed the first systematic review assessing different aspects of both eHealth and mHealth interventions, including persuasive design, behavior change, and therapeutic alliance principles. As part of the quality assessment section, two concepts that relate to a program’s therapeutic potential and did not appear in previous scales (eg, [10,11]) were introduced: therapeutic persuasiveness and therapeutic alliance. To our knowledge, Enlight is also the first suite of heuristic-based quality measures to include separate sections, one for quality aspects that cover the user’s experience and the other for those quality aspects that do not directly alter the user’s experience of the program (eg, team’s credibility is not part of any construct within the quality assessment section). Combined with the high interrater reliability scores at the construct level (ICC: range .77-.98, median .91), these findings suggest that Enlight differs from previous work by enabling stakeholders to objectivley examine individual quality constructs; in that way, Enlight is a suite of scales rather than one quality measure.

The results indicate that it is important to examine therapeutic persuasiveness and therapeutic alliance as part of the main quality constructs of eHealth intervention programs. Most importantly, a conditional probability analysis revealed that 100% of the eHealth intervention programs that received a score of fair or above in therapeutic persuasiveness or therapeutic alliance received the same range of scores in user engagement and content. For programs with fair or above scores in user engagement and content, only 33% to 64% of them received the same range of scores in therapeutic persuasiveness or therapeutic alliance. This means that, despite the strong, positive correlations found between the four aforementioned constructs, the relationships between them are more complicated: achieving a certain standard of scores in user engagement or content does not necessarily mean that this standard will be achieved in the therapeutic constructs and therefore justifies separate ratings of these constructs. Second, when examining the correlations between combined scores and variables that were expected to relate to either the program’s acceptability or its efficacy, the combined score that did not include therapeutic persuasiveness or alliance descriptively underperformed other combined scores, but the difference was small. Nevertheless, altogether these preliminary findings are congruent with findings from other studies, showing that persuasive design and behavior change...

### Discussion

Enlight is a comprehensive suite of assessments developed to evaluate the quality of eHealth intervention programs. It was developed following the first systematic review assessing different aspects of both eHealth and mHealth interventions, including persuasive design, behavior change, and therapeutic alliance principles. As part of the quality assessment section, two concepts that relate to a program’s therapeutic potential and did not appear in previous scales (eg, [10,11]) were introduced: therapeutic persuasiveness and therapeutic alliance. To our knowledge, Enlight is also the first suite of...
principles are important factors in understanding the potential of eHealth intervention programs [17,19,20]. These findings also correspond with previous studies suggesting that eHealth intervention programs’ facilitation of a therapeutic alliance may play a role in the understanding of these programs’ potential [28-33].

The analyses pointed to significant, positive correlations between the combined quality scores and credibility, evidence-based program, and program popularity scores (r: range .23-.41; all P ≤ .02). At the construct level, user engagement, content, therapeutic persuasiveness, and therapeutic alliance demonstrated a pattern of positive correlations with these variables, although results were not always significant (13/16, P < .05). These preliminary findings relate to Enlight’s concurrent validity, but they should be interpreted with caution because two of the selected variables only indirectly relate to program efficacy. Nevertheless, the program popularity score is related to a product’s acceptance and the evidence-based program score is directly related to the availability of sound research evidence on the product’s efficacy. These findings highlight the potential of this tool despite the need for further examination as discussed later.

Integrating the Quality Assessment Section Scores

Overall, combining quality constructs into aggregated scores by averaging them was introduced by previous scale developers [47] and is the simplest way to integrate the different constructs. As demonstrated, this integration was supported by empirical evidence showing that all combined scores had significant, positive correlations with the selected variables. However, the study results indicate that it might not be beneficial to combine usability with other scores in a straightforward manner. This is because lean programs may contain very limited content and features can be very easy to learn and use. As a result, such programs yield high usability scores, but very low scores in content, engagement, or therapeutic constructs. Our finding is congruent with previous studies suggesting that usability might need to be considered as a barrier to, rather than a facilitator of, effective interventions (eg. [59,60]). It also might be that in different cases different constructs are more important or redundant. For example, Althoff et al showed that the mobile app “Pokemon Go,” which asks users to move between different physical locations to advance in the game, has contributed to an increase in users’ physical activity [61]. Engagement in these kinds of games might equate to beneficial outcomes; therefore, in this kind of case, the therapeutic persuasiveness construct may become redundant. To conclude, more studies are needed to examine the relationships between the different constructs before determining how to integrate them in a way that accurately captures the potential of different interventions.

Generalizability

The reliability analysis demonstrated a similar range of interrater agreement and internal consistency in the different delivery mediums and clinical aims. Further analysis revealed similar range of correlations between quality assessment scores and scores of acceptability and efficacy in the different groups, suggesting that these quality ratings account for the same phenomena in these groups. This is the result of applying heuristic-based evaluation techniques that target general principles of quality. For example, principles of therapeutic persuasiveness, such as “therapeutic rational,” or principles of content, such as “information provision,” do not distinguish between delivery mediums or clinical aims. In our review process, we also did not identify important principles that relate to the quality of programs cannot be accounted for by a specific delivery medium. These results extend the work of previous criteria-based tools by pointing at the first time to the possibility of objectively rating different eHealth interventions using one tool, regardless of their delivery medium or clinical aim. Our analyses also identified some significant differences between Web-based and mobile-based programs in terms of content, credibility, evidence-based program, and privacy explanation checklist, all favoring Web-based interventions. It is important to note that Web-based interventions have been around for longer; therefore, there have been more opportunities for empirically based revisions and for scholars to become an integral part of the field.

Limitations

This study has several limitations that should be addressed. Even though correlations between Enlight quality scores and relevant variables related to concurrent validity were introduced, this does not fully demonstrate criterion validity in directly predicting a program’s acceptability or efficacy. This could be examined once sound data about user analytics and outcome reports are available for a set of rated programs. A further limitation is that at this point we cannot suggest a single strategy for combining quality assessment scores or what range of scores would be good enough to create desired outcomes; rather, we suggest presenting several constructs and examining the relationships between them until there is more evidence backing a specific approach to score integration. As discussed, the high reliability demonstrated by Enlight enables to present all scores at the construct level (since they can be regarded as separate objective metrics).

Future Directions

Several future directions for research and practice were identified. First, the predictive validity of Enlight could be examined by rating different programs for which metrics of acceptance and efficacy are accessible, and investigating whether and which quality scores predict engagement and efficacy. Second, it could be beneficial to develop a model of the various relationships between different constructs once many programs have been rated. Moreover, specifically examining therapeutic alliance and therapeutic persuasiveness could be helpful when trying to assess the additional need in human support to enhance adherence [62] or to provide any other benefits in eHealth interventions. Third, it could be helpful to examine the applicability of training people to use Enlight based on a complete self-help manual that includes a training kit. Finally, it would be beneficial to examine how this kind of tool can support the decision making of health system leaders when adopting new programs. Efforts are underway to conduct such an examination at Northwell Health, New York.
Conclusions
This paper provides empirical findings that emphasize the importance of examining persuasive design and therapeutic alliance in the context of quality rating. It also demonstrates the applicability of objectively rating different eHealth interventions using one suite of measures, regardless of their delivery mediums or clinical aims, providing that raters are appropriately trained. The high reliability matrix and preliminary concurrent validity indicate the tool’s potential to examine eHealth programs and the multimodal relationships between different aspects of program quality. More research is needed to establish the tool’s validity for predicting the efficacy of eHealth programs.
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Abstract

Background: Due to easy access and low cost, Internet-delivered therapies offer an attractive alternative to improving health. Although numerous websites contain health-related information, finding evidence-based programs (as demonstrated through randomized controlled trials, RCTs) can be challenging. We sought to bridge the divide between the knowledge gained from RCTs and communication of the results by conducting a global systematic review and analyzing the availability of evidence-based Internet health programs.

Objectives: The study aimed to (1) discover the range of health-related topics that are addressed through Internet-delivered interventions, (2) generate a list of current websites used in the trials which demonstrate a health benefit, and (3) identify gaps in the research that may have hindered dissemination. Our focus was on Internet-delivered self-guided health interventions that did not require real-time clinical support.

Methods: A systematic review of meta-analyses was conducted using Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines (PROSPERO Registration Number CRD42016041258). MEDLINE via Ovid, PsycINFO, Embase, Cochrane Database of Systematic Reviews, and the Cumulative Index to Nursing and Allied Health Literature (CINAHL) were searched. Inclusion criteria included (1) meta-analyses of RCTs, (2) at least one Internet-delivered intervention that measured a health-related outcome, and (3) use of at least one self-guided intervention. We excluded group-based therapies. There were no language restrictions.

Results: Of the 363 records identified through the search, 71 meta-analyses met inclusion criteria. Within the 71 meta-analyses, there were 1733 studies that contained 268 unique RCTs which tested self-help interventions. On review of the 268 studies, 21.3% (57/268) had functional websites. These included evidence-based Web programs on substance abuse (alcohol, tobacco, cannabis), mental health (depression, anxiety, post-traumatic stress disorder [PTSD], phobias, panic disorders, obsessive compulsive disorder [OCD]), and on diet and physical activity. There were also evidence-based programs on insomnia, chronic pain, cardiovascular risk, and childhood health problems. These programs tended to be intensive, requiring weeks to months of engagement by the user, often including interaction, personalized and normative feedback, and self-monitoring. English was the most common language, although some were available in Spanish, French, Portuguese, Dutch, German, Norwegian, Finnish, Swedish, and Mandarin. There were several interventions with numbers needed to treat of <5; these included painACTION, Mental Health Online for panic disorders, Deprexis, Triple P Online (TPOL), and U Can POOP Too. Hyperlinks of the sites have been listed.

Conclusions: A wide range of evidence-based Internet programs are currently available for health-related behaviors, as well as disease prevention and treatment. However, the majority of Internet-delivered health interventions found to be efficacious in RCTs do not have websites for general use. Increased efforts to provide mechanisms to host “interventions that work” on the Web and to assist the public in locating these sites are necessary.
KEYWORDS
Internet; public health; randomized controlled trial; computer-assisted therapy; global health

Introduction

Background
The World Health Organization recognizes that implementation of population-based strategies to improve health is critical [1,2]. Likewise, the Institute of Medicine’s list of suggestions for action includes the implementation of population-based strategies to improve health [3]. The need for population approaches to solve health problems was recently reviewed by David Hunter as he stated, “As countries struggle to transform their health systems to cope with rising demand, aging populations, and largely avoidable lifestyle related illnesses within limited budgets, policy makers are desperate for the right kind of evidence” [4]. With such broad goals in mind, it is surprising that evidence-based mechanisms are not yet fully engaged so that Internet-delivered health interventions can be exploited to achieve these goals.

Although there are numerous websites that contain health-related information, the ability of the consumer—or the patient—to find scientifically robust (ie, evidence-based) health interventions is not fully known. Data from the Pew Research Center indicates that 72% of adults who use the Internet have searched for health-related information in the previous year (based on 2012 survey data) [5]. Furthermore, there is insufficient information to assist the public in deciphering which sites contain useful information that could help them stay healthy, ameliorate risky behaviors, recognize early disease, or assist with treatment of their existing disorders.

The central question is, “Which Internet-delivered health interventions actually work?” For scientists, the answer to this question can be addressed by evaluating the results from randomized controlled trials (RCTs). In fact, the efficacy of some Internet-delivered interventions has already been assessed by investigators. Yet, there is not yet a fully formed mechanism to link these results with the individuals who may wish to use this information.

To expedite this process, there are necessary preparatory steps before implementation. Our translational model is shown in Figure 1 and illustrates the steps. Many RCTs and meta-analyses of RCTs of Internet-delivered health-related interventions are already published and, therefore, some evidence is available. We now, through this report, present the results from the evaluation step of dissemination. That is, we conducted a systematic review of published meta-analyses of RCTs on Internet-delivered health-related interventions. We evaluated this evidence and generated a list of evidence-based websites currently available for use. We were especially interested in Internet-delivered therapies that do not require real-time interaction with a therapist or other health care provider. That is, the application was housed on the Internet for general use by the public.
Aims of the Study
The aims of this study were to (1) discover the range of health-related topics that were addressed through Internet-delivered interventions, (2) generate a list of current websites used in the trials which demonstrated a health benefit, and (3) identify gaps in the research that may have hindered dissemination.

Methods

Inclusion Criteria
The Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines were used [6]. To be eligible for inclusion, studies were required to be meta-analyses of RCTs with at least one intervention that was Internet-delivered and reported a health-related outcome. Within each meta-analysis, we required that there be at least one self-guided intervention without therapist or clinician support. For this review, we excluded group-based interventions (ie, trials that enrolled groups of people to experience the intervention together). There were no restrictions on the types of individuals in the trials or the type of health outcomes.

Search Strategy
A comprehensive search strategy was developed with a biomedical research librarian and was undertaken to identify articles for inclusion. The following electronic databases were searched: MEDLINE via Ovid, PsycINFO, Embase, Cochrane Database of Systematic Reviews, and the Cumulative Index to Nursing and Allied Health Literature (CINAHL). Search strategies utilized a combination of keywords and MeSH headings (Table 1). The last date of the search was June 14, 2016. There were no language restrictions on the search.
Table 1. Search strategy for the systematic review.

<table>
<thead>
<tr>
<th>Database</th>
<th>Search terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEDLINE via Ovid</td>
<td>1. (internet or web or “web-delivered” or online).ti.</td>
</tr>
<tr>
<td></td>
<td>2. (“meta-analysis” or “metaanalytic” or “meta-analytic”).ab,ti.</td>
</tr>
<tr>
<td></td>
<td>4. 1 AND 2 AND 3</td>
</tr>
<tr>
<td>PsycINFO</td>
<td>1. AB (web OR internet OR web-based OR online OR web-delivered)</td>
</tr>
<tr>
<td></td>
<td>2. AB (meta-analysis or meta-analytic or meta-analysis)</td>
</tr>
<tr>
<td></td>
<td>3. AB random*</td>
</tr>
<tr>
<td></td>
<td>4. 1 AND 2 AND 3</td>
</tr>
<tr>
<td></td>
<td>5. Restrict 4 to “meta-analysis”</td>
</tr>
<tr>
<td>Embase</td>
<td>1. (web:ti OR internet:ti OR online:ti OR ‘web based’:ti OR ‘web deliv-</td>
</tr>
<tr>
<td></td>
<td>ered’:ti)</td>
</tr>
<tr>
<td></td>
<td>2. ‘meta analysis’:ab,ti</td>
</tr>
<tr>
<td></td>
<td>3. Random*ab,ti</td>
</tr>
<tr>
<td></td>
<td>4. 1 AND ab,ti</td>
</tr>
<tr>
<td>Cochrane Database of Systematic Reviews</td>
<td>1. web OR internet OR online OR “web-based” OR “web-delivered”(record</td>
</tr>
<tr>
<td></td>
<td>title)</td>
</tr>
<tr>
<td>CINAHL (Cumulative Index to Nursing and Allied</td>
<td>1. TI (web OR internet OR web-based OR online OR web-delivered)</td>
</tr>
<tr>
<td></td>
<td>2. TI (meta-analysis OR metaanalysis OR meta-analytic)</td>
</tr>
<tr>
<td></td>
<td>3. TI (random*)</td>
</tr>
<tr>
<td></td>
<td>4. 1 AND 2 AND 3</td>
</tr>
</tbody>
</table>

Screening of Articles

Three authors (KL, RK, and MR) independently reviewed the title and abstract of each record to determine eligibility. Any disagreements regarding inclusion or exclusion were resolved by a discussion between two authors (MR and KL). Full papers of the selected title and abstracts were reviewed independently by three authors (KL, RK, and MR) and disagreements regarding inclusion or exclusion were resolved by a discussion between two authors (KL and MR). All RCTs within each meta-analysis were screened for eligibility (self-guided Internet-based health-related intervention).

Analyses

The purpose of the analyses was to combine the results from across all the meta-analyses so that the results could be summarized and the Internet programs could be located. Individual RCTs within each meta-analysis were grouped by topic: Substance Abuse, Mental Health, Diet and Physical Activity, Disease Management, Disease Prevention, and Childhood Health Problems. A health benefit was defined as a statistically significant improvement in any health-related outcome within an RCT; all trials assessed outcomes through inferential statistics with alpha set at .05, 2-tailed. The concurrent control groups did not receive the Internet-delivered intervention (generally a wait list) unless specifically stated. Measures of efficacy were calculated when data were available within each RCT; for binary outcomes, number needed to treat (NNT) was calculated when absolute measures were reported. For outcomes measured using continuous scales, mean changes were listed (intervention relative to control).

Each RCT was reviewed for the name of the intervention and the website that housed the intervention. Functional websites of such evidence-based interventions (demonstrating a health benefit) were located on November 18, 2016. We defined functional website as those sites which housed the program which was tested in the RCTs and was available for general use.

Results

There were 363 records identified through the search (Figure 2) which yielded 304 records after removing the duplicates. The abstracts were reviewed and 162 were excluded because they did not meet the eligibility criteria. Full-text articles were reviewed for the 142 remaining articles and 36 were excluded due to noninvolvement of the Internet, 15 were excluded due to therapist or clinician support only, and 20 were excluded due to either protocol only, no health outcomes, group-based interventions only, not a meta-analysis, or did not include RCTs. There were 71 meta-analyses of Internet-based interventions that met eligibility criteria and were included in this study [7-76].

Within the 71 meta-analyses, there were 1733 studies. Of these studies, there were 268 unique RCTs that were self-help Internet-based interventions; and of the 268 studies, there were 57 trials demonstrating a health benefit with a functional website [77-138]. The topics covered are listed in Table 2.
### Table 2. Number of randomized controlled trials with functional websites of self-help Internet-delivered health interventions.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Number of RCTs reviewed</th>
<th>Number of RCTs with websites$^a$</th>
<th>RCTs with websites$^a$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Substance abuse</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol</td>
<td>72</td>
<td>8</td>
<td>11</td>
</tr>
<tr>
<td>Smoking (tobacco)</td>
<td>30</td>
<td>7</td>
<td>23</td>
</tr>
<tr>
<td>Cannabis</td>
<td>3</td>
<td>2</td>
<td>67</td>
</tr>
<tr>
<td>Drug use (general)</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>106</td>
<td>17</td>
<td>16.0</td>
</tr>
<tr>
<td><strong>Mental health</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td>15</td>
<td>4</td>
<td>27</td>
</tr>
<tr>
<td>Anxiety</td>
<td>16</td>
<td>5</td>
<td>31</td>
</tr>
<tr>
<td>Post-traumatic stress disorder</td>
<td>11</td>
<td>2</td>
<td>18</td>
</tr>
<tr>
<td>Phobias</td>
<td>9</td>
<td>3</td>
<td>33</td>
</tr>
<tr>
<td>Panic disorders</td>
<td>5</td>
<td>2</td>
<td>40</td>
</tr>
<tr>
<td>Obsessive compulsive disorder</td>
<td>1</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>Mental health (general)</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Eating disorders</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Infertility distress</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>66</td>
<td>17</td>
<td>26</td>
</tr>
<tr>
<td><strong>Diet and physical activity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diet</td>
<td>13</td>
<td>7</td>
<td>54</td>
</tr>
<tr>
<td>Physical activity</td>
<td>33</td>
<td>6</td>
<td>18</td>
</tr>
<tr>
<td>Total</td>
<td>46</td>
<td>13</td>
<td>28</td>
</tr>
<tr>
<td><strong>Disease management</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insomnia</td>
<td>13</td>
<td>4</td>
<td>31</td>
</tr>
<tr>
<td>Chronic pain</td>
<td>10</td>
<td>2</td>
<td>20</td>
</tr>
<tr>
<td>Diabetes</td>
<td>5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Fatigue</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Tinnitus</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>31</td>
<td>6</td>
<td>19</td>
</tr>
<tr>
<td><strong>Disease prevention</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cardiovascular risk</td>
<td>9</td>
<td>2</td>
<td>22</td>
</tr>
<tr>
<td>Cancer prevention (skin)</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Sexual health</td>
<td>7</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>17</td>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td><strong>Childhood health problems</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Childhood behavior problems</td>
<td>1</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>Encopresis</td>
<td>1</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>Total</td>
<td>2</td>
<td>2</td>
<td>100</td>
</tr>
<tr>
<td>Grand total</td>
<td>268</td>
<td>57</td>
<td>21.3</td>
</tr>
</tbody>
</table>

$^a$Websites in which there was a health benefit demonstrated in an RCT (randomized controlled trial).

Internet self-help for substance abuse was the most frequent topic in RCTs, with alcohol having the greatest number of trials. Of the 72 trials on alcohol use, there were 8 with functioning websites. Tobacco use was also a common subject for
interventions with 7 websites (from the 30 trials reviewed). Mental health interventions were available, including anxiety (5 websites on generalized anxiety disorder, 3 on phobias, 2 on panic disorders, 2 on post-traumatic distress disorder, and 1 on obsessive compulsive disorder [OCD]) and depression (4 websites). There were 46 RCTs reviewed for diet and physical activity interventions, and 13 of those yielded a functioning website. There were fewer RCTs on disease management, with insomnia and chronic pain yielding 13 and 10 trials, respectively. Within the meta-analyses, there were a few RCTs specifically on cardiovascular risk factors (blood pressure, cholesterol, and hyperlipidemia) and several on sexual health (sexually transmitted disease, sexual dysfunction, unintended pregnancy). However, there was only one RCT on self-help regarding cancer prevention (for skin cancer). Finally, there were two trials targeted to parents of children with health problems—one on behavioral problems and one on encopresis.

In most instances, the Internet-delivered interventions were offered only to the study participants in the context of the RCT; websites to deliver the intervention after the conclusion of the study were not available. For example, Student Bodies was an efficacious Internet-delivered program for eating disorders in girls but the program was not available for general use [139-141]. In the area of sexual health, there were several efficacious Internet-delivered programs regarding sexually transmitted diseases [142-144]. However, these sites were only available for study participants during the course of the research study. Overall, in only 21.3% (57/268) of instances, there was a functional website for the interventions after the conclusion of the trial.

We compiled a list of websites of the Internet-delivered interventions providing a health benefit and these are shown in Table 3 with the name of the program, hyperlink to the site, cost, and the languages utilized for delivery of the program.
<table>
<thead>
<tr>
<th>Target population</th>
<th>Name</th>
<th>Websites</th>
<th>Cost</th>
<th>Language</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Alcohol</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adult drinkers</td>
<td>Check Your Drinking</td>
<td><a href="http://www.checkyourdrinking.net/CYD/CYD-ScreenerP1_0.aspx">http://www.checkyourdrinking.net/CYD/CYD-ScreenerP1_0.aspx</a></td>
<td>Free</td>
<td>English, French, Portuguese, Spanish</td>
</tr>
<tr>
<td>Male adults</td>
<td>Drinktest.nl</td>
<td><a href="http://www.drinktest.nl/">http://www.drinktest.nl/</a></td>
<td>Free</td>
<td>Dutch</td>
</tr>
<tr>
<td>Adult at-risk drinkers</td>
<td>Balance</td>
<td><a href="http://akan.no/verktoy/balance/">http://akan.no/verktoy/balance/</a></td>
<td>Free</td>
<td>Norwegian</td>
</tr>
<tr>
<td>Adult problem drinkers</td>
<td>Drinking Less</td>
<td><a href="http://minderdrinken.nl/">http://minderdrinken.nl/</a></td>
<td>Free</td>
<td>Dutch</td>
</tr>
<tr>
<td>Universities</td>
<td>Alcohol eCHECKUP TO GO (eCHUG)</td>
<td><a href="http://www.echeckuptogo.com/programs/alcohol">http://www.echeckuptogo.com/programs/alcohol</a></td>
<td>Commercial</td>
<td>English</td>
</tr>
<tr>
<td>Universities</td>
<td>Alcohol Edu</td>
<td><a href="https://everfi.com/health-wellness/">https://everfi.com/health-wellness/</a></td>
<td>Commercial</td>
<td>English</td>
</tr>
<tr>
<td>University students</td>
<td>MyStudentBody</td>
<td><a href="https://www.mystudentbody.com">https://www.mystudentbody.com</a></td>
<td>Commercial</td>
<td>English</td>
</tr>
<tr>
<td>University students</td>
<td>Alcohol-Wise</td>
<td><a href="https://web.3rdmilclassrooms.com/courses/college/alcohol-wise">https://web.3rdmilclassrooms.com/courses/college/alcohol-wise</a></td>
<td>Commercial</td>
<td>English</td>
</tr>
<tr>
<td><strong>Tobacco</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smokers</td>
<td>Smokefree</td>
<td><a href="https://smokefree.gov/">https://smokefree.gov/</a></td>
<td>Free</td>
<td>English, Spanish</td>
</tr>
<tr>
<td>Smokers</td>
<td>Stop-tobacco</td>
<td><a href="http://www.stop-tobacco.ch/en/">http://www.stop-tobacco.ch/en/</a></td>
<td>Free</td>
<td>French, German, Italian, English, Spanish, Portuguese</td>
</tr>
<tr>
<td>Smokers</td>
<td>Dejar de Fumar (Give Up Smoking)</td>
<td><a href="http://www.apsiol.uned.es/dejardefumar/">http://www.apsiol.uned.es/dejardefumar/</a></td>
<td>Free</td>
<td>Spanish</td>
</tr>
<tr>
<td>Smokers</td>
<td>Slutta (Quit)</td>
<td><a href="https://helsenorge.no/rus-og-avhengighet/snus-og-royseslutt/">https://helsenorge.no/rus-og-avhengighet/snus-og-royseslutt/</a></td>
<td>Free</td>
<td>Norwegian</td>
</tr>
<tr>
<td>Smokers</td>
<td>QuitNet</td>
<td><a href="https://quitnet.meyouhealth.com/#/">https://quitnet.meyouhealth.com/#/</a></td>
<td>Some features free, some require a fee</td>
<td>English</td>
</tr>
<tr>
<td><strong>Cannabis</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cannabis users</td>
<td>Reduce Your Use: How to Break the Cannabis Habit</td>
<td><a href="https://reduceyouruse.org.au/sign-up/">https://reduceyouruse.org.au/sign-up/</a></td>
<td>Free</td>
<td>English</td>
</tr>
<tr>
<td>Cannabis users</td>
<td>Quit the Shit</td>
<td><a href="http://www.drugcom.de/?id=quittheshit">www.drugcom.de/?id=quittheshit</a></td>
<td>Free</td>
<td>German</td>
</tr>
<tr>
<td><strong>Depression</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Individuals with depression</td>
<td>MoodGYM</td>
<td><a href="https://moodgym.anu.edu.au/welcome">https://moodgym.anu.edu.au/welcome</a></td>
<td>Free</td>
<td>English, Finnish, Norwegian, Dutch</td>
</tr>
<tr>
<td>Individuals with depression</td>
<td>BluePages</td>
<td><a href="http://bluepages.anu.edu.au/">http://bluepages.anu.edu.au/</a></td>
<td>Free</td>
<td>English, Norwegian</td>
</tr>
<tr>
<td>Individuals with depression</td>
<td>Deprexis</td>
<td><a href="http://www.deprexis.com/">http://www.deprexis.com/</a></td>
<td>Commercial</td>
<td>English, German</td>
</tr>
<tr>
<td>Individuals with depression</td>
<td>Kleur Je Leven (Color Your Life)</td>
<td><a href="http://www.kleurjeleven.nl/">http://www.kleurjeleven.nl/</a></td>
<td>Commercial</td>
<td>Dutch</td>
</tr>
<tr>
<td><strong>Generalized anxiety disorder</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Individuals with anxiety</td>
<td>Mental Health Online</td>
<td><a href="https://www.mentalhealthonline.org.au/Default.aspx">https://www.mentalhealthonline.org.au/Default.aspx</a></td>
<td>Free</td>
<td>English</td>
</tr>
<tr>
<td>Individuals with anxiety</td>
<td>This Way Up</td>
<td><a href="https://thiswayup.org.au/">https://thiswayup.org.au/</a></td>
<td>Some free, some commercial</td>
<td>English</td>
</tr>
<tr>
<td>Target population</td>
<td>Name</td>
<td>Websites</td>
<td>Cost</td>
<td>Language</td>
</tr>
<tr>
<td>-----------------------------------</td>
<td>-------------------------------------------</td>
<td>-------------------------------------------------------------------------</td>
<td>-----------------------------</td>
<td>---------------------------</td>
</tr>
<tr>
<td>Colleges, universities</td>
<td>My Student Body—Stress</td>
<td><a href="https://www.mystudentbody.com">https://www.mystudentbody.com</a></td>
<td>Commercial</td>
<td>English</td>
</tr>
<tr>
<td>Individuals with anxiety</td>
<td>Internet-based Mindfulness Treatment</td>
<td><a href="https://www.mindfulnesscenter.se/en">https://www.mindfulnesscenter.se/en</a></td>
<td>Commercial</td>
<td>Swedish, English, Norwegian</td>
</tr>
<tr>
<td>Post-traumatic stress disorder</td>
<td>Individuals who experienced trauma</td>
<td>My Trauma Recovery</td>
<td>Free</td>
<td>English</td>
</tr>
<tr>
<td></td>
<td>Individuals who experienced disasters</td>
<td>My Disaster Recovery</td>
<td>Free</td>
<td>English, Spanish, Mandarin</td>
</tr>
<tr>
<td>Panic disorder and phobias</td>
<td>Individuals with panic disorders or Phobias</td>
<td>Mental Health Online</td>
<td>Free</td>
<td>English</td>
</tr>
<tr>
<td></td>
<td>Individuals with panic disorders or phobias</td>
<td>This Way Up</td>
<td>Some free, some commercial</td>
<td>English</td>
</tr>
<tr>
<td></td>
<td>Adults with glossophobia (fear of public speaking)</td>
<td>Talk to Me</td>
<td>Free</td>
<td>Spanish, English</td>
</tr>
<tr>
<td>Obsessive compulsive disorder</td>
<td>Individuals with OCD^a</td>
<td>This Way Up</td>
<td>Some free, some commercial</td>
<td>English</td>
</tr>
<tr>
<td>Diet and physical activity</td>
<td>Adults</td>
<td>Gezond Leven Check</td>
<td>Free</td>
<td>Dutch</td>
</tr>
<tr>
<td></td>
<td>Sedentary overweight adults</td>
<td>Active Living Every Day</td>
<td>Free (fee for extra materials)</td>
<td>English</td>
</tr>
<tr>
<td></td>
<td>Adults with diabetes</td>
<td>My Path to Healthy Life</td>
<td>Free</td>
<td>English, Spanish</td>
</tr>
<tr>
<td></td>
<td>Adults in workplace</td>
<td>Food Smart</td>
<td>Free</td>
<td>English</td>
</tr>
<tr>
<td></td>
<td>Overweight and obese adults</td>
<td>The Biggest Loser Club</td>
<td>Commercial</td>
<td>English</td>
</tr>
<tr>
<td></td>
<td>University students</td>
<td>My Student Body—Nutrition</td>
<td>Commercial</td>
<td>English</td>
</tr>
<tr>
<td></td>
<td>Managers of organizations</td>
<td>ExecuPrev</td>
<td>Commercial</td>
<td>English</td>
</tr>
<tr>
<td></td>
<td>Employees in workforce</td>
<td>DASH^b for Health</td>
<td>Commercial</td>
<td>English</td>
</tr>
<tr>
<td>Insomnia</td>
<td>Adults with chronic insomnia</td>
<td>Insomnie</td>
<td>Free</td>
<td>Dutch</td>
</tr>
<tr>
<td></td>
<td>Adults with insomnia</td>
<td>SHUTi</td>
<td>Commercial</td>
<td>English</td>
</tr>
<tr>
<td></td>
<td>Individuals with sleep problems</td>
<td>Sleepio</td>
<td>Commercial</td>
<td>English</td>
</tr>
<tr>
<td></td>
<td>Adults with chronic insomnia</td>
<td>RESTORE</td>
<td>Commercial</td>
<td>English</td>
</tr>
<tr>
<td>Chronic pain</td>
<td>Adults with chronic pain</td>
<td>painACTION</td>
<td>Free</td>
<td>English</td>
</tr>
<tr>
<td></td>
<td>Adults with chronic pain</td>
<td>Chronic Pain Management Program</td>
<td>Commercial</td>
<td>English</td>
</tr>
<tr>
<td>Target population</td>
<td>Name</td>
<td>Websites</td>
<td>Cost</td>
<td>Language</td>
</tr>
<tr>
<td>-----------------------------------------</td>
<td>-----------------------------</td>
<td>----------------------------------------------</td>
<td>----------</td>
<td>----------</td>
</tr>
<tr>
<td><strong>Hypertension and hyperlipidemia</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employees in workforce</td>
<td>DASH(^b) for Health</td>
<td><a href="http://www.dashforhealth.com/">http://www.dashforhealth.com/</a></td>
<td>Commercial</td>
<td>English</td>
</tr>
<tr>
<td><strong>Childhood health problems</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parents with children who have behavior problems</td>
<td>Triple P Online</td>
<td><a href="http://www.triplep-parenting.com">http://www.triplep-parenting.com</a></td>
<td>Commercial</td>
<td>English, Spanish, Dutch, German</td>
</tr>
</tbody>
</table>

\(^a\)OCD: obsessive compulsive disorder.

\(^b\)DASH: Dietary Approaches to Stop Hypertension.
Substance Abuse
From this review, we found that there are eight currently available evidence-based websites on alcohol use. All but three were conducted using college or university students; some are specifically targeted to universities, offering a suite of programs regarding substance abuse, health, and wellness. The most common techniques utilized in these interventions (Table 4) were personalized and normative feedback, as well as goal setting. Some sites included more tailored feedback and interactive journaling. The health benefit observed in the trials was generally a reduction in alcohol consumption, although some trials showed a reduction in the consequences of heavy drinking such as impairment in control and fewer embarrassing actions. The length of the programs varied—some being rather brief screening tools and others encompassing 6 months of structured activities [77-91]. The freely available websites for alcohol emanated from various European countries. Screen shots of each home page of the websites are given in Multimedia Appendix 1.

For tobacco use, there are several free evidence-based websites for reducing or quitting smoking. Four of these sites were available in English, 4 in Spanish, and 1 in Norwegian; the Stop-tobacco program was available in multiple languages. Often they were supported with governmental or public health funding such as smokefree in the United States, Stop-tobacco...
in Switzerland, and *Quit* in Norway. In general, the primary outcome was greater abstinence rates of smoking which were achieved through structured cognitive behavioral techniques, including motivational materials, personalized and tailored advice, goal setting, feedback mechanisms, and self-monitoring. There were a few RCTs on curbing cannabis use which reported a reduction in the frequency or quantity of use. The mechanisms used to achieve the health benefits were similar to those used for tobacco use, relying heavily on cognitive behavioral approaches (listed in Table 4). One free Internet-delivered intervention *Reduce Your Use* comes from Australia and another was developed in Germany (*Quit the Shit*).
Table 4. Health benefits of evidence-based websites of Internet-delivered health-related interventions.

<table>
<thead>
<tr>
<th>Name</th>
<th>Website</th>
<th>Intervention techniques</th>
<th>Health benefits</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Alcohol</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Check Your Drinking</td>
<td><a href="http://www.checkyourdrinking.net/CYD/CYD-ScreenerP1_0.aspx">http://www.checkyourdrinking.net/CYD/CYD-ScreenerP1_0.aspx</a></td>
<td>Personalized and normative feedback</td>
<td>Reduction in weekly alcohol consumption</td>
</tr>
<tr>
<td>Drinktest.nl</td>
<td><a href="http://www.drinktest.nl/">http://www.drinktest.nl/</a></td>
<td>Personalized and normative feedback</td>
<td>Reduction in alcohol consumption</td>
</tr>
<tr>
<td>Balance</td>
<td><a href="http://akan.no/verktoy/balance/">http://akan.no/verktoy/balance/</a></td>
<td>Personalized and normative feedback</td>
<td>Reduction in alcohol consumption</td>
</tr>
<tr>
<td>Drinking Less</td>
<td><a href="http://minderdrinken.nl/">http://minderdrinken.nl/</a></td>
<td>Goal setting, analysis of drinking behavior, maintenance, and relapse prevention</td>
<td>Reduction in alcohol consumption</td>
</tr>
<tr>
<td>Alcohol eCHECKUP TO GO (eCHUG)</td>
<td><a href="http://www.echeckuptogo.com/programs/alcohol">http://www.echeckuptogo.com/programs/alcohol</a></td>
<td>Individualized feedback, recognition of harms</td>
<td>Reduction in alcohol consumption</td>
</tr>
<tr>
<td>Alcohol Edu</td>
<td><a href="https://everfl.com/health-wellness/">https://everfl.com/health-wellness/</a></td>
<td>Cognitive-behavioral skills, normative drinking, motivational information</td>
<td>Reduction in alcohol consumption, reduction in heavy alcohol use, reduction in consequences (eg, embarrassing actions, impaired control)</td>
</tr>
<tr>
<td>MyStudentBody</td>
<td><a href="https://www.mystudentbody.com">https://www.mystudentbody.com</a></td>
<td>Tailored feedback, normative feedback, educational tools on behavior and consequences</td>
<td>Reduction in binge drinking, reduction in alcohol consumption among persistent heavy drinkers</td>
</tr>
<tr>
<td>Alcohol-Wise</td>
<td><a href="https://web.3rdmilclassrooms.com/courses/college/alcohol-wise">https://web.3rdmilclassrooms.com/courses/college/alcohol-wise</a></td>
<td>Information on social norms, interactive journaling, educational feedback</td>
<td>Reduction in peak number of drinks and blood alcohol concentration</td>
</tr>
<tr>
<td><strong>Tobacco</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smokefree</td>
<td><a href="https://smokefree.gov/">https://smokefree.gov/</a></td>
<td>Motivational materials, step-by-step quitting guide, task charts, self-monitoring tools, personal calendar</td>
<td>Greater abstinence rates of smoking</td>
</tr>
<tr>
<td>Stop-tobacco</td>
<td><a href="http://www.stop-tobacco.ch/en/">http://www.stop-tobacco.ch/en/</a></td>
<td>Tailoring with stages of change, coping methods, self-change strategies, feedback</td>
<td>Greater abstinence rates of smoking</td>
</tr>
<tr>
<td>Dejar de Fumar (Give Up Smoking)</td>
<td><a href="http://www.apsiol.uned.es/dejardefumasat/">http://www.apsiol.uned.es/dejardefumasat/</a></td>
<td>Education, self-monitoring, self-control, relapse prevention, coping skills, lifestyle change</td>
<td>Greater abstinence rates of smoking in program completers, decrease in number of cigarettes in smokers</td>
</tr>
<tr>
<td>Guía para dejar de fumar (Guide to Quitting Smoking)</td>
<td><a href="https://www.aecc.es/Comunicacion/publicaciones/Documents/Guia_dejar_fumar.pdf">https://www.aecc.es/Comunicacion/publicaciones/Documents/Guia_dejar_fumar.pdf</a></td>
<td>Noninteractive smoking cessation guide, cigarette counter, online journal</td>
<td>Increase in cigarette quit rates</td>
</tr>
<tr>
<td>Slutta (Quit)</td>
<td><a href="https://helsenorge.no/rus-og-avhengighet/snus-og-roykeslutt/">https://helsenorge.no/rus-og-avhengighet/snus-og-roykeslutt/</a></td>
<td>Personalized, adaptive messages with feedback. Coordinated with steps in behavioral change.</td>
<td>Greater short-term abstinence rates of smoking</td>
</tr>
<tr>
<td>QuitNet</td>
<td><a href="https://quitnet.meyouhealth.com/#/">https://quitnet.meyouhealth.com/#/</a></td>
<td>Advice, setting quit date, individually tailored feedback, problem solving skills, support</td>
<td>Increase in abstinence rates of smoking</td>
</tr>
<tr>
<td><strong>Cannabis</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reduce Your Use: How to Break the Cannabis Habit</td>
<td><a href="https://reduceyouruse.org.au/sign-up/">https://reduceyouruse.org.au/sign-up/</a></td>
<td>Tracking use, information regarding attitudes, goal setting, expenditures, motivational feedback</td>
<td>Reduction in days of use and quantity of use</td>
</tr>
<tr>
<td>Quit the Shit</td>
<td><a href="http://www.drugcom.de/?id=quitheshit">www.drugcom.de/?id=quitheshit</a></td>
<td>Personalized feedback, goal setting, information on strategies</td>
<td>Reduction in frequency of use and quantity of use</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Name</th>
<th>Website</th>
<th>Intervention techniques</th>
<th>Health benefits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depression</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BluePages</td>
<td><a href="http://bluepages.anu.edu.au/">http://bluepages.anu.edu.au/</a></td>
<td>Information on depression, symptoms, prevention, and treatments, sources of help (used in conjunction with MoodGYM)</td>
<td>Reduction in symptoms of depression</td>
</tr>
<tr>
<td>Deprexis</td>
<td><a href="http://www.deprexis.com/">http://www.deprexis.com/</a></td>
<td>Cognitive behavioral therapy</td>
<td>Reduction in symptoms of depression</td>
</tr>
<tr>
<td>Kleur Je Leven (Color Your Life)</td>
<td><a href="http://www.kleurjeleven.nl/">http://www.kleurjeleven.nl/</a></td>
<td>Cognitive behavioral therapy</td>
<td>Improvement in short-term depressive symptoms in frequent users of the site</td>
</tr>
<tr>
<td>Generalized anxiety disorder</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>This Way Up</td>
<td><a href="https://thiswayup.org.au/">https://thiswayup.org.au/</a></td>
<td>Cognitive behavioral therapy</td>
<td>Reduction in anxiety in those who completed the program</td>
</tr>
<tr>
<td>My Student Body—Stress</td>
<td><a href="https://www.mystudentbody.com/">https://www.mystudentbody.com/</a></td>
<td>Cognitive behavioral therapy</td>
<td>Decreased anxiety and family problems</td>
</tr>
<tr>
<td>Internet-based Mindfulness Treatment</td>
<td><a href="https://www.mindfulnesscenter.se/en">https://www.mindfulnesscenter.se/en</a></td>
<td>Mindfulness</td>
<td>Decreased anxiety, severity of insomnia, and depression. Increased quality of life.</td>
</tr>
<tr>
<td>Post-traumatic stress disorder</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>My Trauma Recovery</td>
<td><a href="http://mytraumarecovery.com/">http://mytraumarecovery.com/</a></td>
<td>Interactive modules: seeking help, relaxation, social support, coping, self-talk, triggers, and memories</td>
<td>Reduction in post-traumatic symptom severity</td>
</tr>
<tr>
<td>My Disaster Recovery</td>
<td><a href="http://disaster.bluesunsupport.com/">http://disaster.bluesunsupport.com/</a></td>
<td>Interactive modules: seeking help, relaxation, social support, coping, self-talk, triggers, and memories</td>
<td>Decreased worry</td>
</tr>
<tr>
<td>Panic disorder and phobias</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mental Health Online</td>
<td><a href="https://www.mentalhealthonline.org.au/Default.aspx">https://www.mentalhealthonline.org.au/Default.aspx</a></td>
<td>Cognitive behavioral therapy</td>
<td>Reduction in frequency of panic and anticipatory fear of panic</td>
</tr>
<tr>
<td>This Way Up</td>
<td><a href="https://thiswayup.org.au/">https://thiswayup.org.au/</a></td>
<td>Cognitive behavioral therapy</td>
<td>Reduction in social phobia in those who completed the program</td>
</tr>
<tr>
<td>Talk to Me</td>
<td><a href="http://www.internetmeayuda.com/mh-pEnglish/saludo.htm">http://www.internetmeayuda.com/mh-pEnglish/saludo.htm</a></td>
<td>Cognitive behavioral therapy</td>
<td>Decrease in fear and avoidance of public speaking</td>
</tr>
<tr>
<td>Obsessive compulsive disorder</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>This Way Up</td>
<td><a href="https://thiswayup.org.au/">https://thiswayup.org.au/</a></td>
<td>Cognitive behavioral therapy</td>
<td>Reduction in symptoms of OCD, distress and depression</td>
</tr>
<tr>
<td>Diet and physical activity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gezond Leven Check (Healthy Living Check)</td>
<td><a href="http://www.gezondlevencheck.nl/">http://www.gezondlevencheck.nl/</a></td>
<td>Prevention adoption process model including tailored, personalized feedback, normative behaviors, and suggestions</td>
<td>Reduction in saturated fat intake and increase in physical activity</td>
</tr>
<tr>
<td>Active Living Every Day (ALED-I)</td>
<td><a href="http://www.activeliving.info/demo/demo_ogw_welcome.cfm">http://www.activeliving.info/demo/demo_ogw_welcome.cfm</a></td>
<td>Self-paced program, interactive activities, behavior modification strategies</td>
<td>Increased daily steps in people with low baseline activity. Reduction in waist circumference. Increase in healthy eating habits and physical activity. Decrease in fat intake.</td>
</tr>
<tr>
<td>My Path to Healthy Life</td>
<td><a href="http://mypathotohealthylife.com/">http://mypathotohealthylife.com/</a></td>
<td>Goal setting, tracking progress, feedback, resources, interaction, motivational tips</td>
<td></td>
</tr>
<tr>
<td>Name</td>
<td>Website</td>
<td>Intervention techniques</td>
<td>Health benefits</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>-------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Food Smart</td>
<td><a href="http://centerforworkforcehealth.com/index.cfm/programs/food-smart/">http://centerforworkforcehealth.com/index.cfm/programs/food-smart/</a></td>
<td>Information on diet, stress, fitness or physical activity. Self-tailored content. Interactive activities.</td>
<td>Improvement in dietary self-efficacy, dietary attitudes, and dietary stage of change</td>
</tr>
<tr>
<td>The Biggest Loser Club</td>
<td><a href="https://www.biggestloserclub.com/">https://www.biggestloserclub.com/</a></td>
<td>Social cognitive theory. Self-efficacy, goal setting, self-monitoring, outcome expectations, interaction.</td>
<td>Reduction in body mass index, weight, waist circumference, and waist-to-height ratio</td>
</tr>
<tr>
<td>My Student Body—Nutrition</td>
<td><a href="https://www.mystudentbody.com/">https://www.mystudentbody.com/</a></td>
<td>Information targeted to students, rate myself assessment with feedback, diet and physical activity information, resources</td>
<td>Increase in fruit and vegetable intake</td>
</tr>
<tr>
<td>DASH for Health</td>
<td><a href="http://www.dashforhealth.com/">http://www.dashforhealth.com/</a></td>
<td>Advice on nutrition and physical activity. Feedback on 24-h food recall, weight, blood pressure. Progress reports.</td>
<td>Decrease in weight for obese or overweight individuals. Increased intake of fruits and vegetables. Lowered consumption of carbonated beverages.</td>
</tr>
<tr>
<td><strong>Insomnia</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insomnie</td>
<td><a href="http://www.insomnie.nl/">http://www.insomnie.nl/</a></td>
<td>Cognitive behavioral therapy</td>
<td>Improvement in sleep efficiency, total sleep time, sleep onset latency, wake after sleep onset and number of nocturnal awakenings. Decrease in anxiety and depression.</td>
</tr>
<tr>
<td>SHUTi</td>
<td><a href="http://www.myshuti.com/">http://www.myshuti.com/</a></td>
<td>Cognitive behavioral therapy</td>
<td>Improvement in sleep efficiency, insomnia severity, sleep onset latency, soundness of sleep, restored feeling on awakening, and general fatigue</td>
</tr>
<tr>
<td>Sleepio</td>
<td><a href="http://www.sleepio.com/">http://www.sleepio.com/</a></td>
<td>Cognitive behavioral therapy</td>
<td>Improvement in sleep efficiency, total sleep time, sleep onset latency, wake after sleep onset, sleep quality, and daytime functioning</td>
</tr>
<tr>
<td>RESTORE</td>
<td><a href="http://cobalttx.com/Products/restore.html">http://cobalttx.com/Products/restore.html</a></td>
<td>Cognitive behavioral therapy</td>
<td>Improvement in sleep quality, insomnia severity, and daytime fatigue</td>
</tr>
<tr>
<td><strong>Chronic pain</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Hypertension and hyperlipidemia</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blood Pressure Action Plan</td>
<td><a href="http://www.heartandstroke.on.ca/site/c.pv13leNWjwE/b.3582093/k.8AB3/Blood_Pressure_Action_Plan.htm">http://www.heartandstroke.on.ca/site/c.pv13leNWjwE/b.3582093/k.8AB3/Blood_Pressure_Action_Plan.htm</a></td>
<td>Stages of readiness, setting priorities, motivation, tailored advice, self-direction</td>
<td>Decrease in systolic blood pressure and total cholesterol in persons completing the program</td>
</tr>
<tr>
<td>DASH for Health</td>
<td><a href="http://www.dashforhealth.com/">http://www.dashforhealth.com/</a></td>
<td>Advice on nutrition and physical activity. Feedback on 24-h food recall, weight, blood pressure. Progress reports.</td>
<td>Decrease in systolic blood pressure in individuals with hypertension</td>
</tr>
</tbody>
</table>
Coping, and professional help. The modules included for PTSD used various coping strategies and behaviors which were based on social cognitive theory. The Internet sites available in English, Spanish, and Mandarin. The Internet sites were tested in an RCT for hurricane survivors [112] and is likewise, offers a suite of programs, one being on Stress and Mood Management. There were several websites that addressed generalized anxiety, depression, and the severity of insomnia. It is important to note that one of the Internet-delivered programs for treating insomnia (Insomnie) also led to a decrease in depression and anxiety. There were several websites that addressed generalized anxiety, most delivering cognitive behavioral therapy and one delivering mindfulness therapy. Mental Health Online and This Way Up both emanate from Australia. Stress and Mood Management is from the Center for Workforce Health and is a commercial program targeting workers. The site, a suite of programs, one being on Stress targeted to colleges and universities. Cognitive behavioral therapy was the mechanism used in all of these interventions which was delivered in a modular, stepwise manner over several months. It is important to note that one of the Internet-delivered programs for treating insomnia (Insomnie) also led to a decrease in depression and anxiety. There were several websites that addressed generalized anxiety, post-traumatic stress disorder (PTSD) was addressed at two partner websites—one focusing on various trauma recoveries and the other directed to individuals who experienced disasters. It was tested in an RCT for hurricane survivors [112] and is available in English, Spanish, and Mandarin. The Internet sites for PTSD used various coping strategies and behaviors which were based on social cognitive theory. The modules included social support, self-talk, relaxation, trauma triggers, unhelpful coping, and professional help. There are functional websites for the treatment of specific phobias and panic disorders as well. Both Mental Health Online and This Way Up address these disorders through cognitive behavioral therapy. In addition, This Way Up offers a 10-week program for individuals with OCD which was effective in reducing the symptoms of OCD, as well as reducing distress and depression in those with OCD. Talk to Me was developed by Spanish psychologists to treat fear of public speaking and is available for use. This 2-month program using cognitive behavioral techniques was effective in decreasing the fear and avoidance of public speaking. This same group developed Without Fear which is an Internet-delivered program for fear of small animals (spiders, cockroaches, mice).

Diet and Physical Activity

There were several websites on diet and physical activity interventions. In general, these programs included interactive components with goal setting and personalized feedback. Often self-monitoring and tracking of progress were included. Some of the commercial websites were found to be efficacious in terms of reducing body mass index or weight. The Biggest Loser Club was efficacious (decreased weight, body mass index, waist circumference) with a 12-week program [123]. Additional support (periodic reminders) did not improve the basic Internet program [123].

Dietary Approaches to Stop Hypertension (DASH) for Health is another evidence-based program with a focus on diet and physical activity. For those who completed 12 months of use, overweight or obese individuals lost weight (mean decrease of 4 pounds) [126]. Overall, people with hypertension lowered their systolic blood pressure by an average of 7 mmHg [126]. It also led to increased consumption of fruits and vegetables and lower consumption of carbonated beverages. The program included weekly education, motivation, and mechanisms for self-monitoring with progress reports [126]. The Center for Workforce Health includes a suite of programs, some of which specifically address diet and physical activity. The RCTs captured in this review indicated that the two modules entitled Stress and Mood Management and Food Smart showed results in decreasing the fear and avoidance of public speaking. This same group developed Without Fear which is an Internet-delivered program for fear of small animals (spiders, cockroaches, mice).

Mental Health

There were 4 functional websites that were intended to help individuals with depression. MoodGYM and BluePages are generally used together, the first for the delivery of cognitive behavioral therapy and the following as an adjunct. MoodGYM was more effective when the entire program was completed—not brief interventions [145]. MoodGYM contains five sequential modules which are completed at the pace of each user. There were a few commercial sites as well—Deprexis (9-week program) and Color Your Life (8 weeks with a 9th-week booster). Both of these programs led to a reduction in the symptoms of depression. Cognitive behavioral therapy was the mechanism utilized in each of these interventions which was delivered in a modular, stepwise manner over several months. It is important to note that one of the Internet-delivered programs for treating insomnia (Insomnie) also led to a decrease in depression and anxiety. There were several websites that addressed generalized anxiety, most delivering cognitive behavioral therapy and one delivering mindfulness therapy. Mental Health Online and This Way Up both emanate from Australia. Stress and Mood Management is from the Center for Workforce Health and is a commercial program targeting workers. On the site, a suite of programs is offered on various health-related topics. My Student Body, likewise, offers a suite of programs, one being on Stress targeted to colleges and universities. Cognitive behavioral therapy was the mechanism used in all of the anxiety interventions except for one which used mindfulness. Mindfulness treatment was available in several languages which reduced anxiety, depression, and the severity of insomnia.

Post-traumatic stress disorder (PTSD) was addressed at two partner websites—one focusing on various trauma recoveries and the other directed to individuals who experienced disasters. It was tested in an RCT for hurricane survivors [112] and is available in English, Spanish, and Mandarin. The Internet sites for PTSD used various coping strategies and behaviors which were based on social cognitive theory. The modules included social support, self-talk, relaxation, trauma triggers, unhelpful coping, and professional help.

<table>
<thead>
<tr>
<th>Name</th>
<th>Website</th>
<th>Intervention techniques</th>
<th>Health benefits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Childhood health problems</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>U Can POOP Too</td>
<td><a href="http://www.ucanpooptoo.com/">http://www.ucanpooptoo.com/</a></td>
<td>Behavioral approach with reinforcement for spontaneous toilet use and clean pants, instructions and modeling of behaviors and actions, education</td>
<td>Reduced fecal soiling, increased defecation in the toilet, and increased unprompted trips to the toilet</td>
</tr>
</tbody>
</table>

aOCD: obsessive compulsive disorder.
bDASH: Dietary Approaches to Stop Hypertension.
health benefits. There was a reduction in stress after the completion of Stress and Mood Management (3-month program), and after the Food Smart program, there was improvement in dietary self-efficacy, dietary attitudes, and dietary stage of change [108,122].

My Student Body also contains a suite of Internet programs. Our review indicated that the packages for Nutrition, Alcohol use, and Stress were efficacious in various RCTs. These are now combined and sold commercially, generally to colleges and universities. My Student Body—Nutrition specifically increased the intake of fruit and vegetables.

Healthy Living Check, Active Living Every Day, and My Path to Healthy Life addressed both diet and physical activity. Completion of these programs led to various health benefits including a reduction in the intake of saturated fat, reduction in waist circumference, and an increase in physical activity. My Path to Healthy Life was targeted to adults with diabetes mellitus [121], and completion of this program led to a decrease in fat intake and an increase in physical activity.

Some health interventions were paired with other interventions. ExecuPrev (LeadWell LiveWell) paired a leadership intervention with cardiovascular disease prevention. This program decreased waist circumference in women, although it did not affect body mass index overall [125].

**Disease Management**

All of the meta-analyses of RCTs on insomnia indicated that Internet-based cognitive behavioral therapy for insomnia was efficacious. In general, the therapy was delivered over several months through a series of modules and included self-monitoring through sleep diaries. The content of the therapy often included sleep information, sleep hygiene, relaxation, stimulus control, sleep restriction, and various cognitive techniques such as restructuring, paradox, mindfulness, imagery, putting day to rest, and thought stopping. Only some of the applications, however, are currently available. Insomnie was developed in the Netherlands and is available in Dutch. SHUTi, Sleepio, and RESTORE are available commercially in English. Generally, completion of these programs takes weeks to months, with specified activities required during each step of the program. The main health benefits were improvement in sleep efficiency and sleep quality, with a decrease in the severity of insomnia.

There were two evidence-based sites for chronic pain: painACTION and the Chronic Pain Management Program. The free site painACTION offers programs in back pain, migraines, neuropathic pain, and pain due to cancer or arthritis. painACTION is a 4-week course followed by 5 monthly boosters and includes self-management education in which problem solving skills were taught to reach specific goals [133,134]. The 6-week Chronic Pain Management Program covered four domains: cognitive (thinking better), behavioral (doing more), social (relating better), and emotional (feeling better). Both pain-related sites utilize various cognitive behavioral approaches with self-management strategies and interactive elements. These programs led to a reduction in the intensity or severity of pain, as well as a reduction in stress, anxiety, and depression.

**Disease Prevention**

The Blood Pressure Action Plan (now called the Heart and Stroke Foundation Health e-Support program) resulted in lower systolic blood pressure, lower pulse pressure, and lower total cholesterol in those individuals who completed the 4-month program [136]. DASH for Health also lowered systolic blood pressure [126]. These programs involved setting priorities and included self-monitoring, progress reports, and tailored advice.

**Childhood Health Problems**

There were two efficacious programs on childhood health problems. Triple P Online (TPOL) assists parents in addressing behavioral programs in children through teaching positive parenting skills. It was shown to decrease problematic child behavior, dysfunctional parenting styles, parental anger, and to improve parent’s confidence. It has been studied quite extensively and is used in 25 countries throughout the world (with availability in English, Spanish, Dutch, and German). The techniques used included goal setting, evaluation, self-efficacy, personal agency skills, with video-based modeling, experiential learning, prompting, and customizable output. The other site for childhood problems is entitled U Can POOP Too which addresses enuresis. It has been shown to reduce fecal soiling and improve toileting skills through various cognitive behavioral approaches including reinforcement and modeling of behaviors and actions.

**Measures of Efficacy**

The principal measure of efficacy was NNT; these were calculated for binary outcomes and are shown in Table 5. For continuous outcomes, changes in mean differences between the intervention and control groups are shown. Overall for substance abuse (alcohol, tobacco, and cannabis), the effect was moderate with NNTs of 9-26 for avoidance or reduction in use over a short-term period (up to 6 months). For mental health problems, the degrees of effect were commonly reported using conventional scales within each field. In general, the effects were moderate with a decrease in depressive symptoms, anxiety, or stress. There were two interventions (Deprexis and Mental Health Online for panic disorders) which demonstrated particular efficacy (ie, low NNTs of 4 and 2, respectively). The efficacy of the interventions for diet and physical activity, although significant, was modest (eg, 2.1 kg mean weight reduction compared with a 0.4 kg increase in controls). There were several efficacious interventions for insomnia; the severity of symptoms, in general, decreased moderately. For example, SHUTi showed an 8-point relative reduction in severity on the Insomnia Severity Index. In addition, Sleepio also demonstrated an increase in daytime performance (2.5 points on a 5-point scale). The intervention painACTION was particularly efficacious, with an NNT of 4 for back pain and a NNT of 3 for migraine headaches. The interventions targeted to parents of small children were also very efficacious. Triple P Online had an NNT of 3 for clinical improvement in behavioral problems in children and U Can POOP Too had an NNT of 4 for prevention of fecal accidents.
Table 5. Measures of efficacy for Internet-delivered health-related interventions.

<table>
<thead>
<tr>
<th>Target population</th>
<th>Name</th>
<th>Measures of efficacy</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Alcohol</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adult drinkers</td>
<td>Check Your Drinking</td>
<td>After a 3-month period, the Internet group drank 2.4 fewer drinks per week (on average) than the control (information without Internet).</td>
</tr>
<tr>
<td>Male adults</td>
<td>Drinktest.nl</td>
<td>For every 9 people who completed the Internet program, 1 person reduced their drinking levels below recommended levels after 1 month, compared with controls (information without Internet).</td>
</tr>
<tr>
<td>Adult at-risk drinkers</td>
<td>Balance</td>
<td>After use of an Internet program for 6 months, people who had an intensive Internet therapy drank approximately 3 fewer drinks per day than people in the brief self-help program.</td>
</tr>
<tr>
<td>Adult problem drinkers</td>
<td>Drinking Less</td>
<td>For every 9 people who completed the Internet program, 1 person reduced their drinking levels below recommended levels after 6 weeks, compared with controls (informational brochure).</td>
</tr>
<tr>
<td>Universities</td>
<td>Alcohol eCHECKUP TO GO (eCHUG)</td>
<td>Students who were heavy drinkers and completed the Internet intervention reduced their drinking by 8 drinks per week, were less likely to drink to intoxication, and had fewer alcohol-related problems after 3 months than students who did not use this intervention. Binge drinkers who completed the Internet intervention had 5 less drinks (on average) on any given night and were less likely to drink to intoxication after 3 months than students not using the intervention.</td>
</tr>
<tr>
<td>Universities</td>
<td>Alcohol Edu</td>
<td>First year students who participated in the Internet intervention showed a reduction in alcohol use and binge drinking within a 30-day period compared with those who did not use the intervention.</td>
</tr>
<tr>
<td>University students</td>
<td>MyStudentBody</td>
<td>Heavy drinkers who used the Internet intervention had (on average) one-half drink less than those not using the intervention. Women, in particular, lowered their alcohol intake with the Internet intervention.</td>
</tr>
<tr>
<td>University students</td>
<td>Alcohol-Wise</td>
<td>Students at a public urban university who completed the Internet intervention drank (on average) 2 fewer drinks per week than the control (without the intervention).</td>
</tr>
<tr>
<td><strong>Tobacco</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smokers</td>
<td>Smokefree</td>
<td>For every 9 people who used the Internet intervention (without email support), 1 person abstained from smoking for 3 months compared with people who used an abbreviated version of the website. For every 18 people who used the Internet intervention (without email support), 1 person abstained from smoking for 7 months compared with people who used an abbreviated version of the intervention.</td>
</tr>
<tr>
<td>Smokers</td>
<td>QuitCoach</td>
<td>For every 15 people who used the Internet intervention with Web-based structured planning, 1 person abstained from smoking for 6 months compared with people who did not use structured planning.</td>
</tr>
<tr>
<td>Smokers</td>
<td>Stop-tobacco</td>
<td>For every 26 people who completed the Internet intervention, 1 person abstained from smoking for 7 days compared with a modified program (with less information regarding risks and coping).</td>
</tr>
<tr>
<td>Smokers</td>
<td>Slutta (Quit)</td>
<td>For every 24 people who used the tailored Internet intervention, 1 person abstained from smoking for 3 months compared with people who used a nontailored website.</td>
</tr>
<tr>
<td><strong>Cannabis</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cannabis users</td>
<td>Reduce Your Use: How to Break the Cannabis Habit</td>
<td>After 3 months, people who used the Internet intervention had 3 fewer days of cannabis use (per month) compared with people not using the intervention.</td>
</tr>
<tr>
<td>Cannabis users</td>
<td>Quit the Shit</td>
<td>After 3 months, people who used the Internet intervention had 4 fewer days of cannabis use (per 30-day period) compared with people not using the intervention.</td>
</tr>
<tr>
<td><strong>Depression</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Individuals with depression</td>
<td>MoodGYM with BluePages</td>
<td>Symptoms of depression decreased by 4 points (on the Centre for Epidemiologic Studies Depression Scale) for people using the Internet intervention, whereas symptoms of depression increased by 3 points for people who were not using the intervention. For every 6 people with depression using the Internet intervention, 1 person could be classified as not having depression after completing the intervention (compared with a control group not using the intervention).</td>
</tr>
<tr>
<td>Individuals with depression</td>
<td>Deprexis</td>
<td>For every 4 people with depression who completed the Internet intervention, 1 person recovered from their depression (compared with people who did not use the Internet intervention).</td>
</tr>
<tr>
<td>Target population</td>
<td>Name</td>
<td>Measures of efficacy</td>
</tr>
<tr>
<td>-------------------------</td>
<td>------------------------------------</td>
<td>----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Generalized anxiety disorder</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Workers</td>
<td>Stress and Mood Management</td>
<td>People using the Internet intervention decreased their stress level to a greater extent (1-point relative decrease on the Symptoms of Distress scale) than people not using the intervention.</td>
</tr>
<tr>
<td>Individuals with anxiety</td>
<td>Internet-based Mindfulness Treatment</td>
<td>After completing the Internet intervention, people decreased their anxiety level (7-point relative decrease on the Beck Anxiety Inventory scale) compared with people who used a discussion forum (control). For every 3 people who completed the Internet intervention, 1 person recovered from their anxiety (compared with people who used a discussion forum).</td>
</tr>
<tr>
<td>Post-traumatic stress disorder</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Individuals who experienced disasters</td>
<td>My Disaster Recovery</td>
<td>People who completed the Internet intervention worried less (6-point relative decrease on the Penn State Worry Questionnaire) compared with people who did not use the intervention.</td>
</tr>
<tr>
<td>Panic disorder and phobias</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Individuals with panic disorders or phobias</td>
<td>Mental Health Online</td>
<td>People who used the Internet intervention worried less (6-point relative decrease on the Penn State Worry Questionnaire) compared with people who did not use the intervention.</td>
</tr>
<tr>
<td>Adults with glossophobia (fear of public speaking)</td>
<td>Talk to Me</td>
<td>People who completed the Internet intervention reduced their fear and avoidance behaviors (3-point relative reduction for fear and 5-point relative reduction for avoidance on 10-point scales) compared with people who did not complete the intervention.</td>
</tr>
<tr>
<td>Diet and physical activity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overweight and obese adults</td>
<td>The Biggest Loser Club</td>
<td>People who completed the Internet intervention lost 2.1 kg weight, whereas people who did not complete the intervention added 0.4 kg. People who completed the Internet intervention reduced their waist circumference by 2.6 cm, whereas people who did not complete the intervention added 0.3 cm to their waist circumference.</td>
</tr>
<tr>
<td>Managers of organizations</td>
<td>ExecuPrev</td>
<td>Women who completed the Internet intervention reduced their waist circumference by 1.3 inches more than women who did not complete the intervention.</td>
</tr>
<tr>
<td>Insomnia</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adults with chronic insomnia</td>
<td>Insomnie</td>
<td>In people who used the Internet intervention, sleep efficacy increased by 3% above that of people who did not use the intervention (measured at 48 weeks after the start of the intervention). Symptoms of depression also decreased by 3 points (on the Centre for Epidemiologic Studies Depression Scale) for people using the Internet intervention relative to people not using the intervention.</td>
</tr>
<tr>
<td>Adults with insomnia</td>
<td>SHUTi</td>
<td>For people who used the Internet intervention, the severity of insomnia (measured by the Insomnia Severity Index, a 28-point scale) decreased by 8 points relative to the people who did not use the intervention.</td>
</tr>
<tr>
<td>Individuals with sleep problems</td>
<td>Sleepio</td>
<td>In people who used the Internet intervention, sleep efficacy increased by 10% above that of people who did not use the intervention (measured at 8 weeks after the start of the intervention). Daytime performance also improved (by 2.5 points on a 5-point scale) in those who used the Internet intervention compared with those who did use the intervention.</td>
</tr>
<tr>
<td>Adults with chronic insomnia</td>
<td>RESTORE</td>
<td>People who used the Internet intervention improved their sleep quality by 0.5 points (on a 5-point scale) after 4 weeks, whereas the sleep quality of those who did not use the intervention decreased by 0.2 points.</td>
</tr>
<tr>
<td>Chronic pain</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adults with chronic pain</td>
<td>painACTION</td>
<td>For every 4 people with back pain who used the Internet intervention, 1 person experienced improvement compared with a control (text-based material). For every 3 people with migraines who used the Internet intervention, 1 person experienced improvement compared with the control (usual treatment).</td>
</tr>
<tr>
<td>Childhood health problems</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Principal Findings

In this systematic review, we developed a list of Internet health-related programs that demonstrated an evidence-based health benefit. The majority of programs dealt with substance abuse, mental health, or diet and physical activity. In addition, there were Internet programs dealing with disease management such as insomnia and chronic pain, as well as evidence-based Internet therapies for childhood health problems. There were some interventions with considerable efficacy (NNT<5); these included painACTION, Mental Health Online for panic disorders, Deprexis, Triple P Online, and U Can POOP Too.

There were several characteristics of successful Internet-delivered health interventions. First, most of the programs were rather intensive; they required assignments and engagement by the user over the course of weeks to months. For a number of the programs, not only were there interactive elements that prompted personalized feedback and self-monitoring, but also there were assignments that required the user to implement actions when they were not on the Internet such as tracking their sleeping habits via a diary, recording their eating habits throughout the day, or conducting physical activities throughout the week. In all of the therapies, educational materials were presented but these were often adjuncts to the main therapeutic approaches—not the principal tactic. Often the interventions followed cognitive behavioral strategies that were well-grounded in the psychological literature. Thus, most of the successful interventions were not truncated bits of information delivered in a short period of time. They were well-thought out progressive modules of engagement with multilayers of targeted approaches. Many also encouraged individuals to seek professional assistance if further help was needed.

Perhaps the most desirable aspect of having Internet evidence-based programs is the sheer magnitude of the audience. There were 3.5 billion Internet users in the world by December 2016 with a steady increase over the past decade [146]. By providing evidence-based programs, the potential to ameliorate some health problems or behaviors is enormous—even if the completion rates are rather low. The challenge is to determine whether these types of programs work equally well when translated into other languages and delivered to people with different social and cultural backgrounds. More information is needed regarding the triggers of personal readiness to use such programs and what factors appear to serve as enablers to use.

We found that 25 Internet programs were free to the public although some require registration. The availability of free health information removes a key barrier to the public, particularly individuals with lower incomes. The Pew Research Center found that 26% of Internet users who wanted health information were asked to pay, but only 2% of them actually paid for the information [5]. Request for payment resulted in lower-income individuals giving up the search, whereas wealthier individuals sought other avenues for the information [5]. This is of consequence because uninsured and poor individuals tend to have disproportionately higher rates of some health-related behaviors that such programs may help to abate [147].

Therapies that are Internet-based offer an attractive option for certain types of conditions due to easy access and low cost. In some locations, there may be insufficient numbers of clinicians who provide specific therapies, such as cognitive behavioral therapy for insomnia. These programs may also resolve other access problems, such as long wait times or lack of transportation to services. Such programs may be a choice for the first-line of engagement and, if the problem is not resolved, further in-person visits could be arranged. Many of these successful programs provide links to additional resources and some have specific information for health care professionals. The substance abuse websites are particularly strong in providing such links.

Another desirable feature of Internet programs is the ability to reach individuals who shun public places and therefore, are less likely to seek face-to-face care. Our review indicates that there are evidence-based programs for several phobias including social phobias (including shyness), panic attacks, and OCD. Moreover, such programs may reduce the likelihood of social stigma which sometimes occurs when seeking traditional avenues for assistance. For individuals with such problems, Internet programs may have the potential to provide the first step to eventual engagement with medical and neighborhood communities.

Although we anticipated that the Internet would be a valuable location for programs related to sexual health, it was surprising not to find any current evidence-based websites on the prevention of sexually transmitted disease through this review. There were several evidence-based programs for HIV prevention and unintended pregnancy that yielded a health-related benefit, but the programs that were tested did not yield a functional site to continue the program after the completion of the trials.

One of the challenges of Internet-delivered therapies relates to the constraints of the modality itself. There may be problems for individuals with vision problems or those with specific
functional disabilities. However, adaptive approaches may be possible to deliver audio programs for those who are blind and modifications may be available for those with specific motor-related disabilities. There are many case studies of computer technologies which have advanced the functional capabilities of those with various limitations; these include approaches which alter input devices, the use of assistive tools for processing, and restructuring the output [148,149].

Limitations
There are several limitations to this systematic review. There may be some evidence-based websites on health that were missed; we only included those RCTs that were part of a meta-analysis. Therefore, continuous updating will be necessary. This review is but the first step in this process; the development of mechanisms for continuous review is the next. Another limitation was that our focus was on self-help Internet programs. In this review, we did not include Internet-delivered health interventions that integrally involved clinicians, peer-to-peer therapies, or group therapies; an exhaustive review of each of these programs would be helpful for future research studies, so that the breadth of this field could be appreciated and any deficiencies identified. Moreover, this review is meant to initiate the process of dissemination of evidence-based websites and, therefore, additional steps will be necessary. We consider that this process will eventually become analogous to the procedures utilized during dissemination and implementation of conventional medical therapies. That is, RCTs are conducted and reviewed through meta-analysis. This is followed by professional guidelines and recommendations for use, based on the RCT evidence. This, then, typically yields studies which evaluate implementation in the wider population or within specific subgroups. Because these interventions are housed on the Internet, mechanisms for dissemination will involve Internet engagement but will likely require participation of public health professionals, policy makers, and providers of health care. There are some precautions, however, when delivering Internet therapies directly to the public. Researchers understand that the demonstration of an overall benefit in an RCT relates to a group effect and that this does not necessarily indicate that every single person will receive a benefit. Therefore, part of the implementation process to the public should involve education regarding the limitations of evidence-based Web interventions. They do not guarantee a specific result; they only promise a greater likelihood of a benefit if the therapy is completed.

Conclusions
We identified several evidence-based health interventions that are currently available on the Internet. They include therapies related to substance abuse, mental health, diet and physical activity, disease management, disease prevention, and childhood health-related problems. Unfortunately, most of the Internet-delivered health interventions that were efficacious through RCTs were not available after the conclusion of the trials. The challenge is to find avenues through governments, organizations, universities, and interested corporations to host the evidence-based Internet programs and to notify the public of their locations. If this process is expanded, such therapies provide hope of a cost-effective mechanism to achieve healthier populations globally.
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Abstract

Background: Lifestyle interventions targeting weight loss, such as those delivered through the Diabetes Prevention Program, reduce the risk of developing type 2 diabetes. Technology-mediated interventions may be an option to help overcome barriers to program delivery, and to disseminate diabetes prevention programs on a larger scale.

Objective: We conducted a meta-analysis to evaluate the effect of such technology-mediated interventions on weight loss.

Methods: In this meta-analysis, six databases were searched to identify studies reporting weight change that used technology to mediate diet and exercise interventions, and targeted individuals at high risk for developing type 2 diabetes. Studies published between January 1, 2002 and August 4, 2016 were included.

Results: The search identified 1196 citations. Of those, 15 studies met the inclusion criteria and evaluated 18 technology-mediated intervention arms delivered to a total of 2774 participants. Study duration ranged from 12 weeks to 2 years. A random-effects meta-analysis showed a pooled weight loss effect of 3.76 kilograms (95% CI 2.8-4.7; P<.001) for the interventions. Several studies also reported improved glycemic control following the intervention. The small sample sizes and heterogeneity of the trials precluded an evaluation of which technology-mediated intervention method was most efficacious.

Conclusions: Technology-mediated diabetes prevention programs can result in clinically significant amounts of weight loss, as well as improvements in glycaemia in patients with prediabetes. Due to their potential for large-scale implementation, these interventions will play an important role in the dissemination of diabetes prevention programs.

(J Med Internet Res 2017;19(3):e76) doi:10.2196/jmir.4709
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Introduction

Over 29 million Americans (approximately 9% of the US population) have diabetes, and an additional 86 million Americans have prediabetes, an asymptomatic condition associated with an increased risk of developing type 2 diabetes [1]. In 2002, the landmark Diabetes Prevention Program (DPP) demonstrated that improved diet, regular exercise, and weight loss lead to a 58% reduction in the 3-year incidence of type 2 diabetes, compared to a placebo control arm, in patients at risk for the disease [2]. Importantly, this reduction was sustained over the long-term; specifically, 10-year follow-up analysis demonstrated the incidence of type 2 diabetes in the lifestyle intervention group was reduced by 34% compared with placebo [3].

The remarkable success of the DPP generated nationwide efforts to translate the results of the original trial intervention into practice [4,5]. The National Diabetes Prevention Program (NDPP) was established in 2010 as a congressionally-authorized initiative to support the dissemination of diabetes prevention programs across the United States [6]. NDPP-recognized diabetes prevention programs consist of 16 weekly sessions (core phase) followed by 6 monthly sessions (postcore phase) delivered by a trained lifestyle coach following the curriculum of the original DPP.

Systematic review of in-person group-based DPP programs demonstrates that they can effectively promote weight loss [7]. Although community-based DPP translations are more accessible, scalable, and financially sustainable than one-on-one interventions used during the original DPP study [4,6], there are barriers to participation. These barriers include transportation, distance, work schedules, aversion to group settings, and child care needs [8-11]. To address these issues, several pilot studies have used technology-mediated interventions to promote weight loss in participants at risk for type 2 diabetes. To date, a systematic review of these studies has not been performed.

The primary purpose of this meta-analysis is to assess the effect of technology-mediated lifestyle interventions on weight loss in those at risk for developing type 2 diabetes. We also discuss reported glycemic changes associated with these interventions.

Methods

Study Selection

We followed the Preferred Reporting Items for Systematic Reviews and Meta-Analyses statement guidelines for conducting and reporting this meta-analysis (Multimedia Appendix 1) [12]. We examined studies evaluating interventions that used technology to disseminate diet and exercise lifestyle programs, with the aim to achieve weight loss and improve glycemic control in adult patients with prediabetes. A systematic review was performed on the literature published between January 1, 2002 and August 4, 2016. Only studies published after the 2002 DPP study were included. We searched 6 databases to identify relevant studies, including PubMed, EMBASE, SportDiscus, CINAHL, PschINFO, and Web of Science. Search terms to assess lifestyle intervention and use of technology were used, including the combination of MeSH and Emtree headings and subheadings, free-text keywords, and study design filters (eg, prediabetic state, weight loss, weight reduction programs, prediabet*, diabetes prevent*, telemedicine, telephone, web, technolog*, randomized controlled trial, and controlled clinical trial). We manually searched reference lists of review articles, and experts in the field were contacted to include all possible studies. Studies targeting individuals younger than 18 years of age, pregnant patients, or patients with a diagnosis of type 2 diabetes mellitus were excluded (see Multimedia Appendix 2 for search strategy).

Article titles and abstracts were screened to determine relevance and possible inclusion in the study. Full texts of the resulting articles were then read to determine eligibility based on the inclusion criteria. Authors were contacted directly to request missing weight change data, or clarify intervention methods and participant criteria when necessary.

Studies considered for inclusion had to satisfy three criteria. First, the primary objective of the study was to deliver diet and exercise lifestyle interventions using technology (digital versatile disc [DVD], computer-based program, phone, or text messaging) with the aim to achieve weight loss. Second, the study had to target patients with a diagnosis of prediabetes, or a body mass index (BMI) >24 kilograms per meter squared (kg/m^2); or >22 kg/m^2 if Asian) and at least one additional risk factor for diabetes (prior gestational diabetes, central adiposity, or metabolic syndrome); these criteria were based on those employed in the NDPP criteria [13]. Third, the study had to be either a randomized controlled trial (RCT) or prospective cohort study—with or without comparison groups—published in an academic journal and reported in English.

Outcomes

The primary outcome was absolute weight change following the intervention. Glycemic changes (as measured by changes in oral glucose tolerance test results, fasting blood glucose levels, hemoglobin A1c levels, prediabetes prevalence, or incidence of diabetes over the intervention period) were also reported, if available.

Studies that included a core intervention phase, as well as a postcore maintenance phase, had data extracted and used for this analysis directly after the core phase was completed. This approach served to reduce heterogeneity between studies that did and did not include a maintenance phase. We assessed absolute weight change effect of technology-mediated interventions, and compared results between those interventions modeled on the DPP with those using a different curriculum. We also examined the influence of intervention duration on weight change. Average percent weight change was also reported, if available. Program attrition was also assessed by comparing the number of enrolled participants with the number of program completers.

Data Analyses

Weight change outcomes in the core phase of each intervention were assessed using a meta-analysis. These outcomes were...
either directly reported in the study results, calculated by determining the within-person difference between reported weights before and after the intervention, or obtained from the authors. The focus of our study was to observe the effect of technology-mediated interventions on weight change, and since the control groups across the different papers were significantly disparate, we excluded the data reported for control arms and only extracted data from the groups receiving an intervention delivered by technology. Each treatment group (or cohort) was analyzed as one pre/post-intervention study. All weights were converted to kg units. Using the standard deviation (SD) of within-person weight change outcomes was necessary for calculating the relative study-influences for the meta-analysis. Studies that did not directly report this value had SDs calculated using either the $P$-value or the CI associated with average weight change.

Heterogeneity between studies was assessed by Cochran’s Q statistic, which is the weighted sum of squared deviations of the study-specific estimates from the overall one, and is distributed approximately as a chi-squared random variable with $k - 1$ degrees of freedom ($k$ being the number of studies in the analysis) [14]. We further measured the $I^2$ statistic, defined as $I^2 = \frac{100\% \times (Q-k+1)}{Q}$, that quantifies the proportion of heterogeneity in the trial results beyond chance. Higher $I^2$ is indicative of greater heterogeneity. Based on the observation of significant heterogeneity across studies, study estimates were pooled using a random-effects model that allowed for some random variability between studies, as well as sampling error. Publication bias between studies was assessed visually using a funnel plot. The visual effect is supplemented by the more formal Egger’s test [15], which is essentially a significance test of intercept in a weighted least-squares fit of study-specific standardized effect on precision (reciprocal of standard error). A significant intercept is indicative of publication bias. Rosenthal’s fail-safe N, based on the aggregated standardized effect size, was used to estimate the number of additional (potentially unpublished) studies required to convert a significant result into a nonsignificant one. A fail-safe $N > 5k+10$ is indicative of lack of potential publication bias [16]. An influence analysis was carried out to assess the influence of each study by recalculating the pooled estimate after deleting the study.

The included studies were of varied types—ranging from observational to blinded and unblinded randomized trials (with or without control)—making a fixed protocol for quality scoring impractical. Instead we performed an indirect quality-adjusted analysis via a meta-regression, adjusting for study duration, examining whether the analysis used intention-to-treat methods, and whether the intervention incorporated DPP material. Statistical analyses were carried out in STATA 13 (StataCorp LP, College Station, Texas) and R 3.3.0 (R Foundation for Statistical Computing, Vienna, Austria).

Results

Results of Systematic Literature Search

After eliminating duplicates, a total of 1024 publications were identified through the databases; one additional publication was identified from searching reference lists and through consultation with experts. Each publication was screened by title and abstract. The resulting 52 publications were reviewed in full, 37 of which were excluded because they did not meet inclusion criteria. The final systematic review included 15 publications that reported outcomes for a total of 18 intervention arms (Figure 1).
Figure 1. Flowchart showing results of systematic search strategy and selection process. BMI: body mass index.

Study Characteristics
Of the 15 studies included: 6 were RCTs in which the technology-mediated treatment arm was compared to standard care or a face-to-face intervention; 2 included control arms but assigned treatment conditions by community and without randomization; 3 randomly assigned participants to different technology-mediated intervention arms; 1 included parallel interventions arms assigned by community and without randomization; 2 were prospective cohort studies; and 1 allowed participants to self-select into the treatment arm. Multimedia Appendix 3 describes each cohort, and Table 1 shows key outcomes.
Table 1. Weight change outcomes. DVD: digital versatile disk; kg: kilogram; NA: not available or not applicable; SD: standard deviation.

<table>
<thead>
<tr>
<th>Study Cohort (Year): Intervention</th>
<th>Attrition</th>
<th>Level of Utilization</th>
<th>Mean weight change, kg (SD)</th>
<th>% weight change (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Block et al (2015): Interactive voice response, email, text message, mobile app [18]</td>
<td>14%</td>
<td>After 6 months, intervention participants interacted with online program in a median of 17 of 24 weeks.</td>
<td>-3.1 (3.6)</td>
<td>-3.60 (NA)</td>
</tr>
<tr>
<td>Sakane et al (2015): Telephone [19]</td>
<td>18%</td>
<td>Mean responses to telephone calls during 1-year period: 2.8 (SD 0.6; Group A), 5.2 (SD 1.9; Group B), 8.2 (SD 3.5; Group C)</td>
<td>-1.1 (3.4)</td>
<td>NA</td>
</tr>
<tr>
<td>Cha et al (2014): Internet and telephone [20]</td>
<td>13%</td>
<td>NA</td>
<td>-2.9 (4.3)</td>
<td>NA</td>
</tr>
<tr>
<td>Nicklas et al (2014): Internet [21]</td>
<td>11%</td>
<td>Median 9 videos watched</td>
<td>-2.6 (5.5), at 6 months</td>
<td>NA</td>
</tr>
<tr>
<td>Sepah et al (2014): Internet [22]</td>
<td>15%</td>
<td>85% (187/220) completed at least 4 of the 16 core lessons</td>
<td>-5.0 (3.6)</td>
<td>-5.0 (NA)</td>
</tr>
<tr>
<td>Betzlbacher et al (2013): Telephone [23]</td>
<td>0%</td>
<td>All calls completed</td>
<td>-3.3 (4.3)</td>
<td>-3.7 (NA)</td>
</tr>
<tr>
<td>Ma et al (2013): DVD and email [24]</td>
<td>10%</td>
<td>NA</td>
<td>-4.5 (7.2)</td>
<td>-4.9 (7.2)</td>
</tr>
<tr>
<td>Piatt et al (2013): DVD [25]</td>
<td>43%</td>
<td>Average attendance for DVD debriefing sessions 2.9/4</td>
<td>-5.5 (4.0)</td>
<td>-5.7 (4.0)</td>
</tr>
<tr>
<td>Piatt et al (2013): Internet and e-counseling [25]</td>
<td>57%</td>
<td>Average 6.8 of 12 videos viewed</td>
<td>-6.2 (5.1)</td>
<td>-6.3 (4.5)</td>
</tr>
<tr>
<td>Ramachandran et al (2013): Text message [26]</td>
<td>4%</td>
<td>Average number of text messages dropped from 18 to 12 messages a month</td>
<td>-0.1 (2.7)</td>
<td>NA</td>
</tr>
<tr>
<td>Weinstock et al (2013): Individual telephone [27]</td>
<td>43%</td>
<td>Average 9 of 16 sessions attended across 2 intervention cohorts</td>
<td>-4.6 (17.6)</td>
<td>-4.2 (16.9)</td>
</tr>
<tr>
<td>Weinstock et al (2013): Group telephone [27]</td>
<td>38%</td>
<td>Average 9 of 16 sessions attended across 2 intervention cohorts</td>
<td>-4.9 (17.7)</td>
<td>-4.5 (20.3)</td>
</tr>
<tr>
<td>Kramer et al (2010): DVD [28]</td>
<td>14%</td>
<td>Average 10.2 of 12 calls completed</td>
<td>-5.4 (5.2)</td>
<td>-5.6 (NA)</td>
</tr>
<tr>
<td>Vadheim et al (2010): Video conference [29]</td>
<td>12%</td>
<td>Average 14.2 of 16 weeks of participation</td>
<td>-6.7 (3.7)</td>
<td>NA</td>
</tr>
<tr>
<td>Estabrooks and Smith-Ray (2008): Interactive voice response [30]</td>
<td>28%</td>
<td>10% did not complete any calls</td>
<td>-2.2 (2.7)</td>
<td>-2.6 (3.1)</td>
</tr>
<tr>
<td>Tate et al (2003): Internet only [31]</td>
<td>15%</td>
<td>NA</td>
<td>-2.0 (5.7)</td>
<td>-2.2 (NA)</td>
</tr>
<tr>
<td>Tate et al (2003): Internet and e-counseling [31]</td>
<td>17%</td>
<td>NA</td>
<td>-4.4 (6.2)</td>
<td>-4.8 (NA)</td>
</tr>
</tbody>
</table>

*results reported for intention-to-treat analysis

**Participant Characteristics**

A total of 2774 participants were enrolled in the technology-mediated interventions, of whom 2247 had follow-up data included in the final meta-analysis. Averaged across studies, enrolled participants were 49 years old and had a starting BMI of 29 (excluding 1 study that did not report baseline BMI [30]). Thirty-nine percent of the participants were female (excluding 1 study that did not report the gender composition of the intervention cohort [28]), and 34% were white (excluding 4 studies that did not report the number of white participants in the intervention cohorts [28,29]). Four studies were conducted outside of the United States [17,19,26,32] and 2 were undertaken in rural communities [25,29].

**Treatment Characteristics**

The duration of the interventions ranged from 12 weeks to 2 years. Half of the studies were modeled on the DPP [18,21,22,24,25,27-29]. The technologies employed by the 18 intervention arms included DVDs and e-videos [17,21,24,25,28], Web-based resources [18,20-22,31], videoconferencing [29], telephone (individual and conference calls) [19,20,25,27,28],
interactive voice response [18,30], text messages [26], e-counseling [21,24,25,31], email [18,24,25,31], and online group forums [22]. Supplementary print materials, such as diet and physical activity log books [17,19,23,25,28,29] and in-person group DPP [25,29], were also utilized. The lessons and messages delivered via the technology-enabled interventions centered on educating participants on how to achieve a healthy diet and exercise to reduce the risk of type 2 diabetes, and enabling behavioral changes through goal setting, self-monitoring, and logging of diet and physical activity. Video, text message, or Web-based lessons often introduced diet and physical activity concepts, while the personalized or automated phone, text message, and email messages would reinforce concepts, goals, and self-monitoring behavior.

**Publication Bias**

The funnel plot in Figure 2 was found to be statistically significant ($P=0.02$) using Egger’s test, indicating a potential for publication bias. However, Rosenthal’s fail-safe N was above 4000 (more than 40 times the 5k+10 threshold) suggesting the potential threat from such bias to be quite small. For this reason, no corrective action was undertaken.

**Change in Weight**

Given significant heterogeneity across studies ($I^2=96.1\%, P<0.001$), a random-effects meta-analysis of the change in weight was performed utilizing 18 cohorts from the 15 studies. Figure 3 displays the change in weight and CIs for each intervention, stratified by whether the intervention was modeled from the DPP. Figure 3 also presents a pooled estimate of mean weight change using a random-effects model combining data from all 18 cohorts. These results demonstrate that technology-based interventions are effective at decreasing weight by an average of 3.76 kg (95% CI 2.8-4.7; $P<0.001$). The DPP-based interventions resulted in marginally higher ($P=0.074$) average weight loss (mean 4.81 kg, 95% CI 3.9-5.7) than non-DPP interventions (mean 2.44 kg, 95% CI 1.5-3.4). The contribution of each study to the overall effect ranged from 3.2-6.6%. Furthermore, the influence plot in Figure 4 indicates that no single point had exceptional influence, and the exclusion of any single cohort did not appreciably change the results of the overall estimate.
Figure 3. Forest plot of weight change from random-effects meta-analysis outcomes. DPP: Diabetes Prevention Program; DVD: digital versatile disk; IVR: interactive voice response.
Change in Glycaemia and Follow-Up Weight Outcomes

Eight studies reported a change in glycaemia over the course of the intervention [17,18,20,22-25,28]. Multimedia Appendix 4 shows the particular measure(s) used—oral glucose tolerance test, fasting blood glucose, and hemoglobin A1c—as well as baseline and postintervention mean values. Multimedia Appendix 4 also shows the reduction in prediabetes prevalence among participants. All 5 of the studies that reported baseline and postintervention prediabetes prevalence measurements reported decreases in prevalence [17,18,20,23,25]. Of the 4 cohorts reporting conversion from prediabetes to diabetes during the intervention period, rates ranged from 0-18% [21,23,24,26]. The 2 cohorts with the longest intervention durations reported the largest conversion rates [23,26].

Multimedia Appendix 5 presents change in weight measured in follow-up or maintenance periods, which were documented 8 to 36 months after the initial postcore intervention measurements. Follow-up or maintenance period durations varied by study, ranging from 12 to 48 months after baseline measurements. Some cohorts followed their core interventions with less intensive and/or optional maintenance interventions [21,22,24,27,33], while others included follow-up measurements without postcore maintenance interventions [23,25,34,35]. The relationship between follow-up time and weight change was mixed, with some shorter time frames observing a larger change, and some longer time frames observing a smaller change.

Discussion

This meta-analysis shows that technology-mediated interventions lead to clinically significant weight loss (mean 3.76 kg, 95% CI 2.8-4.7 kg; \( P < .001 \)) in individuals at risk for diabetes. Additionally, as evidenced by our finding that 8 of 18 intervention arms [19,22,24,25,27,32-35] reported sustained weight loss outcomes at least one-year postintervention, the weight loss achieved through technology-mediated interventions may be sustainable. Moreover, the finding that several of the studies [17,18,20,23-25,28] reported improved glycaemia further supports the argument that these interventions are effective methods to prevent the development of diabetes.

Among American adults, there is widespread adoption of cell phones (92%) and smartphones (67%) [36]. These usage levels indicate that placing technology-mediated interventions in the hands of patients is becoming easier than ever. Moreover, from a clinical standpoint, we may soon live in a world where provider referrals to technology-mediated interventions to promote lifestyle and behavior change are commonplace. However, the marketplace is currently filled with a patchwork of technology-mediated solutions that vary widely in terms of quality, particularly in terms of health-related apps. This market is filled with products whose development often lacks professional content-expertise, theoretical underpinnings, and an appropriate evidence base to support use [37,38]. Given that we have demonstrated that quality technology-mediated interventions are effective at promoting and sustaining weight loss, more should be done to promote their use within clinical practice, so that consumers may succeed with high quality interventions.
applications, as opposed to fail with poorly conceptualized, designed, and implemented tools.

Two design components that were of particular interest in this meta-analysis were: (1) studies based on the DPP curriculum, and (2) study duration. While not quite achieving statistical significance, there was a strong trend toward more weight loss in the intervention arms that were based on the DPP curriculum. Studies investigating the efficacy of technology-based interventions often rely on short-term follow-up, which is commonly seen as a limitation of the existing body of literature. Our analysis shows no effect of intervention duration on weight loss outcomes, which is not consistent with previously reported literature [7]. It is possible that this finding is due to the heterogeneity of the technologies utilized, or the fact that some interventions included maintenance phase components while others did not.

**Limitations**

One limitation of our meta-analysis was the inability to compare intervention and control weight change results within the studies. This issue arose because only four studies were RCTs with a nontechnology control arm. To demonstrate whether technology-mediated interventions have comparable weight loss outcomes to in-person interventions, future studies are needed that directly compare these two cohorts. There was wide heterogeneity in intervention type, duration, population, and study attrition. Furthermore, none of the included studies had large sample sizes. Thus, conclusions could not be drawn about which method would be most efficacious. The variety of reported glycaemia changes limited our ability to perform a meta-analysis of these results. There was a fair amount of heterogeneity across the studies when examining study populations, as well as interventions used. This heterogeneity raises concerns for the statistical pooling of study results, but it strengthens the generalizability of the conclusions drawn from this systematic review, and provides important implications for the implementation of diabetes prevention programs.

Quality assessment was difficult, given the variety of study designs. Even in those studies that were RCTs, several standard quality criteria were not applicable. For example, complete blinding cannot be achieved within behavioral intervention studies. Instead, we chose three quality criteria that were relevant across studies (intention-to-treat analysis, intervention duration, and whether the study was modeled after the DPP) and included them as independent predictors in the meta-regression.

**Future Directions**

Those technology-mediated interventions that were modeled after the DPP tended to result in greater weight loss compared to the non-DPP modeled interventions, although this difference was not statistically significant at the .05 level. Further research is needed to test the hypothesis that weight loss outcomes can be optimized by incorporating the DPP curriculum.

Several studies investigated the effect of technology-mediated interventions on specific populations, such as younger populations or those in rural settings. Further investigation is needed using large methodologically sound comparative-effect research trials to determine which interventions are most efficacious in facilitating weight loss and glycemic improvement in specific demographic categories of participants at risk for developing diabetes. Such categories include specific age ranges, BMIs, and genders, as well as social, economic, and ethnic backgrounds. It has been shown that the success of a lifestyle intervention is largely affected by the participant’s ability to choose the intervention modality [25], but factors that make an intervention more efficacious among target populations need to be explored, especially as technology allows intervention delivery to be individualized. Future studies should also evaluate whether technology should be coupled with some degree of in-person contact.

Studies are needed to examine how accessible these interventions are in low-income urban populations. For technology-mediated diabetes prevention interventions to expand the reach of diabetes prevention to a greater number of individuals at high risk for developing diabetes, research is needed with respect to intervention cost and payment models.

The inconsistency between using fasting blood glucose and hemoglobin A1c to measure metabolic control made it difficult to determine the extent to which technology-mediated interventions affected glycemic improvement. Weight loss was instead used as a direct health outcome measure. Some interventions may not result in weight loss but may improve glycemic control. Ideally, studies would include both weight loss and glycemic control (which would be measured using both fasting glucose and hemoglobin A1c) as a standardized evaluation methodology.

While a few of the studies in this analysis compared different forms of technology, further analysis is required to understand the advantages that each technology contributes to intervention outcome. In addition, the efficacy of maintenance phase interventions needs to be adequately assessed by comparing the weight loss outcomes and glycaemia of those who choose to stay in maintenance phase and those who decide to drop out. Understanding of such factors could guide the establishment of technology-mediated interventions as a potential correlate to the NDPP’s current program.

**Conclusion**

Our meta-analysis showed that technology-mediated diabetes prevention interventions resulted in weight loss and lead to significant improvements in glycaemia. These results suggest that technology-mediated interventions could be an alternative to in-person diabetes prevention programs. The option of using technology-mediated delivery can potentially overcome barriers of access and allow expanded dissemination of such interventions.
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Abstract

Background: Oral hygiene care is of key importance among stroke patients to prevent complications that may compromise rehabilitation or potentially give rise to life-threatening infections such as aspiration pneumonia.

Objective: The aim of this study was to evaluate the effectiveness of a Web-based continuing professional development (CPD) program on “general intention” of the health careers to perform daily mouth cleaning for stroke patients using the theory of planned behavior (TPB).

Methods: A double-blind cluster randomized controlled trial was conducted among 547 stroke care providers across 10 hospitals in Malaysia. The centers were block randomized to receive either (1) test intervention (a Web-based CPD program on providing oral hygiene care to stroke patients using TPB) or (2) control intervention (a Web-based CPD program not specific to oral hygiene). Domains of TPB: “attitude,” “subjective norm” (SN), “perceived behavior control” (PBC), “general intention” (GI), and “knowledge” related to providing oral hygiene care were assessed preintervention and at 1 month and 6 months postintervention.

Results: The overall response rate was 68.2% (373/547). At 1 month, between the test and control groups, there was a significant difference in changes in scores of attitude ($P$=.004) and subjective norm ($P$=.01), but not in other TPB domains (GI, $P$=.11; PBC, $P$=.51; or knowledge, $P$=.08). At 6 months, there were significant differences in changes in scores of GI ($P$=.003), attitude ($P$=.009), SN ($P$<.001) and knowledge ($P$=.001) between the test and control groups. Regression analyses identified that the key factors associated with a change in GI at 6 months were changes in SN (beta=.36, $P$<.001) and changes in PBC (beta=-.23, $P$<.001).

Conclusions: The Web-based CPD program based on TPB increased general intention, attitudes, subjective norms, and knowledge to provide oral hygiene care among stroke carers for their patients. Changing subjective norms and perceived behavioral control are key factors associated with changes in general intention to provide oral hygiene care.

Trial Registration: National Medical Research Register, Malaysia NMRR-13-1540-18833 (IIR); https://www.nmrr.gov.my/fwbLoginPage.jsp

(J Med Internet Res 2017;19(3):e87) doi:10.2196/jmir.7024
Introduction

Provision of oral hygiene care is often underemphasized and underpracticed in the acute hospital setting [1]. This is despite growing acceptance of the importance of oral hygiene to general health, because of its potential link with bacteremia and aspiration pneumonia [2,3]. For stroke patients in the acute hospital setting, it is recognized that oral hygiene care is of key importance to prevent complications that may compromise rehabilitation or potentially give rise to a recurrent stroke [4]. There is a growing interest in how to effectively increase the practice of providing oral hygiene care in the hospital setting through clinical interventions [5,6] and through education and training of caregivers [7,8]. Unfortunately, however, all this has met with limited success and a persistence of poor knowledge and attitudes toward providing oral hygiene care in the acute hospital setting typically prevails [9].

Despite the acknowledged importance of dental education and oral health promotion activities, the effectiveness to change practices with respect to oral hygiene care has met with limited success among carers and patients [10,11]. To this end, the need to plan and implement oral health promotion programs based on psychological models has advocated the need to “translate theory into practice” [12]. One of the most widely used theories (model) is the theory of planned behavior (TPB), which emphasizes the importance of changing the “general intention” (GI) to perform a health behavior and its relationship to attitude (positive or negative views of a behavior), subjective norm (SN, perceived of social pressure to perform a behavior) and perceived behavior control (PBC, one’s control to perform a behavior) [13,14].

Providing dental health education and oral health promotion through continuing professional development (CPD) programs is an important and practical way to promote oral hygiene care practices in hospital settings [15]. The use of Web-based and computer-aided learning (CAL) programs has been widely used in CPD programs for health carers, owing to its ability to implement programs across wide geographical areas at relatively low costs and because of the reported effectiveness of such programs in changing health care practices [16-20] and health behavior [21]. Increasingly, Web-based and CAL programs are being used to enhance oral hygiene care in hospital and other institutionalized setting, and there are several reports of their ability to positively bring about change in knowledge [22], attitudes [18], and oral health behavior [23].

We aimed to evaluate the effectiveness of a Web-based (CPD) program to change the GI of health careers to perform daily mouth cleaning for stroke patients using TPB in a large randomized controlled trial across Malaysia. In addition, the study aimed to identify key factors associated with changes in GI among health care workers to provide oral hygiene care to stroke patients.

Methods

Study Design and Sample

This study was a double-blind, cluster-randomized, controlled trial with 1 month and 6 months follow-ups. The study involved 10 public hospitals in Malaysia, which have participated in a survey of oral hygiene practice for stroke patients. These hospitals were selected because they provide rehabilitation services that are led by rehabilitation medicine specialists. Hospitals were first stratified by size into either large, medium, or small in terms of number of health care providers. From each stratified group, hospitals were block-randomized in groups of 4 (“ABBA”) by a computer-generated randomization method. In total, 5 hospitals were assigned to the test group (277 registered nurses) and 5 hospitals were assigned to the control group (270 registered nurses). The allocation sequence was concealed from the investigator coordinating the trial (who had contact with the centers). Through concealment, the assessor was “blind” as to what group participants had been assigned and participants were also blind as to what groups they were assigned to, as both received a form of Web-based CPD.

The study population was registered nurses caring for stroke patients at the hospitals, mainly from the rehabilitation and general medical wards. All the registered nurses from these identified wards were invited to take part in this trial. Information sheet related to the study and written informed consent were given to all the nurses before commencing the study. The forms were distributed to the nurses by the ward managers or chief nurses. Nurses who provided their written consent were those who participated in the trial from the study population. Participation was voluntary and no contact was made with the nurses to ensure confidentiality and reduce the potential for “social bias.”

Ethics Approval

This clinical trial was registered with the National Institutes of Health, Ministry of Health, Malaysia; NMRR-13-1540-18833(IIR). Before the commencement of the study, ethical approval was obtained from the Institute for Health Behavioral Research and Medical Research and Ethics Committee of the National Institutes of Health, Ministry of Malaysia. Permissions to conduct the study were also obtained from the directors of the respective hospitals. Recruitment and baseline assessments were from September 2014 to November 2014 at 10 hospitals across the country (both the Peninsular Malaysia and island of Borneo Malaysia). This study followed CONSORT guidelines.

Data Collection

The nurses self-completed a questionnaire on the practice of providing oral hygiene care to stroke patients, which contained 12 items specific to attitudes, SN, PBC, and GI to providing oral hygiene care related to TPB. These items were derived from the manual of “Constructing Questionnaires Based on the Theory of Planned Behavior” developed by the Centre of Health...
Items related to direct measure of the domains were chosen and modified to the oral health context. For example, in the GI domain, “I expect to measure the blood pressure of my patients with diabetes in each consultation” was modified to “I expect to perform oral care (including denture) for patients in every session.” Each domain had 3 items that were rated on a 5-point Likert scale (strongly disagree, disagree, not disagree or agree, agree, and strongly agree). Domain scores can range from 3 to 15, with higher scores reflecting more positive attitude, stronger subjective norms, greater perceived behavior control, and greater general intention to provide oral hygiene care. Sociodemographic and environmental characteristic (eg, attended oral care training, availability of oral health guidelines and oral hygiene kits, and having dental professional support in the ward) information were also obtained from the participants.

In addition, knowledge of oral health care was assessed using 5 items related to dental plaque, gum bleeding, consequences of dental plaque, how to prevent gingivitis, and how oral health affects general health [25]. Knowledge scores can range from 0 to 5, with higher scores indicative of greater oral health knowledge. Assessments were carried out preintervention and at 1 month and 6 months postintervention.

**Intervention**

A Web-based CPD program was developed for the test and control groups. The test group program was specific to provision of oral hygiene care to stroke patients and covered details of oral health knowledge, attitudes, subjective norms, means of behavioral control, and intention (ie, based on TPB). The test group contents include, for example, information on good oral condition and the importance of having good oral health, the consequences of poor oral hygiene, and the importance of nurse’s roles and care of stroke patients. The development of the contents was guided by the definition of the TPB domains and scope of the study. The control group received an analogous Web-based CPD program related to “bundles of care” for stroke patients that included some details on oral hygiene care but not specific to TPB [26]. The CPD programs were developed by stroke physicians (rehabilitation medicine) and dentists and followed good practices of CAL for oral health [27]. Following the assignment to the groups, the participants were provided with details of the Web-based programs through a secure internet portal. Participants were reminded and encouraged to complete the Web-based CPD program every 6 weeks.

**Sample Size**

With the assumption that this practice is at 50% and that it will not change without education intervention, whereas there will be a 25% improvement in practices following CAL intervention (ie, 63% of nurses will practice oral care in rehabilitation). Then a proposed sample size of 247 in each group is required with sample power at 80%. Allowing for nonparticipation and a dropout rate of ~20%, thus it was prudent to attempt to recruit over 600 nurses (300 per group) in total to test the hypothesis.

**Data Analysis**

The changes in knowledge, attitudes, SN, PBC, and GI were determined overtime and compared between the test and control groups using Friedman two-way analysis of variance (ANOVA) and Mann-Whitney U test analysis, respectively. Multiple linear regression analyses were performed to determine key factors associated with changes in GI to provide oral hygiene care at 1 month and 6 months.

**Results**

The response rate of the trial was 68.2% (373/547); mostly loss to follow-up was because nurses were transferred to other wards or hospitals (Figure 1). The response rate among the test group was 70.4% (195/277) and among the control group was 65.0% (178/270); there was no significant difference between the response rate among those in the test and control groups (P > .05). The majority of nurses were female (95.7%, 357/373), had a certificate or diploma in nursing (81.5%, 304/373), worked in general medical wards (78.6%, 293/373), and reported to have worked for less than 5 years (59.0%, 220/373; Table 1).
Table 1. Health care provider and environmental characteristics (n=373)

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Provider characteristics</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>16 (4.3)</td>
</tr>
<tr>
<td>Female</td>
<td>357 (95.7)</td>
</tr>
<tr>
<td><strong>Years worked</strong></td>
<td></td>
</tr>
<tr>
<td>Less than 5 years</td>
<td>220 (59.0)</td>
</tr>
<tr>
<td>More than 5 years</td>
<td>153 (41.0)</td>
</tr>
<tr>
<td><strong>Qualification</strong></td>
<td></td>
</tr>
<tr>
<td>Certificate or diploma</td>
<td>304 (81.5)</td>
</tr>
<tr>
<td>Post basic or degree</td>
<td>69 (18.5)</td>
</tr>
<tr>
<td><strong>Working wards</strong></td>
<td></td>
</tr>
<tr>
<td>Rehabilitation ward</td>
<td>80 (21.4)</td>
</tr>
<tr>
<td>Medical ward</td>
<td>293 (78.6)</td>
</tr>
<tr>
<td><strong>Environmental</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Oral care training</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>108 (29.0)</td>
</tr>
<tr>
<td>No</td>
<td>265 (71.0)</td>
</tr>
<tr>
<td><strong>Oral health care guidelines</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>296 (79.4)</td>
</tr>
<tr>
<td>No</td>
<td>77 (20.6)</td>
</tr>
<tr>
<td><strong>Oral hygiene kit</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>253 (67.8)</td>
</tr>
<tr>
<td>No</td>
<td>120 (32.2)</td>
</tr>
<tr>
<td><strong>Dental professional support</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>52 (13.9)</td>
</tr>
<tr>
<td>No</td>
<td>321 (86.1)</td>
</tr>
</tbody>
</table>

Among all participants, there was a significant difference in knowledge scores over time ($P<.05$; Table 2). There was a significant improvement in knowledge scores between baseline and 1 month ($P<.01$), but no significant change between baseline and 6 months ($P>.05$), and between 1 month and 6 months ($P>.05$).

Table 2. Changes in knowledge and theory of planned behavior domains scores over time.

<table>
<thead>
<tr>
<th>Time</th>
<th>General intention Mean (SD)</th>
<th>Attitudes Mean (SD)</th>
<th>Subjective norm Mean (SD)</th>
<th>Perceived behavior control Mean (SD)</th>
<th>Knowledge Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>10.8 (2.1)</td>
<td>13.1 (1.7)</td>
<td>9.7 (1.7)</td>
<td>10.5 (1.7)</td>
<td>3.0 (1.0)</td>
</tr>
<tr>
<td>1 month</td>
<td>11.0 (1.9)</td>
<td>12.9 (1.6)</td>
<td>9.9 (1.7)</td>
<td>10.3 (1.9)</td>
<td>3.2 (1.1)</td>
</tr>
<tr>
<td>6 months</td>
<td>10.7 (2.2)</td>
<td>13.0 (1.6)</td>
<td>9.7 (1.8)</td>
<td>10.3 (1.9)</td>
<td>3.2 (1.1)</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.36</td>
<td>.11</td>
<td>.05</td>
<td>.28</td>
<td>.005*</td>
</tr>
</tbody>
</table>

*Baseline<1 month, $P=.02$.

In the test group, there was a significant difference in knowledge scores over time ($P<.001$; Table 3). There was a significant improvement in knowledge scores between baseline and 1 month ($P<.01$) and between baseline and 6 months ($P<.01$), but no significant change between 1 month and 6 months ($P>.05$). There was a significant change in GI scores between baseline and 1 month ($P<.05$). A significant improvement in SN scores was observed between baseline and 1 month ($P<.05$) and between baseline and 6 months ($P<.01$), but no significant change between 1 month and 6 months ($P>.05$). However, no
significant changes over time were observed in attitude scores \((P>0.05)\) and PBC scores \((P>0.05)\).

### Table 3. Test and control group changes in knowledge and theory of planned behavior (TPB) domain scores overtime.

<table>
<thead>
<tr>
<th>Group</th>
<th>General intention Mean (SD)</th>
<th>Attitude Mean (SD)</th>
<th>Subjective norm Mean (SD)</th>
<th>Perceived behavior control Mean (SD)</th>
<th>Knowledge Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Test group</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>10.6 (2.0)</td>
<td>12.9 (1.6)</td>
<td>9.5 (1.7)</td>
<td>10.5 (1.7)</td>
<td>2.9 (1.0)</td>
</tr>
<tr>
<td>1 month</td>
<td>11.0 (2.0)</td>
<td>12.9 (1.8)</td>
<td>10.0 (1.8)</td>
<td>10.2 (2.1)</td>
<td>3.3 (1.1)</td>
</tr>
<tr>
<td>6 months</td>
<td>10.9 (1.9)</td>
<td>13.2 (1.6)</td>
<td>10.1 (1.5)</td>
<td>10.2 (1.9)</td>
<td>3.3 (1.1)</td>
</tr>
<tr>
<td>(P) value</td>
<td>.045(^{a})</td>
<td>.43</td>
<td>.001(^{b})</td>
<td>.42</td>
<td>&lt;.001(^{c})</td>
</tr>
<tr>
<td><strong>Control group</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>11.0 (2.1)</td>
<td>13.3 (1.8)</td>
<td>9.8 (1.8)</td>
<td>10.6 (1.7)</td>
<td>3.0 (1.0)</td>
</tr>
<tr>
<td>1 month</td>
<td>11.0 (1.9)</td>
<td>12.8 (1.5)</td>
<td>9.7 (1.6)</td>
<td>10.5 (1.6)</td>
<td>3.1 (1.0)</td>
</tr>
<tr>
<td>6 months</td>
<td>10.6 (2.5)</td>
<td>12.9(1.7)</td>
<td>9.3 (2.0)</td>
<td>10.4 (1.8)</td>
<td>3.0 (1.1)</td>
</tr>
<tr>
<td>(P) value</td>
<td>.03</td>
<td>.002(^{d})</td>
<td>.22</td>
<td>.57</td>
<td>.16</td>
</tr>
</tbody>
</table>

\(^{a}\)Baseline<1 month, \(P=0.03\).
\(^{b}\)Baseline<1 month, \(P=0.02\); Baseline<6 months, \(P=0.004\).
\(^{c}\)Baseline<1 month, \(P=0.009\); Baseline<6 months, \(P=0.003\).
\(^{d}\)Baseline>1 month, \(P=0.01\).

Among the control group (Table 3), there was a significant change in GI scores \((P<0.05)\) and attitude scores \((P<0.01)\), no significant changes between baseline, 1 month, and 6 months, and significant changes between baseline and 1 month with lower score at 1 month \((P<0.05)\), respectively. No significant changes over time were observed in SN scores \((P>0.05)\), PBC scores \((P>0.05)\), and knowledge scores \((P>0.05)\) among the control group.

At 1 month, between the test and control groups, there were significant differences in the change \((\Delta)\) of attitude scores \((P<0.01)\) and SN scores \((P<0.05)\), but not in other TPB domains \((P>0.05)\) nor in knowledge scores \((P>0.05)\); Table 4). At 6 months, between the test and control group, there were significant differences in the change \((\Delta)\) of GI scores \((P<0.01)\), attitude scores \((P<0.01)\), and SN scores \((P<0.001)\), but not in PBC \((P>0.05)\). In addition, there were significant differences in the change of knowledge scores \((P<0.01)\).

### Table 4. Changes in knowledge and theory of planned behavior domain between test and control groups from baseline to 1 month and baseline to 6 months.

<table>
<thead>
<tr>
<th>Time</th>
<th>(\Delta)GI Mean (SD)</th>
<th>(\Delta)Attitude Mean (SD)</th>
<th>(\Delta)SN Mean (SD)</th>
<th>(\Delta)PBC Mean (SD)</th>
<th>(\Delta)Knowledge Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1 month</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test</td>
<td>.42 (2.57)</td>
<td>.01 (2.23)</td>
<td>.45 (2.18)</td>
<td>−3.3 (2.68)</td>
<td>.39 (1.37)</td>
</tr>
<tr>
<td>Control</td>
<td>.02 (2.61)</td>
<td>−.47 (2.21)</td>
<td>−.13 (2.45)</td>
<td>−.07 (2.11)</td>
<td>.08 (1.46)</td>
</tr>
<tr>
<td>(P) value</td>
<td>.11(^{a})</td>
<td>.004(^{a})</td>
<td>.01(^{a})</td>
<td>.51(^{a})</td>
<td>.08(^{a})</td>
</tr>
<tr>
<td><strong>6 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test</td>
<td>.29 (2.45)</td>
<td>.24 (2.01)</td>
<td>.54 (2.16)</td>
<td>−3.3 (2.51)</td>
<td>.41 (1.36)</td>
</tr>
<tr>
<td>Control</td>
<td>−.40 (2.94)</td>
<td>−.35 (2.42)</td>
<td>−.51 (2.71)</td>
<td>−.12 (2.44)</td>
<td>−.08 (1.46)</td>
</tr>
<tr>
<td>(P) value</td>
<td>.003(^{a})</td>
<td>.009(^{a})</td>
<td>&lt;.001(^{a})</td>
<td>.51(^{a})</td>
<td>.001(^{a})</td>
</tr>
</tbody>
</table>

\(^{a}\)\(P\) values derived from the Mann–Whitney \(U\) test.

Findings of the regression analyses are presented in Table 5. At 1 month, predictors of GI were attitude at 1 month (beta= .40, \(P<0.001\)) and SN at 1 month (beta= .40, \(P<0.001\)). At 6 months, predictors of GI were SN at 6 months (beta= .43, \(P<0.001\)) and PBC (beta= .29, \(P<0.001\)). Predictors of \(\Delta\) in GI scores between baseline and 1 month were \(\Delta\) (between baseline and 1 month) in attitude \((\text{beta}=.31, P<0.001)\) and \(\Delta\) (between baseline and 1 month) in SN \((\text{beta}=.34, P<0.001)\). Predictors of \(\Delta\) in GI scores between baseline and 6 months were \(\Delta\) (between baseline and 6 months) in SN \((\text{beta}=.36, P<0.001)\) and \(\Delta\) (between baseline and 6 months) in PBC \((\text{beta}=.23, P<0.001)\); Table 6).
Table 5. Multiple linear regression analyses to predict general intention to provide oral care at 1 month and 6 months.

<table>
<thead>
<tr>
<th>Items</th>
<th>Model 1 (1 month)</th>
<th></th>
<th>Model 2 (6 months)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B^a</td>
<td>SE^b</td>
<td>P value</td>
<td>B^b</td>
</tr>
<tr>
<td>Group</td>
<td>−.16</td>
<td>.18</td>
<td>.38</td>
<td>−.01</td>
</tr>
<tr>
<td>Knowledge at 1 month</td>
<td>.01</td>
<td>.08</td>
<td>.96</td>
<td>.06</td>
</tr>
<tr>
<td>TPB^c</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attitude at 1 month</td>
<td>.40</td>
<td>.05</td>
<td>&lt;.001</td>
<td>.10</td>
</tr>
<tr>
<td>SN^d at 1 month</td>
<td>.40</td>
<td>.05</td>
<td>&lt;.001</td>
<td>.43</td>
</tr>
<tr>
<td>PBC^e at 1 month</td>
<td>.05</td>
<td>.05</td>
<td>.34</td>
<td>.29</td>
</tr>
<tr>
<td>R^2-adjusted model = .23</td>
<td></td>
<td></td>
<td>R^2-adjusted model = .22</td>
<td></td>
</tr>
</tbody>
</table>

^a^B: parameter estimate.  
^b^SE: standard error.  
^c^TPB: theory of planned behavior.  
^d^SN: subjective norm.  
^e^PBC: perceived behavior control.

Table 6. Multiple linear regression analyses to predict changes in general intention between baseline and 1 month, and baseline and 6 months to provide oral care

<table>
<thead>
<tr>
<th>Items</th>
<th>Model 3 (Baseline and 1 month)</th>
<th></th>
<th>Model 4 (Baseline and 6 months)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B^a</td>
<td>SE^b</td>
<td>P value</td>
<td>B^a</td>
</tr>
<tr>
<td>Group</td>
<td>.07</td>
<td>.25</td>
<td>.79</td>
<td>.30</td>
</tr>
<tr>
<td>ΔKnowledge</td>
<td>.01</td>
<td>.09</td>
<td>.96</td>
<td>.01</td>
</tr>
<tr>
<td>TPB^c</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ΔAttitude</td>
<td>.31</td>
<td>.06</td>
<td>&lt;.001</td>
<td>.10</td>
</tr>
<tr>
<td>ΔSN^d</td>
<td>.34</td>
<td>.05</td>
<td>&lt;.001</td>
<td>.36</td>
</tr>
<tr>
<td>ΔPBC^e</td>
<td>.07</td>
<td>.05</td>
<td>.21</td>
<td>.23</td>
</tr>
<tr>
<td>R^2-adjusted model = .20</td>
<td></td>
<td></td>
<td>R^2-adjusted model = .21</td>
<td></td>
</tr>
</tbody>
</table>

^a^B: parameter estimate.  
^b^SE: standard error.  
^c^TPB: theory of planned behavior.  
^d^SN: subjective norm.  
^e^PBC: perceived behavior control.  
^f^Δ denotes change.
Discussion

Principal Findings

As mentioned before, there is a need to improve the practice of oral hygiene care in the acute hospital setting, and some would argue particularly for stroke patients [28-31]. CAL has been used widely to deliver information and educate patients and caregivers in the medical field but few were reported to be related to oral health [32,33]. Thus, this study aimed to evaluate the effectiveness of a Web-based (CPD) program to change the GI of health carers to perform daily mouth cleaning for stroke patients using TPB and to identify the key factors associated with changes in GI among health care workers to provide oral hygiene care to stroke patients. Increasingly, there are calls to consider theory-based health promotion strategies in implementing programs and to provide evidence of whether theory does, in fact, dictates practice [34,35].

This study provided support for the application of TPB among stroke carers to perform oral care daily. Over time, in the test group, there was evidence of significant improvements in general intentions to perform oral hygiene care, SN, and knowledge. Even by 1 month, there was a significant improvement in GI, SN, and knowledge, and between 1 month and 6 months this persisted. Whereas in the control group there was a significant change in GI and attitudes, but it was transient; a significant difference was between 1 month and baseline but not between 6 months and baseline. At 1 month, there were significant differences in the change of attitude scores and in the change of SN scores between the test and control groups. By 6 months, significant differences in the change in GI, attitudes, and SN to provide oral hygiene care were evident in
all TPB domains except in PBC. In addition, a significant difference in the change of knowledge scores over the 6-month period was also evident between the test and control groups. This provides evidence of the effectiveness of the Web-based intervention and suggests that its effectiveness increases over time. Nonetheless, PBC did not significantly change. It is plausible that this may take longer to change or needs to be supported by environment changes [36].

Regression analyses identified that the key factors associated with GI (to provide oral hygiene care) at 1 month were attitudes (at 1 month) and SN (at 1 month); and that general intention at 6 months was associated with SN (at 6 months) and PBC (at 6 months). Furthermore, the change in GI (between baseline and 1 month) was associated with the changes that occurred in attitudes and SN; and the change in GI (between baseline and 6 months) was associated with the changes that occurred in SN and PBC. The fact that several of TPB domain scores were associated with GI at the respective time periods and that the changes in several of the TPB scores were associated with changes in GI at the respective periods provide evidence of the interrelationship between domains of TPB and GI as the theory hypothesizes. The findings of this trial support other findings with respect to predictors of GI at specific time periods [37] and changes in GI [13]. Thus in line with TPB, carers who had positive attitudes, perceived positive social pressure, and were in control of their action would have high intention of performing oral care daily to patients with stroke [13]. Of note, some domains did not change nor were some domains associated with GI or change in GI, thus the influence of the domains varies across the study [37]. This is not an unusual feature in studies as not all domain changes are associated with GI over time [38,39]. This perhaps can be attributed to the context-specific settings of the study, the type of intention, and indeed the general intention practice [40,41].

Studies have shown that a significant improvement in GI, SN, and knowledge among the participants increased their confidence in promoting oral health and educating patients [19]. A noteworthy finding of this study was that both groups were given the CAL program, but only the intervention group had detailed information on oral health related to stroke patients. Thus this contributed to a significant increase in specific knowledge and GI among the intervention group compared with the control group [18].

The study benefits from its relatively large sample size, the diverse geographical areas within a country (major centers for stroke rehabilitation), and being a double-blind randomized controlled clinical trial. The response rate was close to 70% and loss to follow-up was largely attributed to nurses having changed working environments because of being assigned to other wards or hospitals. There was no significant difference in response rate between the test and control groups.

In this trial, participants were block-randomized by hospital (stratified by size) rather than by participants to avoid the potential of bias of participants discussing the Web-based CPD program within centers. The use of Web-based CPD in both the test and control group interventions allowed for a double-blind trial. In the test group, the program was built on TPB and included specific information to promote increases in knowledge, attitudes, SN, PBC, and GI to provide oral hygiene care. Although the control group program did contain some information on oral hygiene care, it was limited and not based on the TPB.

Going forward, it would be worth investing if changes in the practice of provision of oral hygiene care do occur and that the practice is maintained over time. Furthermore, studies can be done to examine the pathways that influence changes in behavior by considering specific beliefs of TPB attributes and the impact of Web-based CPD. The impact of CPD depends on various factors such as individual carer characteristics (eg, personal compliance or interest to update themselves with new information) [42,43], and environmental factors (eg, lack of Internet access or software compatibility) [22,44]. It would also be useful to monitor engagement in the Web-based learning (which at the time keeping anonymity) to determine how this effects outcomes or indeed other methods of learning.

Conclusions
A Web-based CPD program based on TPB was effective in increasing GI to perform oral hygiene care for stroke survivors in the acute hospital setting. In addition, the program was effective in changing attitudes and SN. Furthermore, the study found that changing SNs and PBC are key factors associated with changes in GI to provide oral hygiene care. These findings support and have implications for the use of theory-based health education CPD programs and oral health promotion programs.
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Abstract

Background: Health risk assessments (HRAs), which often screen for depressive symptoms, are administered to millions of employees and health plan members each year. HRA data provide an opportunity to examine longitudinal trends in depressive symptomatology, as researchers have done previously with other populations.

Objective: The primary research questions were: (1) Can we observe longitudinal trajectories in HRA populations like those observed in other study samples? (2) Do HRA variables, which primarily reflect modifiable health risks, help us to identify predictors associated with these trajectories? (3) Can we make meaningful recommendations for population health management, applicable to HRA participants, based on predictors we identify?

Methods: This study used growth mixture modeling (GMM) to examine longitudinal trends in depressive symptomatology among 22,963 participants in a Web-based HRA used by US employers and health plans. The HRA assessed modifiable health risks and variables such as stress, sleep, and quality of life.

Results: Five classes were identified: A “minimal depression” class (63.91%, 14,676/22,963) whose scores were consistently low across time, a “low risk” class (19.89%, 4568/22,963) whose condition remained subthreshold, a “deteriorating” class (3.15%, 705/22,963) who began at subthreshold but approached severe depression by the end of the study, a “chronic” class (4.71%, 1081/22,963) who remained highly depressed over time, and a “remitting” class (8.42%, 1933/22,963) who had moderate depression to start, but crossed into minimal depression by the end. Among those with subthreshold symptoms, individuals who were male (P<.001) and older (P=.01) were less likely to show symptom deterioration, whereas current depression treatment (P<.001) and surprisingly, higher sleep quality (P<.001) were associated with increased probability of membership in the “deteriorating” class as compared with “low risk.” Among participants with greater symptomatology to start, those in the “severe” class tended to be younger than the “remitting” class (P<.001). Lower baseline sleep quality (P<.001), quality of life (P<.001), stress level (P<.001), and current treatment involvement (P<.001) were all predictive of membership in the “severe” class.

Conclusions: The trajectories identified were consistent with trends in previous research. The results identified some key predictors: we discuss those that mirror prior studies and offer some hypotheses as to why others did not. The finding that 1 in 5 HRA participants with subthreshold symptoms deteriorated to the point of clinical distress during succeeding years underscores the need to learn more about such individuals. We offer additional recommendations for follow-up research, which should be designed to reflect changes in health plan demographics and HRA delivery platforms. In addition to utilizing additional variables such as cognitive style to refine predictive models, future research could also begin to test the impact of more aggressive outreach strategies aimed at participants who are likely to deteriorate or remain significantly depressed over time.
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Introduction

Depressive Symptoms

Depressive symptoms play a significant role in determining the potential success of population health management efforts across the care continuum [1,2]. Comorbid depression increases risk at all levels of health, being associated with poor treatment adherence, impaired self-management skills, more frequent complications from illness, and poorer medical outcomes [1-3].

The negative impact of depressive symptoms is not confined to those who suffer from formal psychiatric disorders such as major depression. Research indicates that those with subthreshold depressive symptoms, who might not meet formal diagnostic criteria for depression at a given time, may still experience significant behavioral impairment and reduced quality of life, and can be at high risk for experiencing clinical levels of distress in the future [4,5].

Although all levels of depressive symptomatology have been found to increase risk of further difficulties, the use of statistical techniques such as growth mixture modeling (GMM) [6] has enabled researchers to map qualitatively distinct trajectories of depressive symptomatology over time and identify risk factors associated with them [7,8]. The output of GMM mapping is illustrated by a study of depression among low-income women recruited during pregnancy. Mora et al [7] found five distinct patterns: (1) always or chronic depressive symptomatology, (2) antepartum only, (3) postpartum, resolving after the first year postpartum, (4) late, present at 25 months postpartum, and (5) never having depressive symptomatology. Membership in the trajectory classes was influenced by several variables, including education, race, health behavior, and psychosocial characteristics such as ambivalence about pregnancy [7].

In theory, results of such longitudinal studies could be used to identify high-risk individuals and tailor preventative services for them. However, various types of longitudinal analyses conducted with different populations and using different measures report different trajectories associated with varying constellations of risk factors, suggesting that sample demographics, recruitment strategies, treatment context, and choice of measures affect the results of such investigations [7-9]. This variability in results suggests that risk profiles may vary across different populations. Consequently, to be effective, screening algorithms and preventative interventions may need to be tailored for specific populations (eg, pregnant women and elderly patients in primary care), based on data drawn from samples with similar characteristics.

Health Risk Assessments

One unique group that may provide important insights and opportunities for intervention consists of adults who participate in mass screenings via Web-based health risk assessments (HRAs). HRAs are being administered to large segments of the population, particularly by employers. A recent report by the Kaiser Family Foundation found that 53% of large US employers (n≥200) and 23% of small employers (n<200) used HRAs with their employee populations, typically providing various incentives for participation [10]. Moreover, health plans may encourage or require members to take HRAs directly, or may create incentives for providers to administer them in clinical setting (ie, as part of the annual Medicare wellness visit). HRAs typically assess modifiable health risks, often including items covering depression, stress, and other behavioral health topics.

Because they are typically disseminated by employers rather than in clinical settings, HRAs constitute a unique channel for health screening, representing an opportunity to reach a different population, at different points in the disease continuum, as compared with patients being assessed in traditional health care settings. Employees and spouses are often incentivized on a yearly basis to take HRAs, thus providing longitudinal data on participants, both those with subthreshold symptoms and those with more significant distress.

This study used GMM [6] to examine longitudinal trends in depressive symptomatology among participants in an HRA used by employers and health plans in the United States. The primary research questions were the following: (1) Can we observe longitudinal trajectories in the HRA population like those that have been observed in other study samples? (2) Do HRA variables, which primarily reflect modifiable health risks, help us to identify predictors associated with these trajectories? (3) Can we make meaningful recommendations for population health management, applicable to HRA participants, based on the predictors we identify?

Methods

Participants

The sample initially consisted of deidentified data from 91,852 unique adult participants who completed the HealthMedia SUCCEED HRA [11]. We analyzed data only from those who took the HRA two or more times, as at least two assessment points are necessary to contribute information to growth trajectories, resulting in 22,963 participants in the final sample. Individuals participated in the HRA (at no cost to them) through employers or health care plans deploying the HRA as part of their population health offerings or health benefit structure. Table 1 presents the demographic characteristics of the sample.
Table 1. Sample characteristics (N=22,963).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Present sample&lt;sup&gt;a&lt;/sup&gt;, n (%):</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender (n=22,907)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>15,337 (66.95)</td>
</tr>
<tr>
<td>Male</td>
<td>7570 (33.05)</td>
</tr>
<tr>
<td><strong>Age (n=22,912)</strong></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>576 (2.51)</td>
</tr>
<tr>
<td>25-34</td>
<td>4333 (18.91)</td>
</tr>
<tr>
<td>35-44</td>
<td>5130 (22.39)</td>
</tr>
<tr>
<td>45-54</td>
<td>6543 (28.56)</td>
</tr>
<tr>
<td>55-64</td>
<td>5690 (24.83)</td>
</tr>
<tr>
<td>65 and older</td>
<td>640 (2.79)</td>
</tr>
<tr>
<td><strong>Ethnicity (n=22,812)</strong></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>469 (2.06)</td>
</tr>
<tr>
<td>Black</td>
<td>3628 (15.90)</td>
</tr>
<tr>
<td>Hawaiian</td>
<td>9 (0.04)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>1308 (5.73)</td>
</tr>
<tr>
<td>Multiracial</td>
<td>209 (0.92)</td>
</tr>
<tr>
<td>Native American</td>
<td>74 (0.32)</td>
</tr>
<tr>
<td>Pacific Islander</td>
<td>39 (0.17)</td>
</tr>
<tr>
<td>White</td>
<td>16,857 (73.90)</td>
</tr>
<tr>
<td>Other</td>
<td>219 (0.96)</td>
</tr>
<tr>
<td><strong>Marital status (n=22,963)</strong></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>2917 (12.70)</td>
</tr>
<tr>
<td>Dating</td>
<td>1261 (5.49)</td>
</tr>
<tr>
<td>Married</td>
<td>15,056 (65.57)</td>
</tr>
<tr>
<td>Divorced</td>
<td>3284 (14.30)</td>
</tr>
<tr>
<td>Widowed</td>
<td>445 (1.94)</td>
</tr>
<tr>
<td><strong>Education (n=22,798)</strong></td>
<td></td>
</tr>
<tr>
<td>Some high school</td>
<td>343 (1.50)</td>
</tr>
<tr>
<td>High school graduate</td>
<td>3623 (15.89)</td>
</tr>
<tr>
<td>Some college</td>
<td>6809 (29.87)</td>
</tr>
<tr>
<td>College graduate</td>
<td>12,023 (52.74)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Sample characteristics are based on raw, not multiply imputed data.

**Measures**

All variables for this study were extracted from participant HRA responses. The HRA was voluntary; participants were informed that their responses would be aggregated for data analyses and customer reporting, but would not be individually shared with their health plan or employer. The HRA was administered in a Web format in nearly all instances, but was available in paper format as well.

Risk-related questions were typically derived from various validated scales, including the Cohen Perceived Stress Scale (PSS) [12], the Center for Epidemiological Studies Depression Scale (CES-D) [13-15] along with validated single-item measures of quality of life and health [16,17]. A modified version of the Work Productivity Activity Impairment (WPAI) questionnaire was used to measure worksite productivity impairment [18], a supplemental distal outcome measure for the study. To minimize the impact of transient acute sickness on productivity, WPAI questions referred to the past 4 weeks (rather than the past 7 days). The WPAI yields an estimate of total productivity impairment due to health, based on the combination of absenteeism and presenteeism. All predictor variables were measured at baseline. Data from this HRA have been extensively analyzed previously for other purposes [11,19].
Dependent Variable

The 10-item true-false version of the CES-D [13-15] was used to assess depressive symptoms. The score was computed as a sum of 10 items. CES-D scores ranged from 0 to 10 with higher scores indicating more depressive symptoms. The reliability in this sample was acceptable (Cronbach alpha=.76) and mean scores were like other nonclinical populations using a score of 4 as the cut-point for clinical significance [18,19].

Analytic Strategy

The goal of this analysis was to identify subgroups of HRA participants with distinct depression trajectories and identify predictors that make useful discriminations between these subgroups. We used GMM [6] to accomplish this objective. The following elements are described below: (1) three key analytic decisions made before fitting the growth mixture model, (2) model-building and class enumeration strategy, (3) the procedure for including predictors and distal outcomes of trajectory class membership, and (4) handling of missing data.

Analytic Decisions Before Growth Modeling

We narrowed our time horizon to 15 months, the tail end of the time period at which participants completed their “one year” assessments. Longer-term follow-up data were too sparse to provide generalizable findings.

To account for varying lengths of time between observations, we discretized time, segmenting it into 5 waves based on the patterning of responses: baseline, 0.5-3 months, 3-6 months, 6-9 months, and 9-15 months. The number and temporal width of buckets were chosen after examining the patterning of responses, with the aim of balancing granularity with adequate covariance coverage. That is, we wanted buckets of time that were narrow enough to pool participant data into the same time point, but large enough to capture enough participants to have adequate overlap between time points for the model to be empirically identified. We chose the bucketing strategy because it was the most amenable option for generating nonlinear trajectories, which we anticipated would reflect the episodic nature of depression [20]. Other strategies (eg, multilevel) of handling nonequidistant assessments were not desirable because they are limited to modeling smooth, polynomial forms of time and would likely require more assessments per individual than offered by this dataset.

Because these data were skewed with a strong floor effect, we modeled depression as an ordered categorical variable. Growth mixture models are highly sensitive to distributional assumptions, and violating these assumptions can yield inaccurate results [21]. Discretizing the measure mitigated this problem by removing distributional and linearity assumptions. Previous research identified a cutoff score of 4 and above to indicate the presence of depression [14,15]. To increase granularity, we included two additional cutoffs to make a total of 4 categories. Scores of 0 and 1 were considered indicative of minimal depression, 2-3 subthreshold, 4-6 moderate, and 7-10 severe depression. We used a latent response variable specification, which models the observed outcome as a discretized form of an underlying continuous latent response variable [22]. This specification generates thresholds where the continuous latent variable maps onto the observed ordinal outcome. For our 4 categories of depression, latent response variable values below threshold 1 map to minimal depression, values between thresholds 1 and 2 map to subthreshold depression, values between thresholds 2 and 3 map to moderate depression, and values above threshold 3 map to severe depression.

Mixture Models and Class Enumeration

To model nonlinearity, we used freeloading growth curves. Factor loadings for baseline and endpoint were fixed at 0 and 1, respectively, and loadings for the remaining time points were freely estimated. We followed the class enumeration process and reporting guidelines outlined by Masyn [23], using a variety of fit statistics to guide model selection. Because the Bayesian information criterion (BIC) and consistent Akaike information criterion (CAIC) sometimes asymptote rather than peak, we used elbow plots to assess relative benefits of selecting a model with a large number of classes.

We were interested in identifying predictors that statistically significantly differentiated between latent classes where distinctions were of substantive interest, and distal consequences of latent class membership whose means varied across class. To develop a parsimonious prediction model, we initially screened candidate predictors by including single predictors as auxiliary variables to preview their relationship with the latent class variable, using an alpha criterion of $P<.01$. Once variables were screened into the prediction model, no trimming was performed. For the final model, variables were added stepwise to understand incremental changes. For both predictors and the distal outcome, we accounted for measurement error in the latent class structure using the manual 3-step approach described by Asparouhov and Muthén [24]. Continuous predictors, excluding age and sleep hours, were divided by their standard deviations to enhance interpretability.

Missing Data Strategy

This study had the benefit of a large N, but the drawback of sparse reporting between baseline and 1 year. Although there were a smaller mean number of assessments per individual than typically seen in growth curve models, the large N enabled us to generate subgroup trajectories using the information between baseline and 1 year, because there was adequate covariance coverage between all time buckets to identify the model. Coverage between adjacent time points was low, ranging from 1.2% to 16.6%, with N postbaseline ranging from 16.4% (3778/22,968; 6-9 months) to 46.00% (10,565/22,968; 9-15 months). Given the low covariance coverage, generalizability of findings is contingent on the validity of our assumptions about missing data. Therefore, understanding any patterning present in missing data is critical for assessing generalizability.

We identified three types of mechanisms that drove missingness in this analysis.

The first was our bucketing strategy. We chose the number of buckets post hoc, so the more thinly we sliced the buckets, the larger number of buckets and consequently, the more “missing” observations we would have. Using 5 buckets yielded substantial proportions of wave-by-wave missingness, given that...
participants averaged 2.10 responses over the course of follow-up, with only 9% of participants completing assessments at 3 or more waves. Missingness driven purely by design decisions and not participant characteristics meets criteria for missing at random. We used maximum likelihood estimation with robust standard errors, which produces unbiased estimates under conditions of missing at random, meaning that estimates are unbiased if missingness is either random or related only to variables that are included in the model.

The second mechanism was driven by the number of observations from each participant. The possibility that participants who provided more observations might have different characteristics than those who provided fewer data points could potentially bias estimates. To assess this mechanism, we dummy coded the number of assessments completed by each participant into 2 groups, participants with 2 versus participants with 3+ assessments, and compared them using logistic regression. We included all demographic and predictor variables in the study as covariates. We performed the analysis on the overall number of time points, and because it was possible that risk factors influenced the timing of completing an HRA, we also performed it wave-by-wave. By explicitly modeling this missingness mechanism, we could then include any significant predictors in the final model that determined class structure. By incorporating this information related to missingness in the model, maximum likelihood estimation would ensure estimates were unbiased by the mechanisms we identified.

The third issue was missing individual predictor variables. The proportion of this missingness was generally low, with the three largest proportions being hours of sleep (12.89%, 2961/22,968), physical activity (10.14%, 2328/22,968), and alcohol use (5.29%, 1214/22,968). Because these variables were exogenous, the maximum likelihood estimator did not contribute to their estimation. We generated 10 multiply imputed datasets (imputing only the X variables) using information from all study variables.

All analyses were conducted in Mplus 7.3 (Muthen & Muthen) [25].

**Results**

**Baseline Comparisons**

We compared individuals included and excluded from the study on baseline variables. Due to the large sample size, many statistically significant differences emerged, but all effect sizes were below the cutoff traditionally deemed a "very small effect" ($d=0.10$). The largest differences were the following: Individuals in the excluded group had higher depression scores at baseline (Cohen $d=0.08$), lower alcohol use ($d=0.08$), and higher health quality ($d=0.04$). Individuals included in the study were somewhat more likely to be married (65.57% vs 61.89%). Broadly, these suggest that individuals completing more HRAs had slightly poorer health and more health risk factors. Because all variables were included in the final model, these between-group differences did not bias model estimates.

**Class Enumeration**

We found a 5-class model to provide the best blend of fit, parsimony, and interpretability. Fit statistics are presented in Table 2. We explored freeing within-class intercept and slope variances, but freeing either resulted in empirical under-identification and/or unstable solutions. Even across many random starts that used information from previous models to aid in convergence, likelihood values did not replicate, suggesting that the freeloading factor loadings consumed much of the variability within these data. Therefore, we only included models in the class enumeration process where within-class variances were fixed at 0. Fit improved at each model tested through 6 classes, and the 7-class model did not generate a stable solution. All fit criteria clearly favored the 5-class model over the 4-class model. Although the 6-class model had incrementally better fit than the 5-class model—and likelihood ratio tests also favored the 6-class model—the decreases in the BIC, CAIC, and approximate weight of evidence (lower values imply better fit) were markedly lower than between the 4- and 5-class models, suggesting the additive explanatory power of the sixth class was low. This 6-class model also showed evidence of class splitting, meaning that one class from the 5-class model was split into two qualitatively similar classes in the 6-class model. Additionally, only a very small proportion of likelihood values replicated, decreasing our confidence in the validity of the 6-class model. For this reason, we did not include it as a finalist in our candidate models or calculate any of the Bayesian statistics for comparative fit. We used the approximate correct model probability ($cmP^*$), which is an approximation that a given model is correct out of a set of observed models, to compare the 4 and 5-class models; along with the other fit statistics, it strongly favored the 5-class model. Entropy for the 5-class model was .95, meaning the posterior classification of individuals into latent classes was fairly precise with individuals relatively cleanly separated between classes.
Table 2. Fit statistics for growth mixture models.

<table>
<thead>
<tr>
<th>Model</th>
<th># parameters</th>
<th>Loglikelihood</th>
<th>BIC^a</th>
<th>CAIC^b</th>
<th>AWE^c</th>
<th>Bayes factor (k vs k +1)</th>
<th>cmP_A^d</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-class</td>
<td>8</td>
<td>−36,256</td>
<td>72,593</td>
<td>72,601</td>
<td>72,697</td>
<td>&lt;.01</td>
<td>–</td>
</tr>
<tr>
<td>2-class</td>
<td>14</td>
<td>−37,384</td>
<td>74,909</td>
<td>74,923</td>
<td>75,092</td>
<td>&lt;.01</td>
<td>–</td>
</tr>
<tr>
<td>3-class</td>
<td>20</td>
<td>−35,123</td>
<td>70,448</td>
<td>70,468</td>
<td>70,709</td>
<td>&lt;.01</td>
<td>–</td>
</tr>
<tr>
<td>4-class</td>
<td>26</td>
<td>−34,386</td>
<td>69,033</td>
<td>69,059</td>
<td>69,372</td>
<td>&lt;.01</td>
<td>0</td>
</tr>
<tr>
<td>5-class</td>
<td>32</td>
<td>−33,424</td>
<td>67,170</td>
<td>67,202</td>
<td>67,587</td>
<td>–</td>
<td>1</td>
</tr>
<tr>
<td>6-class</td>
<td>38</td>
<td>−32,975</td>
<td>66,332</td>
<td>66,370</td>
<td>66,828</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>7-class</td>
<td>Empirically underidentified</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

^aBIC: Bayesian information criterion.
^bCAIC: consistent Akaike information criterion.
^cAWE: approximate weight of evidence.
^dcmP_A: Probability that model is true among set of all models being compared.

The intercept was not constrained to 0 in the 1 class model, allowing it to serve as a better benchmark. Values for the Lo-Mendell-Rubin and Bootstrapped Lo-Mendell-Rubin likelihood ratio tests are not included because they were all significant at P<.001 and not useful in distinguishing between models.

Table 3. Parameters for 5-class growth mixture model. The class proportions are based on model-estimated data, and differ slightly than those based on modal class assignment.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Minimal (63.66%)</th>
<th>Low risk (18.65%)</th>
<th>Deteriorating (4.69%)</th>
<th>Remitting (8.05%)</th>
<th>Chronic (4.96%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>−51.05</td>
<td>−38.14</td>
<td>−42.31</td>
<td>−30.35</td>
<td>−27.64</td>
</tr>
<tr>
<td>Slope</td>
<td>6.12</td>
<td>−5.14</td>
<td>12.56</td>
<td>−12.63</td>
<td>−0.98</td>
</tr>
<tr>
<td>Factor loadings</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>0.00^a</td>
<td>0.00^a</td>
<td>0.00^a</td>
<td>0.00^a</td>
<td>0.00^a</td>
</tr>
<tr>
<td>0.5-3 months</td>
<td>−14.61</td>
<td>0.36</td>
<td>0.35</td>
<td>0.07</td>
<td>−1.51</td>
</tr>
<tr>
<td>3-6 months</td>
<td>−16.52</td>
<td>0.26</td>
<td>0.90^b</td>
<td>0.08</td>
<td>−1.24</td>
</tr>
<tr>
<td>6-9 months</td>
<td>0.73</td>
<td>0.70</td>
<td>0.54</td>
<td>0.18</td>
<td>−1.17</td>
</tr>
<tr>
<td>9-15 months</td>
<td>1.00^a</td>
<td>1.00^a</td>
<td>1.00^a</td>
<td>1.00^a</td>
<td>1.00^a</td>
</tr>
<tr>
<td>Thresholds</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimal</td>
<td>−43.01</td>
<td>All thresholds constrained constant across classes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subthreshold</td>
<td>−35.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moderate</td>
<td>−27.90</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Severe</td>
<td>−</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

^aDenotes parameters constrained constant across latent classes.
^bThis parameter is significant at P=.02. All other parameters are significant at P<.001.

The 5-class solution consisted of a “minimal depression” class (63.66%) whose scores were low and consistent across all time waves, a “low risk” class (18.65%) whose condition remained subthreshold across time, a “deteriorating” class (4.69%) who began at subthreshold but approached severe depression by the end of the study, a “chronic” class (4.96%) who remained highly depressed across the whole study, and a “remitting” class (8.05%) who had moderate depression to start, but crossed the threshold into minimal depression by the end of the follow-up period. Growth parameters are presented in Table 3 and latent trajectory classes are graphically depicted in Figure 1. Note that an ordinal logistic model is used, so the table and figure contain thresholds where the continuous latent variable is cut into each category of depression; the thresholds themselves are not otherwise interpreted.
Predictors and Consequences of Latent Class Membership

All continuous candidate predictor variables are listed in Table 4, with means and standard deviations broken out by modal class assignment, which refers to the most likely class assignment for each individual. Table 5 lists all categorical candidate predictor variables and relative percentages within each class assignment. Because Tables 4 and 5 are broken out by modal class assignment, the sample proportions of class membership differ slightly from the model based estimates (Table 3, Figure 1).

Table 4. Descriptive statistics for continuous predictor variables by modal class assignment.

<table>
<thead>
<tr>
<th>Continuous variables</th>
<th>Full sample N=22,963</th>
<th>Minimal n=14,676</th>
<th>Low-risk n=4568</th>
<th>Deteriorating n=705</th>
<th>Remitting n=1933</th>
<th>Chronic n=1081</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>Mean (SD)</td>
<td>Mean</td>
<td>Mean</td>
<td>Mean</td>
<td>Mean</td>
<td>Mean</td>
</tr>
<tr>
<td>45.84 (11.72)</td>
<td>47.09</td>
<td>44.22</td>
<td>41.43</td>
<td>43.72</td>
<td>42.44</td>
<td></td>
</tr>
<tr>
<td>Life quality</td>
<td>2.87 (0.79)</td>
<td>3.04</td>
<td>2.69</td>
<td>2.72</td>
<td>2.4</td>
<td>2.09</td>
</tr>
<tr>
<td>Health quality</td>
<td>2.63 (0.83)</td>
<td>2.81</td>
<td>2.45</td>
<td>2.47</td>
<td>2.17</td>
<td>1.92</td>
</tr>
<tr>
<td>Sleep quality</td>
<td>6.8 (2.14)</td>
<td>7.44</td>
<td>5.98</td>
<td>6.29</td>
<td>5.24</td>
<td>4.61</td>
</tr>
<tr>
<td>Sleep hours</td>
<td>7.07 (1.21)</td>
<td>7.24</td>
<td>6.84</td>
<td>6.94</td>
<td>6.67</td>
<td>6.51</td>
</tr>
<tr>
<td>Stress</td>
<td>4.04 (1.06)</td>
<td>3.92</td>
<td>4.12</td>
<td>4.14</td>
<td>4.4</td>
<td>4.61</td>
</tr>
<tr>
<td>Alcohol use</td>
<td>9.5 (1.34)</td>
<td>9.60</td>
<td>9.39</td>
<td>9.35</td>
<td>9.21</td>
<td>9.16</td>
</tr>
<tr>
<td>Physical activity</td>
<td>0.88 (0.32)</td>
<td>0.91</td>
<td>0.86</td>
<td>0.89</td>
<td>0.81</td>
<td>0.80</td>
</tr>
</tbody>
</table>

aClass n’s are based on modal class assignment and differ slightly from the model-estimated class proportions presented in Table 3.

bSD: standard deviation.
Table 5. Descriptive statistics for categorical predictor variables by modal class assignment.

<table>
<thead>
<tr>
<th>Categorical variables</th>
<th>Full sample N=22,963</th>
<th>Minimal n=14,676</th>
<th>Low risk n=4568</th>
<th>Deteriorating n=705</th>
<th>Remitting n=1933</th>
<th>Chronic n=1081</th>
</tr>
</thead>
<tbody>
<tr>
<td>% (n/N)</td>
<td>% (n/N)</td>
<td>% (n/N)</td>
<td>% (n/N)</td>
<td>% (n/N)</td>
<td>% (n/N)</td>
<td>% (n/N)</td>
</tr>
<tr>
<td><strong>Depression</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimal</td>
<td>65.28 (14,959/22,914)</td>
<td>100 (14,638/14,638)</td>
<td>0.02 (1/4560)</td>
<td>45.3 (319/705)</td>
<td>0.05 (1/1932)</td>
<td>0 (0/1079)</td>
</tr>
<tr>
<td>Subthreshold</td>
<td>21.02 (4817/22,914)</td>
<td>0 (0/14,638)</td>
<td>96.97 (4422/4560)</td>
<td>54.8 (386/705)</td>
<td>0.21 (4/1932)</td>
<td>0.46 (5/1079)</td>
</tr>
<tr>
<td>Moderate</td>
<td>10.22 (2341/22,914)</td>
<td>0 (0/14,638)</td>
<td>2.83 (129/4560)</td>
<td>0 (0/705)</td>
<td>91.67 (1771/1932)</td>
<td>40.87 (441/1079)</td>
</tr>
<tr>
<td>Severe</td>
<td>3.48 (797/22,914)</td>
<td>0 (0/14,638)</td>
<td>0.18 (8/4560)</td>
<td>0 (0/705)</td>
<td>8.07 (156/1932)</td>
<td>58.67 (633/1079)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>66.95 (15,337/22,907)</td>
<td>63.39 (9276/14,634)</td>
<td>70.12 (3196/4558)</td>
<td>74.9 (528/705)</td>
<td>76.85 (1484/1931)</td>
<td>79.05 (853/1079)</td>
</tr>
<tr>
<td>Male</td>
<td>33.05 (7570/22,907)</td>
<td>36.61 (5358/14,634)</td>
<td>29.88 (1362/4558)</td>
<td>25.1 (177/705)</td>
<td>23.15 (447/1931)</td>
<td>20.95 (226/1079)</td>
</tr>
<tr>
<td><strong>Relationship status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>12.54 (2917/23,268)</td>
<td>10.76 (1598/14,857)</td>
<td>14.9 (692/4645)</td>
<td>14.6 (104/712)</td>
<td>17.19 (337/1961)</td>
<td>17.02 (186/1093)</td>
</tr>
<tr>
<td>Dating</td>
<td>5.42 (1261/23,268)</td>
<td>4.78 (710/14,857)</td>
<td>6.29 (292/4645)</td>
<td>8.6 (61/712)</td>
<td>6.43 (126/1961)</td>
<td>6.59 (72/1093)</td>
</tr>
<tr>
<td>Married</td>
<td>64.71 (15,056/23,268)</td>
<td>68.45 (10,170/14,857)</td>
<td>59.74 (2775/4645)</td>
<td>59.4 (423/712)</td>
<td>55.74 (1093/1961)</td>
<td>54.44 (595/1093)</td>
</tr>
<tr>
<td>Widowed</td>
<td>1.91 (445/23,268)</td>
<td>1.78 (264/14,857)</td>
<td>2.17 (101/4645)</td>
<td>1.1 (8/712)</td>
<td>2.65 (52/1961)</td>
<td>1.83 (20/1093)</td>
</tr>
<tr>
<td>Pregnant</td>
<td>1.33 (305/22,914)</td>
<td>1.24 (181/14,638)</td>
<td>1.69 (77/4645)</td>
<td>1.0 (7/705)</td>
<td>1.45 (28/1932)</td>
<td>1.11 (12/1079)</td>
</tr>
<tr>
<td><strong>Lives with others</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lives alone</td>
<td>12.47 (2863/22,963)</td>
<td>11.6 (1702/14,676)</td>
<td>13.22 (604/4568)</td>
<td>13.6 (96/705)</td>
<td>15.26 (295/1933)</td>
<td>15.36 (166/1081)</td>
</tr>
<tr>
<td>Child 0-2</td>
<td>6.65 (1527/22,963)</td>
<td>6.22 (913/14,676)</td>
<td>7.6 (347/4568)</td>
<td>9.7 (68/705)</td>
<td>6.88 (133/1933)</td>
<td>6.11 (66/1081)</td>
</tr>
<tr>
<td>Child 2-12</td>
<td>26.6 (6109/22,963)</td>
<td>24.75 (3633/14,676)</td>
<td>28.26 (1291/4568)</td>
<td>36.0 (254/705)</td>
<td>29.9 (578/1933)</td>
<td>32.65 (335/1081)</td>
</tr>
<tr>
<td>Child 12-18</td>
<td>20.32 (4666/22,963)</td>
<td>19.34 (2838/14,676)</td>
<td>22.2 (1014/4568)</td>
<td>24.5 (173/705)</td>
<td>20.23 (391/1933)</td>
<td>23.13 (250/1081)</td>
</tr>
<tr>
<td>Adult</td>
<td>74.59 (17,128/22,963)</td>
<td>76.49 (11,225/14,676)</td>
<td>72.66 (3319/4568)</td>
<td>70.5 (497/705)</td>
<td>69.99 (1353/1933)</td>
<td>67.9 (734/1081)</td>
</tr>
<tr>
<td><strong>Weight</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Healthy or underweight</td>
<td>33.33 (7654/22,963)</td>
<td>35.45 (5203/14,676)</td>
<td>31.61 (1444/4568)</td>
<td>30.2 (213/705)</td>
<td>27.06 (523/1933)</td>
<td>25.07 (271/1081)</td>
</tr>
<tr>
<td>Overweight</td>
<td>32.27 (7410/22,963)</td>
<td>33.78 (4958/14,676)</td>
<td>30.58 (1397/4568)</td>
<td>28.7 (202/705)</td>
<td>29.85 (577/1933)</td>
<td>25.53 (276/1081)</td>
</tr>
<tr>
<td>Obese</td>
<td>27.84 (6393/22,963)</td>
<td>25.78 (3783/14,676)</td>
<td>29.93 (1367/4568)</td>
<td>31.2 (220/705)</td>
<td>32.07 (620/1933)</td>
<td>37.28 (403/1081)</td>
</tr>
<tr>
<td>Extremely obese</td>
<td>6.56 (1506/22,963)</td>
<td>4.99 (732/14,676)</td>
<td>7.88 (360/4568)</td>
<td>9.9 (70/705)</td>
<td>11.02 (213/1933)</td>
<td>12.12 (131/1081)</td>
</tr>
<tr>
<td><strong>In treatment for depression</strong></td>
<td>9.01 (2069/22,963)</td>
<td>4.57 (671/14,676)</td>
<td>11.01 (503/4568)</td>
<td>16.3 (115/705)</td>
<td>19.76 (382/1933)</td>
<td>36.82 (398/1081)</td>
</tr>
</tbody>
</table>

aA minimal proportion of individuals reported underweight body mass index (BMI) in this sample.
After examining the class structure, we were interested in predictors that differentiated the low risk from the deteriorating class, or the remitting from the chronic class. Table 5 presents log odds and odds ratios from the final model, using the minimal depression class as the reference group. It also includes contrasts of interest between the low risk and deteriorating classes, as well as the chronic and remitting classes. The following variables were screened out of the final prediction model because they did not meet our criteria for distinguishing between either set of classes: living with others, weight, relationship status, being pregnant, alcohol use, and physical activity.
Table 6. Predictors and consequences of class membership with selected between-class contrasts.

<table>
<thead>
<tr>
<th>Predictor variables by class</th>
<th>Referent class=minimal</th>
<th>Referent class=Low-risk</th>
<th>Referent class=remitting</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Log odds</td>
<td>P</td>
<td>Odds ratio</td>
</tr>
<tr>
<td><strong>Low-risk class</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>−0.03</td>
<td>&lt;.001</td>
<td>0.97</td>
</tr>
<tr>
<td>Male</td>
<td>−0.23</td>
<td>&lt;.001</td>
<td>0.79</td>
</tr>
<tr>
<td>Sleep quality</td>
<td>−0.67</td>
<td>&lt;.001</td>
<td>0.51</td>
</tr>
<tr>
<td>Sleep hours</td>
<td>−0.10</td>
<td>&lt;.001</td>
<td>0.91</td>
</tr>
<tr>
<td>Stress</td>
<td>0.20</td>
<td>&lt;.001</td>
<td>1.22</td>
</tr>
<tr>
<td>Life quality</td>
<td>−0.31</td>
<td>&lt;.001</td>
<td>0.73</td>
</tr>
<tr>
<td>Health quality</td>
<td>−0.13</td>
<td>&lt;.001</td>
<td>0.88</td>
</tr>
<tr>
<td>Treatment</td>
<td>0.57</td>
<td>&lt;.001</td>
<td>0.57</td>
</tr>
<tr>
<td>Distal outcome: WPAI</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mdiff=1.98, P&lt;.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Deteriorating class</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>−0.05</td>
<td>&lt;.001</td>
<td>0.95</td>
</tr>
<tr>
<td>Male</td>
<td>−0.49</td>
<td>&lt;.001</td>
<td>0.61</td>
</tr>
<tr>
<td>Sleep quality</td>
<td>−0.51</td>
<td>&lt;.001</td>
<td>0.41</td>
</tr>
<tr>
<td>Sleep hours</td>
<td>−0.09</td>
<td>.03</td>
<td>0.92</td>
</tr>
<tr>
<td>Stress</td>
<td>0.22</td>
<td>&lt;.001</td>
<td>1.25</td>
</tr>
<tr>
<td>Life quality</td>
<td>−0.30</td>
<td>&lt;.001</td>
<td>0.74</td>
</tr>
<tr>
<td>Health quality</td>
<td>−0.15</td>
<td>&lt;.001</td>
<td>0.86</td>
</tr>
<tr>
<td>Treatment</td>
<td>1.29</td>
<td>&lt;.001</td>
<td>3.64</td>
</tr>
<tr>
<td>Distal outcome: WPAI</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mdiff=57.25, P&lt;.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Remitting class</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>−0.04</td>
<td>&lt;.001</td>
<td>0.96</td>
</tr>
<tr>
<td>Male</td>
<td>−0.55</td>
<td>&lt;.001</td>
<td>0.58</td>
</tr>
<tr>
<td>Sleep quality</td>
<td>−0.90</td>
<td>&lt;.001</td>
<td>0.41</td>
</tr>
<tr>
<td>Sleep hours</td>
<td>−0.12</td>
<td>&lt;.001</td>
<td>0.88</td>
</tr>
<tr>
<td>Stress</td>
<td>0.43</td>
<td>&lt;.001</td>
<td>1.53</td>
</tr>
<tr>
<td>Life quality</td>
<td>−0.57</td>
<td>&lt;.001</td>
<td>0.57</td>
</tr>
<tr>
<td>Health quality</td>
<td>−0.28</td>
<td>&lt;.001</td>
<td>0.76</td>
</tr>
<tr>
<td>Treatment</td>
<td>1.32</td>
<td>&lt;.001</td>
<td>3.73</td>
</tr>
<tr>
<td>Distal outcome: WPAI</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mdiff=3.59, P&lt;.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Chronic class</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>−0.06</td>
<td>&lt;.001</td>
<td>0.94</td>
</tr>
<tr>
<td>Male</td>
<td>−0.58</td>
<td>&lt;.001</td>
<td>0.56</td>
</tr>
<tr>
<td>Sleep quality</td>
<td>−1.12</td>
<td>&lt;.001</td>
<td>0.33</td>
</tr>
<tr>
<td>Sleep hours</td>
<td>−0.14</td>
<td>&lt;.001</td>
<td>0.87</td>
</tr>
<tr>
<td>Stress</td>
<td>0.55</td>
<td>&lt;.001</td>
<td>1.73</td>
</tr>
<tr>
<td>Life quality</td>
<td>−0.94</td>
<td>&lt;.001</td>
<td>0.39</td>
</tr>
<tr>
<td>Health quality</td>
<td>−0.30</td>
<td>&lt;.001</td>
<td>0.74</td>
</tr>
</tbody>
</table>
To aid interpretation, sleep quality, stress, life quality, and health quality were divided by their baseline standard deviation, meaning the respective odds ratio are commensurate with a 1 standard deviation increase in those predictors.

WPAI: workplace productivity impairment.
Mdiff: mean differences between classes at final time point.

**Low Risk Versus Deteriorating Class**

Individuals who were older or male had lower odds of being in the deteriorating class as compared with the low risk class. Counterintuitively, better sleep quality was associated with greater odds of being in the deteriorating class. Individuals actively receiving treatment for depression or bipolar disorder were more likely to be in the deteriorating class. At the end of follow-up, those in the deteriorating class had much higher productivity impairment (Cohen \(d=3.37\)) than those in the low risk class.

**Severe Versus Remitting Class**

Age appeared to be a protective factor, with older individuals more likely to be in the remitting class than their younger counterparts. Higher stress levels and lower baseline sleep quality and life quality were all associated with a greater chance of being in the chronic class as compared with the remitting class. Hours of sleep was a significant predictor when examined on its own, but became nonsignificant when including sleep quality in the model. By the end of follow-up, individuals in the remitting class had moderately lower productivity impairment than those in the chronic class (\(d=2.58\)).

**All Classes Versus Minimal Depression Class**

All variables were statistically significant in differentiating the other four classes from the minimal depression class. Individuals engaged in treatment and individuals with higher stress levels were less likely to be in the minimal class than all other classes, whereas increases in age, sleep quality, sleep hours, life quality, and health quality, as well as being male, were associated with an increased likelihood of being in the minimal class as compared with all other classes. Those in the minimal class had lower impairment scores at the end of follow-up than all other classes.

Most notably, however, individuals in the deteriorating group had much greater impairments in functioning as compared with those in the chronic group (\(d=2.72, \ P<.001\)), despite finishing the study at the same average level of depression.

**Sensitivity and Missing Data Analyses**

A binary logistic regression indicated that the following study variables were related to number of assessments over and above the effect of depression: age, health quality, gender, weight, and physical activity. We performed a sensitivity analysis on our latent class structure by regressing latent classes directly on these predictors, in order for the predictors to contribute to maximum likelihood estimates of the class structure and growth trajectories. By including them in the model, maximum likelihood estimation guarantees estimates unbiased by missingness related to these variables. We found the class structure to be substantively the same and class sizes to be nearly identical, with estimated class proportions identical to the second or third decimal places for all classes, indicating the main analyses were not meaningfully biased by missingness mechanisms related to these variables.

**Sensitivity Analyses**

We were surprised by the finding that higher sleep quality was associated with greater odds of being in the deteriorating versus low risk class and speculated that it might be driven by intercept differences, because the low risk class had a marginally larger proportion of individuals in the subthreshold category of depression than did the deteriorating class. We ran a model that controlled for this by regressing intercepts on sleep quality while also including sleep quality as a predictor of class membership. The findings were substantively the same, suggesting that sleep quality differentiated meaningfully between the two classes on both their intercept and slope components.

We conducted several post hoc analyses to examine whether the effect of age on class membership was curvilinear; it was not.

**Discussion**

**Trajectories**

The first objective of this study was to determine whether longitudinal HRA data would reveal trajectories of depressive symptomatology comparable to those found in research conducted with other populations. The trajectories identified were consistent with existing trends in the literature, but the percentages of participants in each trajectory were somewhat different than those obtained in other studies, a pattern in the previous literature described in the introduction.

As in other studies, most participants did not experience significant depressive symptomatology (“minimal depression”) [7].

Among those manifesting clinical levels of distress, there was a group whose symptomatology continued throughout the study period (“severe”), whereas another segment showed markedly few symptoms over time (“remitters”). These two trajectories replicated chronic and episodic patterns of depressive symptoms observed in studies conducted in clinical settings [5,7,9].

This study revealed that there was a group of HRA participants with subthreshold symptomatology who progressed to greater levels of distress over time (“deteriorating”), mirroring other

<table>
<thead>
<tr>
<th>Predictor variables by class</th>
<th>Referent class=minimal</th>
<th>Referent class=Low-risk</th>
<th>Referent class=remitting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment</td>
<td>2.14 ( P&lt;.001)</td>
<td>8.49</td>
<td>0.82 ( P&lt;.001)</td>
</tr>
<tr>
<td>Distal outcome: WPAI</td>
<td>Mdiff=12.70, ( P&lt;.001)</td>
<td></td>
<td>Mdiff=9.11, ( P&lt;.001)</td>
</tr>
</tbody>
</table>

\(c\)
studies that found a similar pattern of deterioration among individuals with subsyndromal symptoms [4,7,9]. It was noteworthy that although the individuals in the deteriorating group finished the study at the same average level of depression as the chronic group, they had much greater productivity impairment, suggesting that their symptoms had greater impact on daily functioning.

**Predictors**

The second objective of the study was to determine whether typical HRA variables would yield predictors associated with the trajectories we observed. The results did identify some key predictors: Some seemed to reflect existing trends in the literature, whereas others did not.

Among those with subthreshold symptoms, individuals who were male and older were less likely to show symptom deterioration, whereas current depression treatment and surprisingly, sleep quality were associated with increased probability of membership in the “deteriorating” class as compared with the “low risk” class. Prior longitudinal research found a U-shaped pattern of depressive symptoms among age cohorts, starting with higher rates among young adults, decreasing during middle age, then increasing in old age [26]. Women reported greater distress in young adulthood, but the gender gap narrowed in old age [26]. Neither of these patterns was observed in our sample.

The fact that participants with subthreshold symptoms who were in treatment were more likely to be members of the “deteriorating” class may reflect several different scenarios, including the possibility that these individuals were experiencing progressively greater difficulty in daily functioning than their peers with comparable levels of symptomatology or had experienced prior depressive episodes, and therefore were more likely to seek treatment. A previous study of participants in the HealthMedia SUCCEED HRA used in this research found that those who were currently receiving depression treatment showed greater functional impairment than those with high levels of depressive symptomatology who were not receiving services [27].

The finding that higher sleep quality was associated with deterioration among participants with subthreshold symptomatology seems counterintuitive, as sleep problems play such a significant role in the clinical course of depression [28,29]. However, various studies indicate that sleeping is a commonly used coping strategy for stress reactions and [28,29]. However, various studies indicate that sleeping is a commonly used coping strategy for stress reactions and [28,29]. However, various studies indicate that sleeping is a commonly used coping strategy for stress reactions and depressive symptomatology who were not receiving services [27].

The finding that higher sleep quality was associated with deterioration among participants with subthreshold symptomatology seems counterintuitive, as sleep problems play such a significant role in the clinical course of depression [28,29]. However, various studies indicate that sleeping is a commonly used coping strategy for stress reactions and depressive symptomatology who were not receiving services [27].

Among participants with more significant symptomatology at the outset, those in the “severe” class tended to be younger than their counterparts in the “remitting” class. Lower baseline sleep quality and quality of life, as well as stress level were all predictive of membership in the “severe” class, results that were consistent with prior findings on the connections between those variables and both the severity and clinical course of depression [28,29,32,33].

**Recommendations**

The third objective of the study was to determine whether we could make meaningful recommendations for population health management, applicable to HRA participants, based on the predictors we identified. Below we offer several recommendations intended to build on and extend the results of this study:

Nearly a quarter of the population in this study experienced subthreshold depressive symptoms at baseline, and 1 in 5 of them deteriorated during succeeding years, to the point where their level of symptomatology was comparable to the chronic group, experiencing a much greater level of functional impairment at follow-up than those with chronic symptoms. Although this study did find variables that differentiated the “deteriorating” participants from those whose symptoms remained at subthreshold levels, additional research is needed before translating those results into meaningful intervention strategies for these individuals.

There is a need for further data on the convergent validity of depression scales as used in HRAs. Although high level of productivity impairment in the “deteriorating” class supports the belief that these individuals need preventative services, it would be helpful to know more about the clinical accuracy of the depression screening scores. How well do high-risk scores correlate with diagnostic judgments and needs assessments rendered by trained clinicians? Are there additional predictor variables that distinguish individuals in the “deteriorating” and “chronic” classes truly suffering from clinical levels of depressive symptoms from those who are not?

This study used data from an HRA that was administered almost exclusively via desktop computers, mostly before the implementation of the Affordable Care Act (ACA). However, HRAs are increasingly moving to mobile platforms [34] (Multimedia Appendix 2), which may well affect the psychometric properties of existing screening tools, or require shorter instruments such as the Patient Health Questionnaire-2 (PHQ-2). Use of a mobile platform may attract different demographic groups, resulting in younger and more diverse HRA populations. Changes in commercial health plan demographics have already occurred because of ACA implementation [35]: How those changes affect the profile of typical HRA participants will need to be determined.

Results of this study support the notion that mass HRA screenings conducted by health plans and employers can flag depression risk among segments of the population (eg, those who are younger or healthier) who may not be routinely screened in traditional health care settings. Health plans and employers could conduct further research on depressive symptoms among HRA participants:

They can test and refine models for predicting membership in the “chronic” and “deteriorating” classes. For example, the results of this study suggest that asking participants with
subthreshold depressive symptoms if they are using sleep as a coping strategy may increase our ability to identify those who symptoms are likely to worsen over time. Below we discuss other variables that might increase predictive power if they were included in future HRAs.

It concerned us that relatively small numbers of participants were receiving treatment for depression, even among the most highly symptomatic individuals. However, as the predictive models are refined, they should provide an opportunity for health plans and employers to test more aggressive outreach strategies (e.g., outbound telephone contact) for HRA participants who are likely to belong to the “severe” and “deteriorating” classes (e.g., younger participants, and those who manifest poor sleep quality, low quality of life, and/or high stress levels), to increase participation in whatever treatment services are available.

Those who design HRAs may want to include new variables that might provide more insight into the factors influencing class membership, especially those associated with chronic depressive symptoms and exacerbations in subthreshold symptomatology. HRA questions have traditionally focused on modifiable health risks [27], such as physical activity, nutrition, but typically have not assessed psychological variables known to increase vulnerability to depression, such as cognitive style or history of emotional maltreatment [36]. Moreover, HRA items have not usually evaluated protective factors that might reduce risk such as community involvement. However, as HRAs evolve, they are increasingly covering new areas such as mindfulness, vitality, and sense of mission or purpose, that might enable us to gain greater insight into the factors that decrease susceptibility to chronicity or deterioration [34] (Multimedia Appendix 2).

**Limitations**

The HRA participants were typically incentivized by their employers to take the assessment. Since participation rates varied widely across employers and health plans using the HRA, self-selection bias undoubtedly plays some role in this sample. The participants tend to be younger and better educated than typical US health plan members [35], and they may well be more interested in their health. As noted earlier, some results were probably affected by the dearth of elderly participants in our sample. However, because millions of people now take HRAs every year, we believe that this continues to be a population worthy of study. As noted above, shifts in technology platforms and health plan demographics will require additional research in order for predictive studies to have any value in the future.

This study utilized only self-report measures, and the results are subject to all the limitations associated with them, especially regarding the depression measure. As discussed earlier, without diagnostic interviews, we have no way of determining the relative probabilities of false positives and false negatives yielded by using this version of the CES-D with this population. Lastly, as noted above, since the HRA focused extensively on modifiable health risks, we perhaps missed opportunities to gain greater insight into protective factors or psychological variables that increase vulnerability to depressive symptomatology, and help us better understand determinants of class membership.
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Abstract

Background: Wearable devices are gaining increasing market attention; however, the monitoring accuracy and consistency of the devices remains unknown.

Objective: The purpose of this study was to assess the consistency of the monitoring measurements of the latest wearable devices in the state of normal activities to provide advice to the industry and support to consumers in making purchasing choices.

Methods: Ten pieces of representative wearable devices (2 smart watches, 4 smart bracelets of Chinese brands or foreign brands, and 4 mobile phone apps) were selected, and 5 subjects were employed to simultaneously use all the devices and the apps. From these devices, intact health monitoring data were acquired for 5 consecutive days and analyzed on the degree of differences and the relationships of the monitoring measurements by the different devices.

Results: The daily measurements by the different devices fluctuated greatly, and the coefficient of variation (CV) fluctuated in the range of 2-38% for the number of steps, 5-30% for distance, 19-112% for activity duration, 1-17% for total energy expenditure (EE), 22-100% for activity EE, 2-44% for sleep duration, and 35-117% for deep sleep duration. After integrating the measurement data of 25 days among the devices, the measurements of the number of steps (intraclass correlation coefficient, ICC=.89) and distance (ICC=.84) displayed excellent consistencies, followed by those of activity duration (ICC=.59) and the total EE (ICC=.59) and activity EE (ICC=.57). However, the measurements for sleep duration (ICC=.30) and deep sleep duration (ICC=.27) were poor. For most devices, there was a strong correlation between the number of steps and distance measurements ($R^2>.95$), and for some devices, there was a strong correlation between activity duration measurements and EE measurements ($R^2>.7$). A strong correlation was observed in the measurements of steps, distance and EE from smart watches and mobile phones of the same brand, Apple or Samsung ($r>.88$).

Conclusions: Although wearable devices are developing rapidly, the current mainstream devices are only reliable in measuring the number of steps and distance, which can be used as health assessment indicators. However, the measurement consistencies of activity duration, EE, sleep quality, and so on, are still inadequate, which require further investigation and improved algorithms.

doi:10.2196/jmir.6874
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**Introduction**

**Importance of Monitoring Physical Activities**

The amount and patterns of physical activity are closely related to health status and the rehabilitation of chronic conditions. Pedometers have a significant effect on promoting physical exercise. Being sedentary is a significant risk factor for chronic conditions; independent of physical activity and other potential confounders, it is significantly associated with the development of diabetes and other chronic conditions [1]. The longer the daily sedentary time is, the higher the risk of all-cause mortality [2]. The level of activity can be determined by the number of steps per day—5000 steps per day suggest a sedentary state, whereas 10,000 steps per day suggest an active state [3]. For healthy people, increasing the number of steps reduces the risk of death [4]. For patients with chronic conditions, increased activity shows a significant rehabilitation value; for example, middle-aged diabetic patients significantly improved their insulin sensitivity by increasing the number of steps per day during a 5-year follow-up period [5]. However, studies found that elderly populations with a high incidence of chronic conditions often overestimated their physical activity compared with the actual measurement [6]; in this regard, a pedometer can accurately estimate the amount of activity to prompt the user to engage in more physical activities and significantly lower their body mass index (BMI) and blood pressure [7]. The physical activities promoted by a pedometer have been mainly based on the social cognitive theory, self-efficacy theory, and cross-theoretical model, and it was revealed that the outcome of increased physical activity has been achieved by adopting strategies such as setting goals and participating in group activities, and so on [8].

**Importance of Wearable Devices**

Wearable devices have richer functions than traditional pedometers and can monitor more health indicators than pedometers do and are gradually replacing traditional pedometers. Supported by a variety of sensors and the increasing computing power, they also have other health monitoring functions [9,10]. Wearable devices for everyday health monitoring are also called “fitness trackers”. Currently, sensors in fitness trackers include three-axis accelerometers, three-axis gyroscopes, three-axis magnetic sensors, optical heart rate sensors, altimeters, ambient light sensors, temperature sensors, bioelectrical impedance sensors, and capacitive sensors. The basic mechanism of the step-counting function is that the acceleration values on 3 orthogonal axes are acquired, from which the secondary wave peaks are monitored after the waves are filtered, and the number of peaks is the number of steps [11]. Compared with traditional physical measurement measures, wearable devices reduce wear discomfort, provide appropriate interactions to facilitate habit development, and capture users’ continuous movement and health data so that the fluctuating trends of users’ health characteristics are better portrayed and potential health risks are spotted in a timely manner [12,13].

**Performance of Current Wearable Devices**

Wearable devices are gaining increasing market attention, but the accuracy and reliability of the monitoring of the devices remains inadequate. On one hand, the number of steps, distance, and energy expenditure (EE) have been accurately calculated in a laboratory setting. For example, Takacs et al [14] evaluated the accuracies of the number of steps and speed measurements of 30 subjects wearing multiple Fitbit Ones (Fitbit Inc) under different intensities of physical activity and found that the measurement of the number of steps was reliable and valid (ICC > .95), with an error rate of less than 1.3%; the measurement of distance was reliable but sometimes invalid, particularly at low speeds (r = .90), with a rather high error rate of up to 39.6%. LEE et al [15] investigated the accuracy of EE measurements on 60 subjects wearing 8 types of wearable devices performing activities at different intensities and showed that the mean absolute percent error of different devices on EE measurements varied between 9.3% and 23.5%; moreover, the error rate of the Fitbit product was approximately 10% and had a high correlation with the standard value (r = .81); the measurements were mostly accurate. On the other hand, in the state of normal life activities, Ferguson et al [16] assessed the reliabilities of the number of steps, activity duration, sleep duration, and EE in 21 subjects continuously wearing 7 types of devices for 48 h and found that for the number of steps and sleep duration, the measurements by the consumer products, and the professional equipment exhibited strong correlations (r > .8), but only fair correlations were obtained regarding activity duration and EE (r = .52-.91). Moreover, the measurement errors of the number of steps and sleep duration were rather low (<10%), and the measurement error of EE was fair (<30%), whereas that of activity duration was rather high (26-298%). Rosenberger et al [17] investigated the error rates of the measurements of 40 subjects wearing 9 types of devices on sedentary behavior, varying degrees of physical activity, the number of steps, and total sleep duration. They showed that all the devices exhibited a rather high error on each indicator, and no device was able to accurately acquire the activity data for 24 consecutive hours; moreover, the measurement for sleep displayed the smallest error at 8.1%, and that for moderate to vigorous physical activity (MVPA) displayed the largest error at 92%. These results suggest that various monitoring measurements presented by various wearable devices should be considered with caution.

**Significance of This Study**

With the rapid development of new products and new functions, the consistencies of health monitoring measurements of different wearable devices in the market must continuously be verified to reach a more uniform assessment. The aforementioned studies show that the reliability of wearable devices and the accuracy and reliability of the measurements of each indicator are still problematic, and such studies are still in the early stages; moreover, emerging products and the validation of measurements in various physical activity states must be considered. In this study, newly launched and representative smart watches, internationally renowned smart bracelets, and popular smart bracelets in China were included, and for the first time, the measurements by mobile phone apps were compared with those obtained from professional equipment. Each subject continuously wore all the devices as they participated in normal life activities, and the 5-day monitoring data were acquired. The aim of the study was to evaluate the degrees of consistency of...
Methods

Selection of Devices and Indicators

Overall, 6 mainstream wearable devices and 4 major apps were chosen for this study. Representative health tracking devices were selected from 3 product categories: smart watches, smart bracelets, and mobile phone apps. First, when choosing smart watches, given that the functions of smart watches and mobile phones were close and that mobile phones from Samsung and Apple were leading products in the market, Samsung Gear S (Samsung Inc) and Apple Watch (Apple Inc) were chosen to represent the smart watches. Second, when choosing the internationally renowned smart bracelets, according to market research data by NPD and Canalys [18-20], Fitbit had the largest market share, and Jawbone also exhibited a good market performance; therefore, Fitbit Surge (Fitbit Inc) and Jawbone Up3 (Jawbone Inc) were chosen to represent the foreign-made smart bracelets. Third, when choosing the Chinese brand smart bracelets, the shipment of the Mi Band in the health tracking devices market has been second to that of Fitbit; furthermore, according to the ranking of smart bracelet products on Zhongguancun online, one of the China’s IT professional websites, Huawei was on top. Thus, the Mi Band (Mi, China) and TalkBand B2 (HUAWEI, China) were chosen to represent the Chinese brand bracelets. Regarding mobile phone apps, the ranking of health and fitness apps was used as the reference, and Pacer and Ledongli were chosen as representatives. Fourth, the mobile phones used in this study were the Samsung Note 3 and the iPhone 6 Plus. To compare the branded smart watches and the preinstalled mobile phone apps, Samsung S Health apps and Apple Health apps were also included.

With respect to indicators, the measurement indicators shared by all the devices, that is, number of steps, distance, activity duration, EE, sleep duration, and deep sleep duration were chosen as the assessment criteria in this study after listing and comparing the available monitoring indicators of all the devices.

Experimental Procedures

To ensure compliance of the study, 5 subjects from the close community of the research team were recruited via convenience sampling, and the inclusion criteria were as follows: older than 18 years of age and without major critical illnesses, not allergic to rubber straps, able to continuously wear the devices, and willing to participate in the investigation. The subjects were required to wear all devices simultaneously while maintaining normal living conditions for 5 consecutive days including weekends. We hope that the type of activities were able to represent the normal living conditions of the majority of working people, so the main types of activities were supposed to include walking, climbing stairs, sedentary, and so on, as well as light to moderate exercise. In addition, the study duration required inclusion of weekends, to ensure that the forms, amounts and intensity of activities varied from weekdays and can basically represent a complete cycle of the normal activities of the normal people in a real-life environment. As wearing 6 devices simultaneously had a certain challenge, wearing precautions and error prevention measures were instructed to subjects in details. Bracelets and watches were worn on the wrist; the Mi Band bracelet and apple watch were needed to be set correctly for left-right hand mode to ensure the position and settings to maintain consistency. Samsung watch and Fitbit Surge were needed to be manually set to enter or exit the sleep mode; the phone was placed in the pocket of clothes. In addition to the Mi Band bracelet which was said to have battery power for 20 days, other devices are unified charged every night. Data were synchronized between wearable devices and mobile app once a day and the intact data were acquired from the subjects’ devices for each of the 5 consecutive days. This study was approved by the Biomedical Ethics Committee of Peking University, and the subjects were aware of the purpose and process of the study.

Data Management and Analysis

During the data collection period, the subject manually opened the corresponding app to sync the data. The monitoring data recorded by each of the apps were transcribed to an Excel (Microsoft) spreadsheet at the end point of each subject’s data collection and double-checked. First, a box plot was generated for each measurement indicator to observe the data distribution, and the quartiles of the upper and lower margins, upper and lower quartiles, and median were generated for the measurements of each wearable device on each indicator based on the quartile, which made it possible to visually observe the entire picture for multiple sets of data and to compare the distribution pattern of the measurements. To determine the consistency of the different wearable devices, the intraclass correlation coefficient (ICC) was calculated for each wearable device for each indicator and was used to evaluate interobserver reliability, which ranged from 0 to 1. Values lower than .4 represented a poor reliability, and values higher than .75 represented a good reliability. To observe the discrete degree of the daily measurements by different devices, the range and coefficient of variation (CV, the ratio of the standard deviation to the mean) of the measurements of each device on each indicator were calculated to eliminate the influence of the measurement scale. Second, scatter plots were generated to investigate the relationship between different measurement indicators. In addition, for the measurements of the same brand of wearable devices and mobile phone apps, correlation coefficient analysis was applied.

Results

Comparison of the Consistencies of the Measurements of Each Indicator

To visually observe the distribution differences of the measurements of various indicators by the different wearable devices, box plots were generated from the measurements for the 6 indicators (the number of steps, distance, activity duration, EE, sleep duration, and deep sleep duration) according to the
category of the devices (Figures 1-6). One important note to explain the outliers in the box plots is that there are 3 key points in the box plots representing the third quartile Q3, median, and the first quartile Q1, respectively. The upper limit is equal to Q3+1.5×(Q3−Q1) and lower limit is equal to Q1−1.5×(Q3−Q1). Outliers are those points that are beyond the upper or lower limits. In this case, the box-plot charts were designed to observe the overall characteristics or the consistency of the multiday measurements from different wearable devices, the outliers might be resulted from the measurement of someday when the subject was observed doing unusual activity, and therefore has no special significance.

In addition, as Apple Health and Samsung S Health apps cannot be used on the same phone at the same time, there are only 3 subjects in this study using Apple’s Health app, 2 subjects using Samsung S Health app. Therefore, taking into account different amount of data, Apple Health and Samsung S Health were not compared with other devices. The comparison of measurements by different devices from the same brand was performed later.

The differences in the measurements of the number of steps by different devices were rather small (Figure 1); the distance measurements by the app Ledongli were significantly lower, whereas those by the other devices only differed slightly (Figure 2). The activity duration measurements by different devices differed significantly (Figure 3). The EE measurements could be divided into 2 levels: the measurements by some of the devices (Apple Watch, Jawbone Up3, and Fitbit Surge) included resting EE and activity EE, whereas measurements by the other devices (Samsung Gear S, Huawei TalkBand B2, Mi Band, Ledongli, and Pacer) were specifically activity EE (Figure 4). The sleep durations and deep sleep durations were significantly different according to the different devices (Figures 5 and 6).

For each indicator, the ICC of the measurements by different wearable devices was calculated and is shown in Table 1. The ICCs of the measurements for the number of steps and distance were higher than .8, indicating excellent consistencies by different wearable devices; the ICCs of the measurements for activity duration, total EE and activity EE indicated only fair consistencies by different wearable devices; and the ICCs of the measurements for sleep duration and deep sleep duration were lower than .4, indicating poor consistencies by different wearable devices.

Table 1. Intraclass correlation coefficient (ICC) of the measurements by different wearable devices

<table>
<thead>
<tr>
<th>Items</th>
<th>Intraclass correlation coefficient</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of steps</td>
<td>.89</td>
<td>0.83-0.94</td>
</tr>
<tr>
<td>Distance</td>
<td>.84</td>
<td>0.75-0.91</td>
</tr>
<tr>
<td>Activity duration</td>
<td>.59</td>
<td>0.44-0.75</td>
</tr>
<tr>
<td>Total EE&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.59</td>
<td>0.37-0.77</td>
</tr>
<tr>
<td>Activity EE</td>
<td>.57</td>
<td>0.41-0.74</td>
</tr>
<tr>
<td>Sleep duration</td>
<td>.30</td>
<td>0.13-0.52</td>
</tr>
<tr>
<td>Deep sleep duration</td>
<td>.27</td>
<td>0.08-0.50</td>
</tr>
</tbody>
</table>

<sup>a</sup> EE: energy expenditure.

For each indicator, the CV of the daily measurements by different devices was calculated and is shown in Figures 7-13. According to the above analysis, the consistency of the number of steps was excellent; however, the CVs of the measurements of different days fluctuated greatly (2-38%), with a range of 297-8047 steps. The consistency of the distance measurements was excellent; however, the CVs of the measurements of different days also fluctuated greatly (5-30%), with the range of 4.8-7.0 km. For activity duration, which only had a fair consistency of measurements, the CVs of the measurements of different days varied from 19% to 112%, with a range of 22-170 min. EE also had a fair measurement consistency; the CVs of the total EE measurement of different days varied from 1% to 17%, with a range of 5-662 kcal; the CVs of activity EE measurement of different days varied from 22% to 100%, with a range of 51-706 kcal. For sleep duration and deep sleep duration, which had poor measurement consistencies, the CVs of the measurements of different days fluctuated from 2.44% and 35-117%, respectively, with a range of 29 min to 8 h 44 min for sleep duration and a range of 2 h 20 min to 7 h 40 min for deep sleep duration.

Further analysis by comparing this study to previous studies is shown in Table 2.
Table 2. Comparison with previous studies.

<table>
<thead>
<tr>
<th>Indicators</th>
<th>Steps</th>
<th>Distance</th>
<th>Activity duration</th>
<th>EE&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Sleep duration</th>
<th>Deep sleep duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>This study</td>
<td>Excellent consistency with CV&lt;sup&gt;b&lt;/sup&gt; (2-38%)</td>
<td>Excellent consistency with CV (5-30%)</td>
<td>Fair consistency with CV (19-112%)</td>
<td>Fair consistency with CV for total EE (.1-17%) and activity EE CV (22-100%)</td>
<td>Poor consistency with CV (2-44%)</td>
<td>Poor consistency with CV (35-117%)</td>
</tr>
<tr>
<td>Previous studies</td>
<td>Consumer-grade wearable devices showed good agreements with PSG&lt;sup&gt;d&lt;/sup&gt; for sleep efficiency, and they overestimated PSG sleep efficiency slightly [22]</td>
<td>The inter-device reliability of wearable devices in measuring distance was excellent for all treadmill speeds (ICC≥.90) [14]</td>
<td>Consumer-level wearable devices showed moderate validity for measurement of moderate to vigorous physical activity in free-living conditions (r=.52-.91) [16]</td>
<td>Consumer-level wearable devices showed moderate validity for measurement of total daily EE in free-living conditions (r=.74-.81) [16]</td>
<td>Consumer-grade wearable devices showed strong validity for measurement of sleep duration in free-living conditions (r&gt;0.8) [16]</td>
<td>Consumer-grade wearable devices provided consistent step counts with research-grade devices for average daily activity (P&gt;.05) [21]</td>
</tr>
<tr>
<td></td>
<td>Distance errors in wearable devices were within 5% in level walking, and they overestimated distance for stair walking by at least 45% [24]</td>
<td>Consumer-grade wearable devices can’t accurately capture activity data across the entire 24-h day, error rates ranged from 51.8% to 92% for moderate to vigorous physical activity [17]</td>
<td>Consumer-grade wearable devices reasonably and reliably estimate EE during walking and running (ICC≥.95) [25]</td>
<td>Consumer-grade wearable devices performed consistently compared with each other (reliability=96.5-99.1%), and they overestimated sleep time by an average of 67.1 min compared with PSG [26]</td>
<td>Consumer-grade wearable devices can’t accurately capture activity data across the entire 24-h day, error rates ranged from 51.8% to 92% for moderate to vigorous physical activity [17]</td>
<td>Consumer-grade wearable devices performed consistently compared with each other (reliability=96.5-99.1%), and they overestimated sleep efficiency by an average of 14.5% compared with PSG [26]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>EE: energy expenditure.

<sup>b</sup>CV: coefficient of variation.

<sup>c</sup>ICC: intraclass correlation coefficient.

<sup>d</sup>PSG: Polysomnography.
Figure 1. Box plot of the measurement distribution of the number of steps by different devices.
Figure 2. Box plot of the measurement distribution of distance by different devices.
Figure 3. Box plot of the measurement distribution of activity duration by different devices.
Figure 4. Box plot of the measurement distribution of energy expenditure by different devices.
Figure 5. Box plot of the measurement distribution of sleep duration by different devices.
**Figure 6.** Box plot of the measurement distribution of deep sleep duration by different devices.

**Figure 7.** Coefficient of variation of daily measurements of the number of steps by different devices.
Figure 8. Coefficient of variation of daily measurements of distance by different devices.

Figure 9. Coefficient of variation of daily measurements of active duration by different devices.
Figure 10. Coefficient of variation of daily measurements of total energy expenditure by different devices.

Figure 11. Coefficient of variation of daily measurements of activity energy expenditure by different devices.
The Relationship Between Different Measurement Indicators

There were correlations between the number of steps and distance and between activity duration and EE. Given that most wearable devices measure activity data based on three-axis acceleration sensors and that the ICCs of the measurements on the number of steps and distance were close, as were the ICCs of the measurements on activity duration and EE, a scatter plot was generated for each device on the number of steps and distance (Figure 14). The results showed that except for Ledongli and Pacer, the measurements of the number of steps and distance by the other devices exhibited a strong positive linear correlation ($R^2 > .95$), whereas the correlation between the two indicators measured by the third-party apps showed some differences. A scatter plot of activity duration and EE measurements by each device was generated and is shown in Figure 15. Except for Apple Watch, Fitbit Surge, and Huawei
Wrist bracelet, the measurements of activity duration and EE by the other devices showed a positive correlation ($R^2 > .7$).

**Figure 14.** Scatter plot for each device showing measurements of the number of steps and distance.
A strong correlation between different devices of the same brand was observed ($r \geq 0.88$). The correlation coefficients of different measures for mobile phones and smart watches are showed in Table 3.

### Table 3. Correlation coefficient on measurements by mobile phones and smart watches of the same brand.

<table>
<thead>
<tr>
<th>Brand</th>
<th>Steps</th>
<th>Distance</th>
<th>EE$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apple</td>
<td>.99</td>
<td>.99</td>
<td>.96</td>
</tr>
<tr>
<td>Samsung</td>
<td>.96</td>
<td>.91</td>
<td>.88</td>
</tr>
</tbody>
</table>

$^a$EE: energy expenditure.
Discussion

Overview of This Study

In this study, the activity and sleep data of 5 subjects were collected on several consecutive days from the mainstream wearable devices and mobile phone apps in the state of everyday life activities to examine the consistency of the measurements by different wearable devices. The monitoring measurements by the mainstream wearable devices in the market showed a rather large daily variation on the measurements of the number of steps and distance, but the overall consistencies in the continuous measuring was excellent. Activity duration and EE displayed fair measurement consistencies, whereas the same for sleep duration and deep sleep duration were poor. In terms of the discrete level, the daily measurements on each indicator by different devices fluctuated to a certain degree. Furthermore, in all the wearable devices, there was a strong correlation between the number of steps and distance measured by the same device, and in some wearable devices and mobile apps, there was a rather strong correlation between measurements of activity duration and EE measured by the same device.

Compared with previous studies, this study has some unique innovations. First, in this study, the market representing smart watches, the internationally renowned smart bracelets, the Chinese-made smart bracelets, mobile phone health apps, and third-party health mobile phone apps were integrated in the same comparison system, which makes it possible to effectively compare the measurement differences derived from different devices under the same conditions, and one representative innovative result was that the number of steps and distance displayed excellent consistencies. The measurements by the third-party apps and the correlation between the 2 indicators were different from the values by the other devices. Second, in this study, activity and sleep data were collected from each subject for 5 days while participating in natural life activities, and all the subjects were members of the research group who were familiar with the content of the study. The continuous use of the wearable device ensured the subject to be familiar with sync rules of multiple devices, which effectively avoided the errors caused by inappropriate wearing of the device. Third, in this study, for the first time, the leading products in the market, smart watches and mobile phone apps of the same brand (Apple or Samsung), were compared in terms of measurement consistency. It is believed that products of the same manufacturer have similar technical optimization; however, it was found that the measurements by different devices of the same brand exhibited differences, likely due to factors such as hardware support and wear habits on the measurements.

However, there are 2 small limitations in this study. First, because the study was designed to monitor data in the subject’s state of normal life activities, it was difficult to obtain the gold standard through the single research-level device for each indicator. Therefore, we intended to analyze the consistency of measurements on the same indicator by different wearable devices. If the gold standard control were available, the accuracy of each device would be obtained, which will be examined in our subsequent studies. In addition, because each subject was required to continuously wear 6 pieces of wearable devices and 1 mobile phone in the daily activities of a multiday duration while observing certain rules of use, it presented a certain burden of wear for the subject; thus, only the members of the close community of our research group were recruited under the principle of convenience sampling, in a very limited sample size. A series of measures were taken to reduce selection bias and ensure a relative complete normal activity cycle of an average person, such as the emphasis of maintaining original daily activities to the participants, as well as the addition of the weekends into the study duration during which more activities might be observed. Besides, the data analysis showed that the number of steps and distance had an excellent measurement consistency; moreover, the variance homogeneities of the number of steps (P=.96) and distance (P=.85) by different wearable devices were rather good, indicating that in terms of these 2 indicators, the degrees of discrepancy of the measurements by different wearable devices were not significantly different. Therefore, the data discrepancy arising from the sampling was not significant, and the results were valid.

Consistency of Measurements for Wearable Devices

Previous studies have shown that the measurements on the number of steps and sleep duration were reliable, whereas for other indicators, the errors were high. Dontje et al [23] asked one subject to wear 10 pieces of Fitbit Ultra in the state of natural life for 8 consecutive days and showed that when comparing minutes, hours, and days, the reliabilities of the number of steps by multiple devices were excellent and the best when compared in terms of the number of steps per day (ICC=1). Ferguson et al [16] assessed the reliabilities of the number of steps, activity duration, sleep duration, and EE of 21 subjects wearing 7 devices for 48 h in a state of natural activity and found that the measurements for the number of steps (r=.94-.99) and sleep duration (r=.82-.92) were very reliable, whereas they were fairly reliable for total EE (r=.74-.81) and the duration of MVPA (r=.52-.91); however, the reliabilities of the measurements by different devices showed significant differences. Diaz et al [25] investigated 23 subjects with 4 pieces of Fitbit One worn on the waist and 2 pieces of Fitbit Flex worn on each wrist during the activities of 4 speed phases and showed that the measurements of the number of steps by all the devices were strongly correlated with the actual number and the measurement error was underestimated by 16.3% at the highest; moreover, the measurements of EE by all the devices were strongly correlated with the actual number, and the measurement error was overestimated by 52.4% at the highest; the measurements obtained by different devices were strongly correlated and highly reliable. Bai et al [27] asked 52 subjects to wear 5 pieces of consumer-level devices and 2 pieces of research-level devices and examined the accuracy of EE measurements during optional activities of various types and found that in general, the percentage of EE measurement error ranged from 15.3% to 30.4%, and the measurements by different devices had a generally high correlation with the gold standard (.71-.90). There were 3 devices that had a percentage of EE measurement error of less than 20% when resting; 2 devices had a percentage of EE measurement error less than 20% for
aerobic exercise, and for anaerobic exercise, the percentages of measurement error of all the devices were higher than 25%. Massimiliano et al. [22] showed that the measurements for sleep duration, sleep efficiency, and wake-up duration by Jawbone Up exhibited excellent consistencies compared with the measurements obtained by Polysomnography (PSG), although there were still some errors and a certain degree of overestimation on sleep duration and efficiency. Meltzer et al. [28] compared the accuracies of Fitbit Ultra and PSG on 63 subjects and found that in the normal mode, the sensitivity and accuracy of Fitbit Ultra were excellent but the specificity was rather poor; it significantly overestimated sleep duration and sleep efficiency. In the sensitive mode, the specificity was adequate but the sensitivity and accuracy were inadequate; it significantly underestimated sleep duration and sleep efficiency. The above studies show that the reliability of the measurement on the number of steps was rather high, whereas the measurements for activity duration and EE had a high error; the measurements for sleep were rather reliable, although in general, sleep duration was overestimated.

The conclusions of this study are consistent with the conclusions of previous studies but differ regarding sleep duration. This study found that the measurements for the number of steps and distance were reliable, whereas the measurements for the other indicators were not; however, previous studies found that the measurements on sleep duration were reliable. Further analysis of the CVs of the daily measurements on sleep duration by each device revealed that the average CV for all days was 17% and that of deep sleep duration, which also had a poor measurement consistency, was 74%. The data showed that the measurements on sleep duration by different devices varied little, leading to a low CV, which is consistent with the findings in previous reports that the errors in the measurement of sleep duration by different devices were low. However, the relative values of the measurements by different devices on different times fluctuated, leading to unstable performances of different devices in repeated measurements and poor measurement consistencies.

Significance of Measurements by Wearable Device

The number of steps and distance are reliable indicators of health evaluation for wearable devices. Studies have previously shown that daily activities such as walking and sitting showed a significant causal relationship with health and chronic condition rehabilitation [3-5]. In this study, we found that except for Ledongli, the consistencies of the measurements of number of steps and distance were excellent and could provide reliable judgment on the individuals’ activity amount. Furthermore, except for Ledongli and Pacer, the measurements of the number of steps and distance showed a strong correlation, likely because distance was calculated from a linear function based on the total number of steps. However, in each device, there were discrete values that deviated from the regression line that were mainly derived from differences in the subjects’ activity habits. The activity monitoring sensor of the devices included in this study was mainly the three-axis accelerometer, and it is believed that in addition to the users’ initial base data that must be collected, the dynamic data on which the monitoring rely were generated from the real-time signal change of the acceleration. Moreover, the fitting function of each device was different, and the measurements by different devices differed due to factors such as the included variables, algorithm models, and so on.

Wearable devices are less reliable for measuring activity duration and EE. A variety of wearable devices do not specify activity duration. Academic studies often determine the presence of MVPA based on the metabolic equivalent of energy (EE at rest or sitting) [27,28]. Thus, moderate physical activity refers to 3-6 METs, requiring a moderate degree of motion and significant heart rate acceleration; vigorous physical activity refers to more than 6 METs, requiring a large amount of movement that lead to rapid breathing and a rapid increase in heart rate [29]. Due to their health benefits, MVPA are often used as a public health indicator to assess the level of activity in the population [27,28]. This study also found that activity duration and EE exhibited a strong correlation in the majority of devices, but the consistencies of the measurements on activity duration and EE by each device were rather poor, indicating that the 2 indicators are not suitable for the evaluation of activity. In addition, some of the devices differentiated resting EE and activity EE, and most of the devices only measured activity EE, whereas resting EE could actually reach 2000-3000 kcal, and the EE of everyday activity was less than 500 kcal. Basal metabolism may be affected by diet, temperature, endocrine factors, and so on; thus, resting EE is a dynamic value under the action of a variety of internal and external environmental factors. However, wearable devices mainly monitor the state of motion, so it is still doubtful whether the current wearable devices are able to provide information on resting EE.

Wearable devices are rather rudimentary on monitoring sleep. According to the Rechtschaffen and Kales classification, sleep can be divided into the rapid eye movement phase and the nonrapid eye movement phase; the fourth period of the nonrapid eye movement phase is the deep sleep stage, which has the high amplitude brain wave, mainly the delta-wave with a frequency of 1-2 times/s, and promotes physical and mental recovery [30]. The majority of the devices in this study could automatically determine the time points at which the user fell asleep and woke up; however, the measured sleep duration increased at varying degrees compared with the standard reference sleep duration, likely because of the level of activity on the bed during the time periods of falling asleep and waking up, which led to the device misreading the time periods as still being asleep. A few wearable devices were rather reliable in determining sleep duration, but the consistencies of the measurements by various devices were inadequate, and this function requires further calibration.

Conclusions

The consistencies of the number of steps and distance by wearable devices were excellent, and the 2 indicators can be used in health evaluations, whereas the consistencies of the measurements on activity duration, EE, sleep duration, and deep sleep duration were only fair or poor. These will directly affect consumers’ acceptance of wearable devices and require the manufacturers’ close attention and resolution as well.
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Abstract

Background: Ecological momentary assessment (EMA) assesses individuals’ current experiences, behaviors, and moods as they occur in real time and in their natural environment. EMA studies, particularly those of longer duration, are complex and require an infrastructure to support the data flow and monitoring of EMA completion.

Objective: Our objective is to provide a practical guide to developing and implementing an EMA study, with a focus on the methods and logistics of conducting such a study.

Methods: The EMPOWER study was a 12-month study that used EMA to examine the triggers of lapses and relapse following intentional weight loss. We report on several studies that informed the implementation of the EMPOWER study: (1) a series of pilot studies, (2) the EMPOWER study’s infrastructure, (3) training of study participants in use of smartphones and the EMA protocol and, (4) strategies used to enhance adherence to completing EMA surveys.

Results: The study enrolled 151 adults and had 87.4% (132/151) retention rate at 12 months. Our learning experiences in the development of the infrastructure to support EMA assessments for the 12-month study spanned several topic areas. Included were the optimal frequency of EMA prompts to maximize data collection without overburdening participants; the timing and scheduling of EMA prompts; technological lessons to support a longitudinal study, such as proper communication between the Android smartphone, the Web server, and the database server; and use of a phone that provided access to the system’s functionality for EMA data collection to avoid loss of data and minimize the impact of loss of network connectivity. These were especially important in a 1-year study with participants who might travel. It also protected the data collection from any server-side failure. Regular monitoring of participants’ response to EMA prompts was critical, so we built in incentives to enhance completion of EMA surveys. During the first 6 months of the 12-month study interval, adherence to completing EMA surveys was high, with 88.3% (66,978/75,888) completion of random assessments and around 90% (23,411/25,929 and 23,343/26,010) completion of time-contingent assessments, despite the duration of EMA data collection and challenges with implementation.

Conclusions: This work informed us of the necessary preliminary steps to plan and prepare a longitudinal study using smartphone technology and the critical elements to ensure participant engagement in the potentially burdensome protocol, which spanned 12...
months. While this was a technology-supported and -programmed study, it required close oversight to ensure all elements were functioning correctly, particularly once human participants became involved.
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**Introduction**

Ecological momentary assessment (EMA) assesses individuals’ current experiences, behaviors, and moods as they occur in real time and in their real-world settings [1]. Studies employing EMA methods have become more common in recent years, partially spurred by the ubiquitous availability of mobile devices and wearable sensors that provide access to individuals in their natural environment. This growth in EMA studies has expanded the array and scope of behaviors being studied. However, there continues to be an emphasis on substance abuse, particularly smoking [2-4]; other areas of focus include chronic pain [5-7], physical activity [8,9], lapses among dieters [10,11], and eating behaviors [11-14].

While a typical study may assess behaviors and emotions by retrospective questionnaires, this approach misses the specific situations that precipitate behavior change. Most behaviors are dynamic and may change frequently throughout the day depending on context and social setting. The benefit of using EMA in these studies is that, through frequent assessments of ongoing life circumstances, EMA permits the estimation of risk of antecedents to the occurrence of a specific behavior. Unlike instruments or methods that are abstracted from the context in which events occur, EMA is able to capture environmental influences in a direct and immediate manner, which provides a direct examination of the mechanisms linking the immediate environment with risk, and, with aggregation, can also capture broader processes that may undermine behavior change [10,15].

EMA has made significant contributions to the behavioral sciences by describing dynamic changes in behaviors across contexts and environments in the everyday lives of study participants. However, despite its numerous benefits and the enhancement of this method by the technology available today, the burden that real-time, longitudinal data capture can place on the participant and the research team is significant.

We are using our weight loss relapse study as an exemplar to describe how we approached the EMA study. Relapse and weight regain are major issues in the treatment of obesity [16], yet knowledge of how relapses occur following intentional weight loss is rather limited. This is, in part, because of the dearth of prospective studies in the literature and the methodological limitations of the few studies reported [17,18]. To ensure the reader has an understanding of the major constructs discussed in our study of weight loss and relapse, we provide an operational definition of the terms that are the focus in several studies using EMA: temptation, lapse, and relapse.

A temptation is a desire or sudden urge to eat something that was not in the individual’s eating plan for that day or that would result in his or her exceeding the daily calorie or fat gram goal. A lapse means acting on that temptation and eating the food that fell outside the plan or goal, or that left a person feeling that he or she cheated on his or her diet. If the participant planned to eat a special dessert and budgeted his or her calories for this indulgence, it would not be a lapse, but if it occurred spontaneously without regard for their daily goal, it would be considered a lapse [11,19-21]. Lapses are contained, time-limited events. In contrast, a relapse is repeated episodes of lapsing, or what has been described as a return to previous behavior [19]. Marlatt and Gordon’s [22] cognitive behavioral model of relapse underscored the processes by which an initial lapse could lead to a full-blown relapse; for example, eating a calorie-dense meal or dessert could lead to the person returning to their previous eating behaviors. The individual’s cognitive and affective responses to a lapse are critical determining factors of whether the lapse will deteriorate into a relapse.

While the field of EMA studies has expanded rapidly, and the assessment of EMA has progressed from use of paper diaries to wireless devices, the literature is void of practical or procedural guidance on how to develop and implement an EMA study that assesses single or multiple behaviors over brief or extended periods. The purpose of this paper is to present practical steps and lessons learned in developing and implementing an EMA study, with a focus on the methods and logistics of conducting such a study. We also include strategies to ensure adequate adherence to EMA prompts; thus, we report data on adherence to daily EMA prompts and compare these data with those reported by studies of varying duration and frequency of EMA prompting. We include data from the EMPOWER study, which was a 12-month study that used EMA to examine the triggers of lapses and relapse following intentional weight loss. All participants were provided standard behavioral treatment for weight loss, which provided the background for the study of relapse. Standard behavioral treatment includes lifestyle modification, an approach that includes reduced energy intake, increased energy expenditure, and behavioral change strategies taught and practiced in groups [23]. The core behavioral change strategies are based on social cognitive theory and include goal setting, self-monitoring, cognitive restructuring, self-efficacy enhancement, and social support with feedback and guidance provided by interventionists to assist with development of problem-solving skills [23-28]. We prompted participants daily to complete EMA surveys at the beginning of the day (BOD) and end of the day (EOD) and also at random times during waking hours.

**Methods**

Given the theoretical and methodological reasons to collect EMA data using mobile devices, collection in this manner raises considerable practical considerations and challenges. The following section includes lessons learned from previous studies,
which were extremely important in informing the development of the EMPOWER study.

**Part 1: Steps to Develop and Implement an EMA Study and Its Supporting Infrastructure**

**Defining an EMA Daily Data Collection Protocol**

EMA employs 3 types of data collection protocols: event-contingent; signal-contingent or “random”; and time-contingent [29]. The EMPOWER study used all 3 types of data collection protocols.

Individuals were instructed to initiate an event-contingent entry in the smartphone-based EMA app when some predefined event had occurred, such as a strong temptation to overeat, or a lapse (eg, having acted on a temptation and eaten some food inconsistent with a planned diet).

We used signal-contingent assessments scheduled at random times to obtain a representative sample of participants’ moods and environments over the course of their study participation. These are “signal-contingent” assessments because the participant responds to a signal delivered at random, such as a beep from the device. Since signal-contingent assessments were delivered according to a known probability-based sampling design, we aggregated data to obtain unbiased estimates of the mean levels of the individuals’ moods or levels of energy throughout the duration of the study. Moreover, we combined information from event-contingent assessments with that from the signal-contingent assessments to estimate risk of a salient event as a function of antecedents to the events, such as mood and environment [1,30,31].

Time-contingent assessment prompted the individual to make an entry at a fixed time, such as the beginning of each day, to assess the previous night’s sleep. This process can be described as sampling a data collection event. Each of the 3 types of data collection protocols captures a data point on a target behavior, but any can be further sampled, such as additional questions posed regarding emotional state or environmental context. We provide more detail on architecting the assessment questions and response options, as part of finalizing the EMA protocol in the section on pilot studies.

**Preliminary Studies With Electronic Diaries**

Whatever the theoretical and methodological reasons to collect EMA data and to use mobile electronic devices to do so, such studies raise considerable practical considerations and challenges. The EMPOWER study was built on what our team learned from a clinical trial and pilot studies testing various devices and EMA sampling strategies. From 2004 to 2009, we conducted a 24-month clinical trial (Self-Monitoring And Recording using Technology [SMART]) that used personal digital assistants (PDAs), which required carrying the PDA and a cell phone [32]. We learned that carrying only 1 device was important to most people and that people had difficulty keeping 2 devices charged. Thus, our previous experience with technology and conducting 3 pilot studies testing various phones and EMA sampling strategies was extremely important in facilitating the success of the EMPOWER study.

**Pilot Study 1: Test of Basic Infrastructure**

The data collection architecture was a 3-tiered design with distributed Android (Google, Mountain View, CA, USA) app clients communicating with a public-facing Web server backed by an Oracle database (Oracle Corporation, Redwood Shores, CA, USA). To ensure that all pieces of technology (ie, smartphone, server, and database) worked in a synchronous and efficient way, we conducted thorough in-house testing. Research and management staff with varied technology skills and experiences used different makes and models of Android smartphones to identify as many bugs as possible related to differences in the Android operating system versions. We tested all aspects of end-to-end data flow, including sending interview data to the database, checking for updates to study scheduling parameters, and checking for app updates to resolve bugs. We also tested the functioning of the EMA algorithm focused mainly on correctness of the scheduling of EMA events; that is, that events were scheduled at the correct times and that the scheduled events actually occurred when intended.

Lessons learned: After a thorough 2-week in-house test, we learned more about the infrastructure needs to support data flow. In particular, we added reporting of more phone side events, such as phone restarts, and scheduled times of interviews to provide a more complete picture of the participants’ interactions with the phones to aid in identifying when error conditions (such as scheduled interviews that never fired) occur. The multiple phone model testing allowed us to resolve a few model-specific bugs in the EMA app, but also let us identify which phone manufacturers and phone models behaved the most reliably. As many study participants had to upgrade to a compatible Android phone to join the study, we recommended they upgrade to one of the models that we found to be the most reliable, if possible [33].

**Pilot Study 2: Test of EMA on Different Phone Models**

We conducted a small pilot study with former participants (N=16) in weight loss studies conducted in our laboratory [34,35]. The purpose of the study was to evaluate acceptability and feasibility of using smartphones to collect EMA data. We provided the participants with a smartphone (Android; or iOS, Apple Inc, Cupertino, CA, USA) and training session on how to use the phone. We programmed the smartphones to prompt the participants 6 times per day at random times between 8:00 AM and 9:00 PM, and the participants were instructed to initiate a survey if they experienced a strong temptation to “go off their eating plan,” or if they acted on this temptation and had a lapse.

Lessons learned: Initially, we sampled individuals 8 times per day with EMA prompts and received feedback from 10 of the 16 participants that this was too intensive. They felt that no more than 5 times per day was acceptable. Therefore, we reduced the prompts to 5 per day. We sampled participants on average for 21 days. Response to random prompts was approximately 71% and to end-of-day prompts, approximately 55%.

Acceptability: Overall, 100% of the participants strongly agreed or agreed that it was easy to use the smartphone; 75% (12/16) strongly agreed that 5 EMA prompts per day were adequate,
and 69% (11/16) said they would consider participating in a study lasting 6-12 months.

Lessons related to iOS: Since we did not have access to the full functionality of the iOS, we could not wake the phone and schedule EMA prompts; thus, the app was always running in the background and quickly drained the battery power. We learned that using phones with the iOS operating system required us to provide participants with 2 chargers, as the person needed to charge the phone during the day. In this pilot phase, we used first-generation iOS phones; however, because we did not have access to the operating system codes beyond the first generation of these phones, we could not program the EMA on later generations of this phone [36]. The Android operating system proved more accommodating; however, this may not be an issue today if the EMA programming is done on the server side.

Lessons learned related to personal use of phones: Overall, the pilot sample of 16 and the longer study period of 21 days permitted us to improve our backend systems to capture new issues more efficiently and act upon them in a timely manner, such as the impact of using other features or apps on the phone. We provided participants’ phones with all features available for their use, unlike some studies that provided phones with everything locked except the EMA features. Participants tested the EMA app using study-provided phones, which helped us refine the questions and delivery of prompts, and also reinforced the notion that people who did not regularly use their mobile phones were more likely to forget about them, thus leaving them at home or letting the battery drain. Thus, we screened individuals for being a user of a mobile phone.

Pilot Study 3: Testing and Refining EMA Items

We conducted a pilot study through an anonymous Web-based questionnaire (N=133) with individuals who had previously participated in weight loss studies conducted in our laboratory [37]. The purpose of the study was to test and refine the item content for 4 types of EMA surveys: event-contingent, signal-contingent, and beginning-of-day and end-of-day surveys. We presented participants with draft assessments, and they provided feedback on the clarity of the instructions and assessment items.

Lessons related to testing prompts and refining EMA items: Participants thought the EMA items were acceptable but expressed concern about the volume of prompts they received and how to enter data to complete the EMA assessments. We learned that it was essential to train participants how to adequately complete the prompts and manage signals, such as using snooze mode to delay a reply. Figure 1 shows screenshots of EMA items.
Summary of Pilot Studies

We learned a great deal in the series of pilot studies; most salient was the issue of the restrictive nature of Apple Inc to vet an app into iTunes. Thus, we decided not to pursue programming the EMA app on devices that had iOS. Concurrently, the Android-based smartphone was gaining in acceptability and, thus, we chose to use this model for the EMA programming. It also became clear that, regardless of the individual’s technology expertise or skill, all participants would need training in the various aspects of providing data via a smartphone.

Part 2: EMPOWER Study: Applying the Lessons Learned in Developing the Infrastructure

The series of studies and lessons described above resulted in our developing the infrastructure that supported the EMPOWER study. The EMA data collection system comprised 3 primary components: an Android smartphone, a Web server, and a database server (Figure 2).
To support real-time data collection using an Android-based app, Wi-Fi-enabled weight scales, and self-monitoring third-party data through a commercially available self-monitoring app (Lose It!, FitNow, Inc, Boston, MA, USA), we went through the following steps in the development process: (1) determined the data flow to and from all sources, (2) identified storage and server processing solutions to support the data flow, (3) developed EMA survey apps and determined how to deliver updates to smartphones in real time, (4) acquired server solutions from the University of Pittsburgh and access to third-party data (Lose It!), (5) conducted thorough internal and pilot testing, and (6) developed proper oversight and troubleshooting plans for day-to-day operations and monitoring of the system.

**Data Flow**

It was critical for us to define the data flow from all sources that would later drive decisions needed on the number and type of servers. We identified that the data would come from 2 sources: participants’ smartphones and the Lose It! servers that contained self-monitoring and weight data synchronized with participants’ Lose It! account. Communication between servers and smartphones needed to be bidirectional so that the EMA app could be updated or patches released, as well as for downloading data from the smartphones and Lose It!. A thorough needs assessment demonstrated that we would need a Web server to process the data and a database server to store data. The administrative staff of FitNow, Inc agreed to have the self-monitoring data for the study participants downloaded from a special portal to our university server every night at midnight. We did this with a 24-hour delay so that if a participant did not record their dinner until the next morning, the data would be included in the download.

**Web Server**

The Web server was composed of scripts that were either called directly by the smartphone app with scripts or internally initiated data downloads on a scheduled basis. The smartphone scripts were called periodically by the participants’ smartphones to send new survey and event data, or to retrieve updates for the app. Internally scripts were called once a day to collect calorie, exercise, and weight data from Lose It! and to verify that each participant received each of the scheduled EMA surveys.

**Database Server**

We used an Oracle server (version 10g, Oracle Corporation) as the backend database server. This relational database served as a repository for all EMA, Lose It!, and weight data, as well as a large amount of processing data. Each EMA assessment included a date and time stamp when the EMA interview was delivered, when a participant started and ended it, and its status (completed, missed, or abandoned).
**Smartphone EMA Survey App**

The smartphone EMA app developed for this study was based on an existing app that had been developed for another research group [38,39]. The pre-EMPOWER version of the app was designed to work as a stand-alone research tool with study-managed, locked-down Android devices. Android phones were chosen as the target technology for this app because they supported the full range of control the phone needed to support the study. These control points included reliable scheduling of EMA assessments, which was difficult to implement in iOS at the time our study was conducted. However, this specific problem has been resolved, as programming can be done on the server side instead of on the phone today, thus permitting use of different operating systems. Still, operating system compatibility is a technical concern that should always be considered early in development. To meet the study’s requirements, the app had to be made robust enough to enable long-term running on participant-owned and -managed phones. Even so, having the existing infrastructure of the pre-EMPOWER app greatly reduced the development time needed to reach a stable, pilot-testable version of the EMPOWER EMA app.

Each participant had a copy of the app installed on their own smartphone and configured for the participant. The app provided most of the functionality of the system, including (1) scheduling all types of interview prompts (ie, BOD, which was set by the participant depending on when she or he woke up; EOD was also set by the participant and had to be at least 12 hours after BOD; and random), (2) providing the appropriate version of survey content as needed, and (3) transmitting recorded survey responses and important events (eg, survey scheduling, phone reboots, and update install times) at regular intervals to the Web server that logged these to the database, and poll the Web server for updates in parameters, any patches, and possible new EMA versions. Data were stored locally on the phone regardless and kept until transmitted to the server even if a few tries were required.

We decided to place the majority of the system’s functionality for EMA data collection on the participants’ phones to avoid loss of data when there was no network connectivity. Data would be transmitted to the server when connectivity was restored. This was especially relevant for a study with a 1-year duration. Participants were likely to have loss of network connectivity for hours (such as in certain campus buildings or travelling through rural areas) to days at a time (such as with travel on vacation or business). It also protected the data collection from variation among mobile phone models, manufacturers of the operating systems, and different versions of the same Android operating system.

**Access to Servers**

The University of Pittsburgh’s enterprise Web infrastructure offered a robust server hosting the university’s community and research studies, which was the perfect fit for the study. After negotiation and ensuring the enterprise Web infrastructure programmers that the smartphones would not be using excessive bandwidth and that no sensitive or confidential information would pass between phones and servers, we gained access to the PHP (a server-side scripting language) Web server and Oracle database server described above. Every phone/participant had a unique ID, and all responses to questions were either integers or, in a few cases, free text, where participants had to further explain their selection. To access self-monitoring and weight data through Lose It!, we negotiated special access to those data for download to Oracle servers and accessed the data via a custom-made management portal for study interventionists to review participants’ data through the Lose It! Web interface.

**Day-to-Day Operations**

With all participants in the field and with real-time data collection for 12 months, it was critical for us to ensure that participants were receiving EMA prompts when they were scheduled. To achieve this, we collected additional data to help us minimize down time in the case of a smartphone malfunctioning. Those data were stored in our database and consisted of all scheduled prompts recorded in a table along with boot and shutdown times when participants rebooted their phones. Every day, we ran a custom report that documented the last time a prompt was fired and when the next prompt was going to occur. If someone was scheduled to receive a prompt but did not, an email was sent to that participant to investigate if anything was wrong with the phone, if the app was still installed, or if there were problems with the Internet connection, such as no connection or a weak one. We found that, even if there was no Internet connection, participants were still receiving prompts and the data were queued for upload at the next connection to the Internet.

**Data Management and Data Security**

EMA data collected by smartphones were first processed by a Web server and then transferred to a secure database server in real time. The database and Web servers were hosted and maintained by the University of Pittsburgh Computing Services and Systems Development Network Operations Center that has 24/7 monitoring. The servers were behind the firewall with special permission given to us to pass the data. Security was reviewed by the university before we were granted permission to build the infrastructure. The dietary self-monitoring data were maintained on the Lose It! server by Fit, Inc. Overall, no personal health data were ever included in the data transmission. All participants were assigned random unique ID numbers and most of the data were integer values. The data were backed up nightly. While the servers were hosted and maintained by the University of Pittsburgh Network Operations Center, they were also overseen by the University of Pittsburgh School of Nursing’s database administrator.

**Part 3: Challenges Faced and Lessons Learned From the Conduct of the EMPOWER Study**

The 1-year EMPOWER study infrastructure faced several challenges from which lessons may be learned regarding (1) variation among mobile phone models, manufacturers of the operating systems, and different versions of the same Android operating system, (2) phone operating system updates, and (3) conflict with nonstudy use of mobile phones. Previous experience and the study’s 12-month duration drove the decision...
to use participants’ personal smartphones for data collection but introduced the technical challenge of supporting a wide range of smartphone models and operating system versions. While all of the Android smartphones broadly used the same operating system, and Android claims interoperability, there were significant and subtle differences in operating system behavior between smartphone manufacturers and also between operating system versions from a single manufacturer.

Phone Operating System Updates

In at least two cases, carrier-released operating system updates led to failures in the smartphone app that caused a loss of data. In both cases, the updates changed underlying operating system resources that caused the app to crash when attempting to prompt the user to complete a survey. In both cases, the operating system update-related error was only resolved after uninstalling and reinstalling all affected software. Tracking changes in the operating system update events on the participant’s phone reduced the time to identify this potential source of failure. To address these issues, we recommend, in addition to automating tasks as much as possible to shorten troubleshooting turnaround time, having a system in place that collects useful data (e.g., technical and user behavior) to stay informed. We also recommend doing thorough user training, always listening and responding to end users’ observations, and collecting information on problems encountered. Each of these activities was helpful in addressing technical issues.

Conflict With Nonstudy Use of the Smartphone

The use of participants’ personal smartphones for data collection introduced an additional source of variability that could lead to a range of problems. Nonstudy-related uses of the smartphone could affect the ability of the EMA app to function as intended, such as turning off the smartphone, and interactions with other installed apps led to scheduled EMA assessments failing to launch and prompts being missed. By looking at logs and talking to the participants, we could try to pinpoint what led to problems in the system; we could then educate the participants on how to avoid such problems.

Institutional Review Board: Preparing for Institutional Review Board Approval Today

This study was approved by the University of Pittsburgh institutional review board in 2010 without any concerns except the risk for participant burden related to use of the EMA or the dietary self-monitoring app. However, recently the institutional review board has increased its scrutiny of protocols using mobile devices. For protocols that use any form of apps since 2016, the investigator is required to answer an extensive list of questions and document details regarding the risk of a third party intercepting data, data plan expenses, data security, terms of agreement of the commercial app, and concern if a mobile app is deemed a mobile medical app, in which US Food and Drug Administration regulations apply. Investigators need to provide the answers to these concerns as well as the personnel to arrange for data exchange and security.

Training Participants in EMA and Ensuring Adherence to EMA Protocol

We used a single-group, observational study design to describe the microprocesses of lapse and relapse following intentional weight loss through the use of daily EMA surveys over 12 months. The 12-month duration was based on extensive data showing that individuals usually reach their peak weight loss at 6 months, which is often followed by partial or total regain of the weight that had been lost [40]. To provide the background for weight loss and regain, the study implemented a standard behavioral intervention for weight loss that was implemented through group sessions over the 12 months. The following paragraphs focus on the details of the EMPOWER study pertinent to the EMA protocol, such as training study participants in the use of a smartphone and completing the EMA data sampling, as well as strategies to enhance adherence to the EMA survey completion. Details of standard behavioral interventions for weight loss conducted in our laboratory are published elsewhere [32,35,41].

Once we verified that individuals met the standard eligibility criteria for behavioral treatment for weight loss, we confirmed whether they could participate in a study that required their response several times a day. This included a trained research staff person asking the person about their daily routine, the demands of their job, and whether they were permitted to have their phone nearby in the work environment. The staff person walked through the daily routine of EMA prompts and demonstrated the surveys on a phone and how to reply. Thus, potential participants were fully informed of the demands of the study and were told that they were vital partners in this research on identifying the triggers for relapse in real time. The innovative components of the study seemed to inspire some to want to participate and remain in the study. Developing this partnership at baseline and throughout the study and talking to participants in the treatment group sessions periodically about what we were aiming to learn in the study likely helped ensure the importance of their contributing. We have a track record of good retention in clinical trials, so we used standard strategies such as following up with an email or phone call if a person did not attend a treatment session or if we did not hear from them, or if we were not seeing self-monitoring data. We tried to be as flexible as possible within the limitations of a study protocol. However, while we may have permitted a participant to miss some sessions, we required participants to complete at least 60% of the daily EMA surveys to receive reimbursement for the data plan charges.

After determining participants’ willingness to engage in the daily EMA surveys, we confirmed whether the individuals had a study-compatible smartphone. If they did not, we gave them written instructions on which phone to purchase and to bring in the receipt so the study could reimburse them for the expense. Once they had the phone, they were scheduled for a one-on-one enrollment session, during which the EMA app was installed on their phone and they were shown how to complete the EMA surveys and were required to give a return demonstration completing a survey to the staff person. As Figure 1 shows, the survey items were on the home screen of the phone, and replies were indicated by touching the screen or sliding a bar for a
Likert-scale response. Printed instructions with illustrations were also provided. If participants needed additional assistance, a staff member was available to troubleshoot by phone or in person. Participants were also provided with a Withings Wi-Fi scale (Withings, Inc, Cambridge, MA, USA) for daily self-weighing and printed instructions on how to set it up in their home. The scale transmitted the weight to the Lose It! server, which was visible when participants accessed Lose It! on their phone. We had instant access to information regarding participants’ completion of EMA survey and use of the scale. If there appeared to be any problems, such as no weights being recorded or no responses to EMA prompts, the Data Manager alerted the interventionists, who contacted the participant to determine the problem and help resolve it. To ensure that participants knew what the terms temptation, lapse, and relapse meant for this study, we explained these terms as described above and illustrated them with several practical examples. We had several discussions with the participants about these terms and their related meanings and clarified the definitions as necessary until the participants were able to articulate the terms and definitions in their own words.

**Incentives to Enhance Adherence to EMA**

The pilot study increased our awareness of the risk of participant overburden inherent in the EMA study. To encourage responding to as many prompts as possible, we offered an incentive using a random, variable schedule based on a lottery principle, so that the more frequently the participants responded, the higher their likelihood of receiving an incentive (eg, a US $5.00 gift card). Participants also were told that they needed to complete 60% of the random prompt surveys in order to receive US $25 each month to compensate for a portion of the data plan fee. Others have used financial incentives for EMA completion and reported that it enhanced compliance [12]. Anecdotally, many of our participants reported that it did not matter, as they had family shared data plans, and some did not collect their incentives.

**EMA Monitoring**

Our EMA monitoring protocol was adapted from earlier studies conducted by Shiffman and colleagues [38,42]. Participants were instructed that they would be monitored for the duration of the 12-month study and that the frequency of prompts they received on their smartphones would vary over time. At random times throughout the waking hours of the day, the smartphone prompted the participants with an alarm tone to answer the EMA survey questions. If the individual was unable to respond immediately (eg, he or she was in a meeting), he or she could delay answering the prompt for up to 20 minutes, which was done by using a snooze function on the alarm for 5 minutes up to 4 times. The participant also could temporarily turn off the alarm tone when it would be disruptive (eg, sleeping, in church, or attending a performance). The number of items per prompted assessment varied, as did the questions, but there were usually 10-15 items, with some questions being asked every time. Questions and the response options were displayed on the screen; the app permitted touch screen responses to complete the assessment (see Figure 1). Skip patterns were used whenever appropriate to reduce participant burden. For example, participants could not observe others in their immediate environment eating if they were completely alone, and thus were not asked that question. As described earlier, there were 4 types of EMA prompting. Both the BOD and EOD surveys were delivered at a time indicated by the participant as acceptable. Use of the alarm mode on the smartphone also served to set limits on the times that random prompts could be delivered, but participants were required to have at least 12 hours between morning waking and going to sleep.

**Duration of the Study**

The typical weight change pattern observed in several reported studies revealed that weight loss often reaches its peak at approximately 6 months after initiation of treatment, followed by a 30% to 35% weight regain [43-45]. One of our previous studies demonstrated that 52.4% of the participants achieved significant weight loss at 6 months but began to regain in the months that followed [46]. Given these results, we selected 12 months of observation to capture the natural trajectory of weight loss and regain, specifically to capture in real time the triggers of lapses and relapses.

**Results**

Throughout this paper, we have addressed the challenges we encountered in pilot testing the EMA surveys and the mobile technology to facilitate the transmission of prompts and responses providing data. Through the pilot studies and the 12-month observation study that collected daily EMA data, we learned many lessons. **Textbox 1** summarizes those key lessons.
Textbox 1. Summary of lessons learned regarding collection of ecological momentary assessment (EMA) data.

<table>
<thead>
<tr>
<th>Participant-related preferences</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Carrying only 1 device was important to most people.</td>
</tr>
<tr>
<td>• People had difficulty keeping 2 devices charged.</td>
</tr>
<tr>
<td>• Random EMA prompts should be limited to a maximum of 5/day.</td>
</tr>
<tr>
<td>• Individuals who were not regular mobile phone users were not good candidates, as they might not keep a phone charged or nearby.</td>
</tr>
<tr>
<td>• Regardless of their technology experiences, it is essential to train all individuals in the use of a phone and in completing EMA prompts, and having staff available to assist with troubleshooting is advised.</td>
</tr>
<tr>
<td>• Providing the participant with a phone for their full use facilitated their keeping it charged and with them.</td>
</tr>
<tr>
<td>• To ensure compatibility with the needs of the study, a list of recommended phones was provided so that each participant could select their phone model.</td>
</tr>
<tr>
<td>• It is important to listen to end users to refine EMA questions and the assessment schedule.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Infrastructure-related needs</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Experience enabled the team to identify the most reliable phone models.</td>
</tr>
<tr>
<td>• The battery of phones with iOS drained quickly, requiring chargers at home and in the workplace.</td>
</tr>
<tr>
<td>• Phones with the Android operating system supported the full range of control needed to support the EMA study, permitted programming to be done on phone, rather than being Web based.</td>
</tr>
<tr>
<td>• To avoid loss of data due to loss of network connectivity, the majority of the system’s functionality for EMA data collection was placed on the participants’ phone (important for a person who travels).</td>
</tr>
<tr>
<td>• For a long-term study, it is important to track operating system updates that could potentially interfere with EMA; also, use of other apps installed by the participant might interfere with EMA prompts.</td>
</tr>
</tbody>
</table>

**EMPOWER Study Sample**

We completed enrollment in January 2014 with a sample of 151 enrolled over 2 years in 6 cohorts. No EMA data were collected from 1 participant who withdrew from the study immediately after baseline; data from this participant were not included in the following analyses. The sample (see Table 1) was predominantly female (136/150, 90.7%), white (121/150, 80.7%), employed full-time (124/150, 82.7%) and well educated, having completed a mean of 16 years of education. Participants were, on average, 51.09 (SD 10.19) years of age. The mean body mass index was 34.02 (SD 4.58) kg/m^2_. The final cohort completed the study in March 2015 with an overall 87.4% retention rate. Reasons for participant withdrawal were pregnancy (n=3), development of diabetes (n=5), personal decision to withdraw (n=4), and lost to follow-up (n=7), resulting in a final sample of 132 participants (132/151, 87.4%) completing the final assessment.
Table 1. Sample characteristics at baseline (n=150).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>n or mean</th>
<th>SD or %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (SD)</td>
<td>51.09</td>
<td>10.19</td>
</tr>
<tr>
<td>Education in years, mean (SD)</td>
<td>16.41</td>
<td>2.81</td>
</tr>
<tr>
<td>Body mass index in kg/m², mean (SD)</td>
<td>34.02</td>
<td>4.58</td>
</tr>
<tr>
<td>Female sex, n (%)</td>
<td>136</td>
<td>90.7</td>
</tr>
<tr>
<td>White racial status, n (%)</td>
<td>121</td>
<td>80.7</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married, or living with partner or significant other</td>
<td>93</td>
<td>62.0</td>
</tr>
<tr>
<td>Never married</td>
<td>25</td>
<td>16.7</td>
</tr>
<tr>
<td>Widowed, separated, or divorced</td>
<td>31</td>
<td>20.7</td>
</tr>
<tr>
<td>Employed full-time, n (%)</td>
<td>124</td>
<td>82.7</td>
</tr>
<tr>
<td>Household income in US $, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;50,000</td>
<td>35</td>
<td>23.3</td>
</tr>
<tr>
<td>≥$50,000</td>
<td>107</td>
<td>71.3</td>
</tr>
<tr>
<td>Have intentionally lost 10-19 lbs, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>8</td>
<td>5.3</td>
</tr>
<tr>
<td>1-2 times</td>
<td>60</td>
<td>40.0</td>
</tr>
<tr>
<td>3-5 times</td>
<td>55</td>
<td>36.7</td>
</tr>
<tr>
<td>6-10 times</td>
<td>17</td>
<td>11.3</td>
</tr>
<tr>
<td>Have intentionally lost 20-49 lbs, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>51</td>
<td>34.0</td>
</tr>
<tr>
<td>1-2 times</td>
<td>70</td>
<td>46.7</td>
</tr>
<tr>
<td>3-5 times</td>
<td>16</td>
<td>10.7</td>
</tr>
</tbody>
</table>

Adherence to Answering and Completing the EMA Prompts

Table 2 presents the details of adherence by EMA prompt type. During the first 6 months of the 12-month study interval, participants completed 88.26% (66,978/75,888) of the daily random assessments and discontinued or abandoned less than 1% of the surveys that they started. Similarly, they completed around 90% of the BOD and EOD prompts over the first 6 months. With observations over 17,860 participant-days among the 150 participants, they initiated a survey to report an average of 1.48 lapses per week. When participants initiated a survey to report a temptation or lapse, they completed 98.44% (5055/5135) of those surveys, and they reported that they had a lapse in 43.80% (2214/5055) of the self-initiated surveys they completed. During the end-of-day surveys, participants stated that they did not report one or more temptations or lapses on 22.81% (5356/23,486) of the days.
Table 2. Adherence to ecological momentary assessment prompts by type of prompt during the first 6 and second 6 months of the study (N=150).

<table>
<thead>
<tr>
<th>Prompt type</th>
<th>Completed</th>
<th>Abandoned(^a)</th>
<th>Missed</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>First 6 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Random</td>
<td>66,978 (88.26%)</td>
<td>316 (0.42%)</td>
<td>8594 (11.32%)</td>
<td>75,888</td>
</tr>
<tr>
<td>Event</td>
<td>5055 (98.44%)</td>
<td>80 (1.56%)</td>
<td>N/A(^b)</td>
<td>5135</td>
</tr>
<tr>
<td>BOD(^c)</td>
<td>23,411 (90.29%)</td>
<td>143 (0.55%)</td>
<td>2375 (9.16%)</td>
<td>25,929</td>
</tr>
<tr>
<td>EOD(^d)</td>
<td>23,343 (89.75%)</td>
<td>132 (0.51%)</td>
<td>2535 (9.75%)</td>
<td>26,010</td>
</tr>
<tr>
<td><strong>Second 6 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Random</td>
<td>63,349 (85.10%)</td>
<td>244 (0.33%)</td>
<td>10,840 (14.56%)</td>
<td>74,443</td>
</tr>
<tr>
<td>Event</td>
<td>2294 (98.75%)</td>
<td>29 (1.25%)</td>
<td>N/A</td>
<td>2323</td>
</tr>
<tr>
<td>BOD(^c)</td>
<td>20,227 (85.61%)</td>
<td>131 (0.55%)</td>
<td>3269 (13.84%)</td>
<td>23,627</td>
</tr>
<tr>
<td>EOD(^d)</td>
<td>20,308 (85.53%)</td>
<td>114 (0.48%)</td>
<td>3323 (13.99%)</td>
<td>23,745</td>
</tr>
</tbody>
</table>

\(^a\)Abandoned means participant began a self-initiated report but discontinued before completing the items.
\(^b\)N/A: not applicable.
\(^c\)BOD: beginning of the day.
\(^d\)EOD: end of the day.

As Table 3 reports, there was considerable variability among participants in the percentage completion of EMA prompts; note that differences in percentages reported in Table 3 are different from those reported in Table 2, since the means reported in Table 3 give equal weight to each participant, while the percentages in Table 2 give equal weight to each prompt. The medians are all greater than their respective means, since the distribution of percentage completed prompts is skewed to the left. While the range in completion rates for random assessments was quite wide, all but 1 participant completed half, and 80.7% (121/150) completed more than 80% of the random assessments. Variability in numbers of self-reports was especially high, with numbers of self-reports ranging from 0 to 567; only 1 participant never initiated a self-report. Participants were less adherent to daily weigh-ins and diet reporting using Lose It! than with the EMA assessments, and showed greater variability in the former than in the latter.

Table 3. Variability among participants in percentages of completed assessments by type and numbers of entered self-assessments (event contingent).

<table>
<thead>
<tr>
<th>Assessment type</th>
<th>Mean</th>
<th>Median</th>
<th>SD</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>86.5%</td>
<td>88.7%</td>
<td>10.7%</td>
<td>16.7%-99.5%</td>
</tr>
<tr>
<td>Event</td>
<td>49.7</td>
<td>23</td>
<td>83.3</td>
<td>0-567</td>
</tr>
<tr>
<td>BOD(^a)</td>
<td>87.6%</td>
<td>91.4%</td>
<td>12.4%</td>
<td>15.4%-100.0%</td>
</tr>
<tr>
<td>EOD(^b)</td>
<td>87.3%</td>
<td>92.3%</td>
<td>13.0%</td>
<td>14.0%-100.0%</td>
</tr>
<tr>
<td>Weigh-ins</td>
<td>68.9%</td>
<td>76.9%</td>
<td>24.6%</td>
<td>4.1%-98.3%</td>
</tr>
<tr>
<td>Diet reporting</td>
<td>70.5%</td>
<td>78.3%</td>
<td>27.4%</td>
<td>4.4%-100.0%</td>
</tr>
</tbody>
</table>

\(^a\)BOD: beginning of the day.
\(^b\)EOD: end of the day.

The biggest challenge that we encountered was convincing participants to self-report episodes of temptation or lapses. This topic was raised with participants throughout the study. Some typical responses were “I am constantly tempted to eat what I shouldn’t so I would be initiating these surveys all day;” “When I am tempted, I need to walk away and forget it as soon as possible. The last thing I want to do is take time to report it;” or “I forget to report a temptation or lapse.”

Discussion

We engaged in multiple phases of preparation and implementation to conduct a longitudinal observational study employing daily EMA prompts for 12 months. At the time of study launch, we used what was considered novel technological, methodological, and statistical means to address the critical issue of lapse and relapse after intentional weight loss, a significant clinical and public health issue that has been problematic in health care for over 30 years.

A major part of our preliminary studies was focused on development of the supportive infrastructure and refinement of the EMA assessments. In this process we learned a great deal. Primarily, if one wishes to have the EMA assessment on the phone and prevent any issues with connectivity with cell phone towers and potential loss of data, it is not possible to use a phone with an iOS operating system. Other investigators have handled
this by providing their participant with a phone for EMA data collection, but the phone is locked for other uses [47]. Because of the duration of our study, and having learned that participants do not wish to carry 2 devices, we chose to provide participants a personal smartphone that accommodated the programming for EMA and that they could use for all purposes. This also prevented the loss of data when the person traveled, which likely has not been a major issue in the other EMA studies because of their shorter duration. However, today, many researchers are avoiding the issue of phone operating system compatibility by having the EMA program be Web based. Ehlers et al [48] demonstrated success in a 14-day pilot study with a low-cost approach that used participants' mobile phones, text messaging, and mobile Internet to explore daily relationships between self-worth and physical activity in middle-aged women. Fanning et al [49] used a similar approach in a 7-day study of college-aged adults examining mind wandering.

Other salient lessons learned pertained to the maximum frequency of random EMA prompts that participants tolerated. We delivered up to 5 random prompts per day plus the BOD and EOD, and also asked participant to initiate event-contingent surveys. Another investigator prompted participants for 6 semirandom prompts per day plus an EOD survey, but that study was 14 days in duration [12]. Event-contingent completion has not been reported often but is essential if one is studying a time-varying emotion such as urge to smoke or to eat [4,11,20]. Important future work needs to examine whether the frequency of random prompts affects adherence to completion of other assessments.

Finally, we knew in the pilot studies and in EMPOWER that it was critical to ensure that all participants were receiving the prompts and the data were coming into the server. The overarching lesson learned was that, while parts of the study were run by programmed algorithms, careful oversight and monitoring were necessary to ensure that all components were functioning as intended. Staff members who filled other roles in the study participated in this oversight, similar to overseeing adherence to the protocol in a randomized clinical trial. Also, staff members were prepared to assist participants with troubleshooting the phone or EMA, which likely improved participants' engagement, as they knew assistance was available and used it.

The length of previous EMA studies has ranged from 4 days [8] to 6 months [50]. As might be expected, retention is related to duration; for example, Stefano et al [51] reported on a study using smartphones to assess participants' body monitoring behavior for 5 days and reported that only 1 person withdrew, resulting in 95.6% retention. Other EMA studies were conducted for 7 days [52], 14 days [48], and 1 month [53] and reported retention rates of 90.7%, 75%, and 66%, respectively. Inada et al [50] reported a 77.8% retention rate in their 6-month study. Gidlow et al [54] reported on a 12-week EMA study that was focused on stress among 153 healthy working adults that achieved a retention rate of 89.5%, confirming that, similar to our study, high rates of retention can be achieved in longer studies. Several studies that ranged from 4 [55-57] to 8 [58] to 18 weeks [59] did not report retention rates.

Adherence to responding to the EMA surveys, crucial for gaining insight into the targeted behaviors, also varies across studies, modes of survey administration, and types of EMA sampling used. Goldschmidt et al [12] used handheld computers to collect EMA data after each binge-eating episode plus 6 semirandom prompts per day and a before bedtime survey for 14 days. Participants responded to 86% of the semirandom prompts, while 84% of the bedtime recordings were completed. Zenk et al [13] used a smartphone and reported that 68.9% of the 35 random signal-contingent surveys were completed in a 7-day study about snack food intake.

Many studies use event-contingent sampling, which entails asking a participant to initiate an EMA survey to report an event, such as a binge-eating episode, consumption of snack food, or, as in our study, a temptation to eat a food that was not part of their dietary plan or the actual consumption of the food, which represented a lapse. It is not possible to report adherence rates to these self-initiated reports, only the frequency. Participants in Goldschmidt and colleague's study reported 7.8 (6.5) binges and 11.1 (9.6) purges over the 12-day period [12]. McKee et al used only event-contingent sampling in their 7-day study of lapses among 80 adults who reported they were dieting and found that participants reported 898 instances of dietary temptation, or an average of 11.2 temptations per person over the 7 days [11]. These rates are significantly higher than those we observed in our study, which may be due to the 12-month duration of our study and that our participants were actively engaged in a weight loss intervention.

Our study was unique in its duration and 12-month retention rate of 87%. To date, no other study, to our knowledge, has assessed eating behaviors for as long as 12 months related to temptation, lapses, and relapse during a weight loss intervention. Our study contributes to the literature on EMA in describing the development and refinement of EMA items and the challenges and successes of developing the supporting infrastructure for a long-term EMA study. Additionally, our study adds information on strategies to enhance adherence in reporting episodes of slips and lapses through EMA.
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Abstract

Background: Prior research about the sexual and reproductive health of young women has relied mostly on self-reported survey studies. Thus, participant recruitment using Web-based methods can improve sexual and reproductive health research about cervical cancer prevention. In our prior study, we reported that Facebook is a promising way to reach young women for sexual and reproductive health research. However, it remains unknown whether Web-based or other conventional recruitment methods (ie, face-to-face or flyer distribution) yield comparable survey responses from similar participants.

Objective: We conducted a survey to determine whether there was a difference in the sexual and reproductive health survey responses of young Japanese women based on recruitment methods: social media–based and conventional methods.

Methods: From July 2012 to March 2013 (9 months), we invited women of ages 16-35 years in Kanagawa, Japan, to complete a Web-based questionnaire. They were recruited through either a social media–based (social networking site, SNS, group) or by conventional methods (conventional group). All participants enrolled were required to fill out and submit their responses through a Web-based questionnaire about their sexual and reproductive health for cervical cancer prevention.

Results: Of the 243 participants, 52.3% (127/243) were recruited by SNS, whereas 47.7% (116/243) were recruited by conventional methods. We found no differences between recruitment methods in responses to behaviors and attitudes to sexual and reproductive health survey, although more participants from the conventional group (15%, 14/95) chose not to answer the age of first intercourse compared with those from the SNS group (5.2%, 6/116; P=.03).

Conclusions: No differences were found between recruitment methods in the responses of young Japanese women to a Web–based sexual and reproductive health survey.

(J Med Internet Res 2017;19(3):e73) doi:10.2196/jmir.7048
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Introduction

Prior research about sexual and reproductive health of young women has largely relied on self-reported survey studies. These surveys are challenging because of their low response rates and the potential bias of their participants [1].

Low survey response rates are caused by attitudes of young adults toward health issues and their personal lifestyles. Young adults have less interest in health research than older adults, as they have fewer health problems in general and do not perceive themselves to be at risk. Young adults are also extremely mobile during their late teens and 20s because of college, new jobs, or becoming married. Consequently, targeted mailings are not always received. Moreover, computerized assisted telephone interviews are less optimal today, as fewer homes have landlines. Biases can also occur in self-reported sexual and reproductive health surveys and include non-respondent bias and social disability bias [1]. Direct interviews and self-administered questionnaires may be biased in settings such as clinics, schools, and workplaces, even if they are submitted anonymously [1]. This could be because the participants felt nervous or uncomfortable with the teachers or parents learning about their sexual behavior.

Thus, social media–based recruitment to surveys can potentially improve the low response rate and biases in survey-based sexual and reproductive health research [2]. In a prior study, we reported that social media such as Facebook is a cost-efficient and a promising way to reach a general population of young women for sexual and reproductive health research [2]. In addition, Facebook is one of the popular social networking sites (SNSs) worldwide. Unlike the other SNSs such as LINE, mixi, and LinkedIn, Facebook can provide demographic-targeted advertisement (eg, gender, age, or place of residence) using the cost-per-click option, a low-cost system to charge per number of user clicks or views [9]. We have used Facebook previously in research to recruit general populations of young women, as it is one of the most popular SNSs that young women use to communicate. However, little is known whether social media–based or conventional recruitment methods (ie, face-to-face or flyer distribution) yield comparable survey responses from similar participants [2,10].

We conducted a survey to determine whether there was a difference in the sexual and reproductive health survey responses of young Japanese women based on recruitment methods: social media–based and conventional methods.

Methods

Study Oversight

This study was a component of a pilot study for the Yokohama-Kanagawa Cervical Cancer Prevention Project [3]. This study protocol was approved by the Institutional Ethics Committee of the Yokohama City University School of Medicine. The detailed methodology of this study was previously reported by Miyagi et al [3].

Targeted Participants

We recruited women aged 16-35 years in the Kanagawa Prefecture, Japan, with a population of 9 million, between July 2012 and March 2013 (9 months).

Recruitment Through Facebook

We defined participants recruited through Facebook as the “SNS group.” We recruited them by using a Facebook advertisement in the cost-per-click option.

Recruitment by Conventional Methods

We defined participants recruited through conventional methods as the “conventional group.” The conventional methods used included face-to-face recruitments in clinics and workplaces, and flyer distributions at schools, hospitals, and educational events, which accepted our concept of sexual and reproductive health research.

Enrollment

All participants were invited to access the Yokohama-Kanagawa Cervical Cancer Prevention Project website, through which their personal information was obtained. Subsequently, they were sent a link via email, where they were asked to complete a Web-based questionnaire (SurveyMonkey; SurveyMonkey, Inc).

Statistical Analysis

We asked the participants whether they felt embarrassed by the Web-based survey questions on a scale of 1-5 (1 = not embarrassing, 5 = extremely embarrassing). We also used a chi-square analysis of independence to compare the responses of the two different recruitment groups. We compared the scores between the two groups using Student’s t test. We analyzed the data by SPSS version 20 (IBM Corporation). A P value of <.05 was considered statistically significant.

Results

Attitudes to the Survey Between Recruitment Methods

During the 9-month study period, 394 participants expressed their interests and 264 consented to the study. Among the 243 who completed the Web-based questionnaire, the SNS group (52.3%, 127/243) and the conventional group (47.7%, 116/243) had similar attitudes for all questions regarding their sexual behavior, except for the question regarding the age when they became sexually active. Among those already sexually active (86.8%, 211/243), more participants in the conventional group (15%, 14/95) denied answering the age of their sexual debut, compared with those in the SNS group (5.2%, 6/116) (P=.03; Table 1).
Table 1. Characteristics of participants recruited through social media–based and other conventional methods.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total (n=243)</th>
<th>SNS group (n=127)</th>
<th>Conventional group (n=116)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No</td>
<td>Rate (%)</td>
<td>95% CI</td>
</tr>
<tr>
<td>General</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age Group</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16-19</td>
<td>14</td>
<td>5.76</td>
<td>(2.8-8.7)</td>
</tr>
<tr>
<td>20-29</td>
<td>122</td>
<td>50.21</td>
<td>(43.9-56.5)</td>
</tr>
<tr>
<td>30-35</td>
<td>107</td>
<td>44.03</td>
<td>(37.8-50.3)</td>
</tr>
<tr>
<td>District of residence</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yokohama City</td>
<td>143</td>
<td>58.85</td>
<td>(52.7-65.0)</td>
</tr>
<tr>
<td>Others</td>
<td>100</td>
<td>41.15</td>
<td>(35.0-47.3)</td>
</tr>
<tr>
<td>Educational level&lt; High school graduate</td>
<td>5</td>
<td>2.07</td>
<td>(0.3-3.9)</td>
</tr>
<tr>
<td>High school graduate</td>
<td>47</td>
<td>19.42</td>
<td>(14.4-24.4)</td>
</tr>
<tr>
<td>&gt; High school graduate</td>
<td>190</td>
<td>78.51</td>
<td>(73.3-83.7)</td>
</tr>
<tr>
<td>Sexual and reproductive health</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sexual experience</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No answer</td>
<td>1</td>
<td>0.41</td>
<td>(0.3-0.5)</td>
</tr>
<tr>
<td>Never</td>
<td>31</td>
<td>12.76</td>
<td>(8.9-17.4)</td>
</tr>
<tr>
<td>Yes</td>
<td>211</td>
<td>86.83</td>
<td>(82.6-91.1)</td>
</tr>
<tr>
<td>Age at first intercourse&lt; High school graduate</td>
<td>20</td>
<td>9.48</td>
<td>(5.5-13.4)</td>
</tr>
<tr>
<td>12-15</td>
<td>14</td>
<td>6.64</td>
<td>(3.3-10.0)</td>
</tr>
<tr>
<td>16-18</td>
<td>71</td>
<td>33.65</td>
<td>(27.3-40.0)</td>
</tr>
<tr>
<td>19-24</td>
<td>98</td>
<td>46.45</td>
<td>(39.7-53.2)</td>
</tr>
<tr>
<td>25-30</td>
<td>8</td>
<td>3.79</td>
<td>(1.2-6.4)</td>
</tr>
<tr>
<td>Condom use at first sex&lt; High school graduate</td>
<td>2</td>
<td>0.95</td>
<td>(0.0-2.3)</td>
</tr>
<tr>
<td>Yes</td>
<td>171</td>
<td>81.04</td>
<td>(75.8-86.3)</td>
</tr>
<tr>
<td>No</td>
<td>38</td>
<td>18.01</td>
<td>(12.8-23.2)</td>
</tr>
<tr>
<td>Characteristics</td>
<td>Total (n=243)</td>
<td>SNS group (n=127)</td>
<td>Conventional group (n=116)</td>
</tr>
<tr>
<td>-----------------</td>
<td>--------------</td>
<td>-------------------</td>
<td>---------------------------</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>Rate (%)</td>
<td>95% CI</td>
</tr>
<tr>
<td>Number of sexual partner within 12 months</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-2</td>
<td>180</td>
<td>85.31</td>
<td>(80.5-90.1)</td>
</tr>
<tr>
<td>3+</td>
<td>18</td>
<td>8.53</td>
<td>(4.8-12.3)</td>
</tr>
<tr>
<td>No answer</td>
<td>13</td>
<td>6.16</td>
<td>(2.9-9.4)</td>
</tr>
<tr>
<td>Chlamydia awareness</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>226</td>
<td>93.00</td>
<td>(89.8-96.2)</td>
</tr>
<tr>
<td>No</td>
<td>17</td>
<td>7.00</td>
<td>(3.8-10.2)</td>
</tr>
<tr>
<td>Positive test history for chlamydia among whom they knew chlamydia</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>28</td>
<td>12.39</td>
<td>(8.1-16.7)</td>
</tr>
<tr>
<td>No</td>
<td>197</td>
<td>87.17</td>
<td>(82.8-91.5)</td>
</tr>
<tr>
<td>No answer</td>
<td>1</td>
<td>0.44</td>
<td>(0.0-1.3)</td>
</tr>
<tr>
<td>Awareness of HPV vaccines</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>194</td>
<td>79.84</td>
<td>(74.8-84.9)</td>
</tr>
<tr>
<td>No/No answer</td>
<td>49</td>
<td>20.16</td>
<td>(15.1-25.2)</td>
</tr>
<tr>
<td>Self-reported cervical cancer screening status among whom their age ≥ 20</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>156</td>
<td>68.42</td>
<td>(62.1-74.2)</td>
</tr>
<tr>
<td>No</td>
<td>45</td>
<td>19.74</td>
<td>(14.5-24.8)</td>
</tr>
<tr>
<td>No answer</td>
<td>27</td>
<td>11.84</td>
<td>(8.0-16.5)</td>
</tr>
<tr>
<td>Self-reported HPV vaccination status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>30</td>
<td>12.35</td>
<td>(8.2-16.5)</td>
</tr>
<tr>
<td>No</td>
<td>206</td>
<td>84.77</td>
<td>(80.3-89.3)</td>
</tr>
<tr>
<td>Don’t know/No answer</td>
<td>7</td>
<td>2.88</td>
<td>(0.8-5.0)</td>
</tr>
</tbody>
</table>

aOne participant did not answer this question and was excluded.

bQuestion only for participants who answered 'yes' to having had sexual experiences.

cOne who answered "I don't know" was excluded. The Japanese government invites women aged 20 years and older to cervical cancer screening.

Among women who were sexually active, there was no significant statistical difference in the age of their sexual debut between the two groups (mean age, [SD]), SNS: 19.4 [2.8 years], Conventional: 18.9 [2.6 years], \( P = .16 \), by Student’s \( t \) test.

Differences in Responses to the Survey Between the Recruitment Methods

There was no statistical difference between the two groups in their responses to questions (embarrassing scores) about the
Discussion

Principal Findings

Through this study, we found that Japanese women have similar responses to questions regarding sexual behavior and health, regardless of the way in which they were recruited.

We conducted this study in a similar manner to a prior Australian study by Fenner et al [9], but which did not incorporate conventional methods. We added the conventional methods because we were concerned that there were fewer social media users among Japanese women (72% in their teens and 64% in their 20s) than among Australian women (83% of 16-29-year-old women in 2010) [11].

Today in Japan (as of April 2016), 25 million people access their Facebook accounts monthly and 64% of them daily [12]. The use of smartphone has increased and encourages the frequent use of SNSs [13].

In our study, among those who were sexually active, more participants in the conventional group did not respond to the question regarding the age of sexual debut. We do not consider...
that this difference means a conflict to similarity between recruitment methods. There are three reasons. First, there was no demographic difference between sexually active and nonactive (data not shown). Second, means and SDs of ages of sexual debut were similar between the two groups. Third, attitudes toward the Web-based survey were the same, irrespective of the recruitment method used (Figure 1). Therefore, we hypothesize that there might be a difference caused by anxiety about anonymity with our conventional methods of recruitment. This hypothesis should be verified by further research.

We can therefore assert that SNSs are promising and efficient tools for participant recruitment for sexual and reproductive health research.

Limitation
A limitation of this study was that we were able to recruit the SNS group as a randomized sample but not the conventional group. Some participants might have felt nervous about the possibility that their friends, teachers, or coworkers would learn about their sexual behavior, especially among participants in the conventional group. This might have resulted in a difference in the response rate to the question about age of sexual debut.

Conclusions
SNSs have made revolutionary changes in medical research. However, with respect to recruitment of study participants, these changes may be too large or rapid to permit validation of any differences between conventional and SNS-based recruitment methods. In this study, we confirmed similarities between these methods of recruitment for participation in a Web-based sexual and reproductive health survey. Cervical cancer prevention in Japan is declining. This is exemplified by low Papanicolaou cervical cytology screening rates which have resulted in increased cervical cancer mortality and incidence rates among younger Japanese women [14]. Moreover, the suspension of the human papillomavirus (HPV) vaccination promotion by the Japanese government in June 2013 has also decreased the coverage rate for the HPV vaccine from approximately 70% to almost zero [15]. Evidence-based measures must be taken to overcome the cervical cancer epidemic in Japan. This study confirmed that a nationwide SNS-based survey targeting young Japanese women would be a realistic way to spread information and awareness about cervical cancer prevention.
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Abstract

Background: With the rapid growth of technology and its improved accessibility globally, social media is gaining an increasingly important role in health care. Patients are frequently engaging with social media to access information, share content, and interact with others in online health communities. However, the use of social media as a stakeholder engagement strategy has been minimally explored, and effective methods for involving participants in research on the identification of patient-centered outcomes remain unknown.

Objective: The aim of this study was to evaluate the process of using social media to engage parents in identifying patient-centered outcomes, using acute respiratory infections in children as an example to gauge feasibility.

Methods: We conducted a process evaluation of a two-phase Web-based strategy to engage parents in research on patient-centered outcomes. In the first phase, we developed a website and study-specific Facebook and Twitter accounts to recruit parents to complete a Web-based survey identifying patient-centered outcomes. In the second phase, we used Facebook to host discussion with parents based on the survey results. The reach of social media as an engagement strategy and the characteristics of the population recruited were assessed.

Results: During the first phase, there were 5027 visits to the survey site, 110 participants completed the survey, 553 unique users visited the study website (675 visits), the Facebook page received 104 likes, and the Twitter account gained 52 followers over the 14-week study period. Most survey respondents identified Facebook (51.8%, 57/110) or a friend (45.5%, 50/110) as their source of referral. It was found that 70.0% (77/110) of respondents resided in Canada, in urban centers (92.7%, 102/110), and 88.2% (97/110) had a college or university degree or higher. The median year of birth was 1978 and 90.0% (99/110) were female. Most survey responses (88.2%, 97/110) were completed during the first month of the study. In the second phase, 4 parents participated in the discussion, our Facebook page gained 43 followers, and our posts reached 5866 users. Mirroring the first phase, most followers were female (79%, 34/43), between 35 and 44 years (49%, 21/43), and resided in Canada (98%, 42/43). User engagement was variable, with no clear patterns emerging in timing, topic, or type of post.

Conclusions: Most participants were highly educated, urban dwelling, and female, limiting diversity and representativeness. The source of referral for most survey respondents was through Facebook or a friend, suggesting the importance of personal connections in the dissemination and uptake of information. User engagement with the Facebook-based discussion threads was inconsistent and difficult to initiate. Although there is substantial interest in the use of social media as a component of an effective
Introduction

Health Care

With major technological advances occurring in the past decade, the way patients seek out and engage in their health care is shifting. Nearly 3.5 billion people worldwide have access to a computer or mobile device at home, making a wealth of largely unvetted information widely available [1]. In health care, the Internet is gaining an increasingly important role, and 72% of American Internet users reported going online to seek out health information in 2012 [2]. Patients are using social networking websites to access health information from a wide variety of sources, post content about their personal health, and interact with others in online health communities [3]. This environment of open creation and exchange of user-generated content represents a significant evolution in the way information can be communicated and developed, and presents an opportunity for conducting research with an existing audience of engaged patients [4].

Along with its widespread use among health professionals and patients, the body of published literature examining the role of social media in health care is growing. Recent systematic review data have underscored the potential benefits, ethical issues, and unintended consequences of using social media in the health care environment [5-7]. For example, although online communities may represent an important source of social and emotional support for patients, participation in such communities may also result in diminished subjective well-being (eg, increased anxiety), and invoke concerns for privacy. Social media use may also impact, both positively and negatively, the relationships that patients have with their health care providers [8]. Despite the recent proliferation of literature with respect to the utility, benefits, and harms of social media use in health care, far less information exists with respect to utilizing social media to recruit and engage patients in health research.

The active engagement of patients in the research process is important, as it can improve on the credibility of the results and their relevance to the end users, thus reducing research waste [9]. Moreover, a number of studies have found that engaging patients in research improves rates of study enrollment and decreases losses to follow-up [9]. Within the context of patient engagement, patient-centered outcomes research seeks to elicit patients’ unique perspectives on outcomes that are important to themselves and their families [10]. Patient-centered outcomes research, by definition, relies on engagement and input from patients themselves; however, participating in research may not be attractive for myriad reasons, including perceived and actual participant burden. Among the patient population, garnering interest in and excitement about research that will affect their own lives is crucial; however, knowledge of the optimal methods of engagement remains limited.

Social Media

Social media represents an innovative and potentially efficient method to attract attention, collect information, and generate dialogue from a widespread audience including patients [6,11]. Next to YouTube, Facebook and Twitter are the most accessed social media apps globally [12], thus representing opportune platforms to engage and recruit difficult-to-reach populations traditionally underrepresented in research [13-15]. Once engaged, effectively using social media to stimulate user-generated content can help to broaden the reach of a study through expanding personal and professional networks [16]. As participants engage in the study, people in their social networks are notified and may feel enticed to participate. Interactivity (eg, tweets, retweets, likes, comments, shares) may also build interest in and credibility of the study platform and subsequently increase followers.

In 2013 and 2016, we used social media to conduct two phases of recruitment for a mixed methods study (the OUTcomes in Child Health, OUTCH study) to understand parent perceptions of patient-centered outcomes for pediatric acute respiratory infections (ARIs), which represent a clinical area that is common among children and has a significant impact on the health care system, and patient and family well-being. Furthermore, ARIs are associated with significant morbidity and are one of the leading causes of illness and hospitalization in children [17]. Despite this burden of disease, there is a scarcity of research on families’ perspectives of having a child with an ARI. Parents are a growing group of social media users [18,19], and given the breadth of our scope (ARIs; parents of children 0-17 years), represent a suitable audience to recruit through social media platforms.

In this paper, we evaluate the effectiveness of using social media as a strategy to recruit and engage with parents in determining patient-centered outcomes in a mixed methods study. Our specific objectives were to (1) systematically evaluate the process of using social media as a stakeholder engagement strategy and (2) examine the breadth and representativeness of the population engaged.

Methods

Study Design

Our mixed methods study, utilizing the sequential explanatory design [20], was conducted in two phases: an initial quantitative survey was conducted in which parents were asked to rate the importance of outcomes relevant to pediatric ARIs, followed by a qualitative follow-up phase in which we sought further
elaboration from parents on their rationale for their rating of outcomes for pediatric ARI. Ethics approval was granted for both phases by the University of Alberta Research Ethics Board; consent was implied through overt action on the part of participants. The methods for our social media engagement strategy for each phase of the study are described below.

Phase I: Utilizing Social Media to Recruit and Engage Parents in a Quantitative Survey

Our initial engagement strategy consisted of a suite of Web-based tools that we used as a hub to recruit potential participants and direct them to an open and voluntary Web-based survey on patient-important outcomes in pediatric ARI. We developed a Web presence with three components developed to promote the study and drive traffic to the survey: a study website [21] (see Multimedia Appendix 1) to host information about the study and conditions of interest; a Facebook page (OUTCH) [22] (see Multimedia Appendix 2) to post information and links related to pediatric ARI that would be of interest to parents; and a Twitter account (@OUTCH_Study) [23] (see Multimedia Appendix 3) to expand our network and cross-post content from our Facebook page. Although each of these platforms was used to present information in different formats, the primary goal of each was to engage parents with the aim of recruiting them as study participants, and direct them to the unique survey website (Figure 1).

Creating our own social media presence was important to establish a recognizable brand and to ensure credibility. We had direct control over the appearance and content on our website, which was necessary for ethical considerations, and employed consistent messaging throughout our channels. Although existing social media communities provide the advantage of an established group of followers, we sought to understand the opportunities and challenges associated with building a community of patients and families who share a common interest in informing patient-relevant research. Also, by relying on other channels to advertise one’s study, control over the messaging is lost, increasing the potential for miscommunication, and increasing the complexity of tracking activity specific to our engagement strategy. Because social media, by its very nature, is interactive, we still expected to garner sufficient interest by engaging known, credible sources in our recruitment strategy.

We also felt that having our own channels would facilitate continued active patient engagement moving forward.

We recruited parents through a snowball sampling technique [24], initially focusing on recruitment targets with the potential for a high yield of participants and then expanding through referrals and diffusion via social media. We targeted key local, national, and international English-speaking organizations with an interest in ARI and patient engagement, including TRanslating Emergency Knowledge for Kids (TREKK; research network with a Parent Advisory Group), the Cochrane Consumer Network (CCNet; organization that involves health care consumers in systematic reviews), the Alberta Centre for Child, Family & Community Research (ACCFCR; center that links government, academia, and the community), the Stollery Family Centered Care Network (network of families associated with a local children’s hospital), and Mommy Connections (online parenting community) and asked them to promote the study to their audiences. We also built our audience by strategically seeking out followers (Twitter) or likes (Facebook) from individuals and organizations that emphasized parenting, health care, or local interest. Our social media platforms were intended to stimulate parent engagement and we posted daily content through both Facebook and Twitter. Facebook posts included information and links related to pediatric ARI that could be useful to parents. Posts on Twitter advertised the study and were linked to the Facebook page so that content was highlighted through both accounts. As an incentive, we included a raffle in which respondents could enter their names into a draw for an iPad mini, Kobo Touch, or Nike+ FuelBand.

We partnered with an online marketing company for the last 4 weeks of the 14-week survey period to evaluate the impact of paid advertising strategies on our recruitment efforts. We implemented a Facebook advertising campaign with standard ads (found along the right-hand side of the page) and page post ads (appear in the main News Feed), using an A/B testing format (head-to-head comparisons) to determine the highest performing ads. These evaluations were conducted over the course of the advertising campaign and the results were used to modify and target existing ads to maximize effectiveness.
Phase II: Utilizing Social Media to Recruit and Engage Parents in Qualitative Follow-Up

In the second phase, our goal was to engage parents in discussion on our Facebook page, and our recruitment efforts focused almost exclusively on promotion through Facebook, which was chosen as our primary interface for interaction with parents based on our experiences and relative success with the platform over Twitter in phase I. We built in a 2-week promotional period in which all posts were focused on publicizing the upcoming study. During this phase, some of our affiliated research partners used Twitter to promote the study; however, all traffic was directed to our Facebook page. Over an 8-week study period, we used Facebook to host an online discussion forum in which we asked parents about the outcomes that matter to them when their child is ill with an ARI. Each week covered a new topic, with daily posts throughout the week, including discussion prompts and parent-friendly content related to respiratory infections in children. The discussion was moderated, with every comment receiving a follow-up response from the study team. To develop our network, we contacted several groups and organizations relevant to parents and child health in advance in an effort to obtain buy-in and encourage promotion of our study. These included online parenting communities (n=16), children’s hospitals and associated foundations (n=14), and patient groups (n=3), both at the local and national levels. We also encouraged existing research networks and collaborators to help advertise our study (TREKK; Canadian Association of Paediatric Health Centres [CAPHC]; Knowledge Translation (KT) Canada; Alberta Research Centre for Health Evidence [ARCHE]). One of the parenting communities (Modern Mama) agreed to regularly share our posts for the duration of the study period for a nominal fee; any other engagement was informal and ad hoc.

Data Analysis

We measured user engagement with each of the online components through a series of metrics detailing reach and engagement from the study website (Google Analytics), survey website (Nooro), Facebook page (Facebook Insights), and Twitter account (followers). We also collected demographic information from our survey and available Facebook and Twitter data to examine the composition of our sample. We used descriptive statistics to analyze the data.

Results

The findings that describe the process evaluation of our social media engagement strategy are presented below, according to study phase. Data collected on patient-centered outcomes from the survey and qualitative follow-up are beyond the scope of this evaluation, and will be reported elsewhere.

Phase I: Utilizing Social Media to Recruit and Engage Parents in a Quantitative Survey

Our survey was live for 14 weeks between December 2013 and March 2014, and we received 110 responses. The study website received 675 visits from 553 unique visitors; 5207 users visited the survey website; the Facebook account received 104 “likes;” and the Twitter account gained 52 followers. The most common
sources of referral to the survey were Facebook (51.8%, 57/110), a friend (45.5%, 50/110), and Twitter (10.0%, 11/110).

The demographics of our sample are provided in Table 1. It was found that 90.0% (99/110) of respondents were female, the median year of birth was 1978 (range 1946-1995; age 38), and 88.2% (97/110) had a college or university degree or higher. Additionally, 70.0% (77/110) of respondents resided in Canada, and 92.7% (102/110) were based in urban centers.
Table 1. Characteristics of survey respondents in phase I (n=110).

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>99 (99.0)</td>
</tr>
<tr>
<td>Male</td>
<td>11 (10.0)</td>
</tr>
<tr>
<td><strong>Year of birth, median (range)</strong></td>
<td>1978 (1946-1995)</td>
</tr>
<tr>
<td><strong>Highest level of schooling completed, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Some high school</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>High school graduate</td>
<td>5 (4.6)</td>
</tr>
<tr>
<td>Some college or university</td>
<td>7 (6.4)</td>
</tr>
<tr>
<td>College or university graduate</td>
<td>50 (45.5)</td>
</tr>
<tr>
<td>Postgraduate education degree</td>
<td>47 (42.7)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Never married (single)</td>
<td>5 (4.6)</td>
</tr>
<tr>
<td>Married or common-law</td>
<td>98 (89.1)</td>
</tr>
<tr>
<td>Separated, divorced, or widowed</td>
<td>7 (6.4)</td>
</tr>
<tr>
<td><strong>Annual household income in US $, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;30,000</td>
<td>5 (4.6)</td>
</tr>
<tr>
<td>30,000-49,999</td>
<td>7 (6.4)</td>
</tr>
<tr>
<td>50,000-69,999</td>
<td>15 (13.6)</td>
</tr>
<tr>
<td>70,000-89,999</td>
<td>14 (12.7)</td>
</tr>
<tr>
<td>&gt;90,000</td>
<td>69 (62.7)</td>
</tr>
<tr>
<td><strong>Country of residence, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Australia</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td>Canada</td>
<td>77 (70.0)</td>
</tr>
<tr>
<td>England</td>
<td>8 (7.3)</td>
</tr>
<tr>
<td>India</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td>United States</td>
<td>19 (17.3)</td>
</tr>
<tr>
<td><strong>Type of community, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Urban (≥10,000 population)</td>
<td>102 (92.7)</td>
</tr>
<tr>
<td>Rural (&lt;10,000 population)</td>
<td>7 (6.4)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td><strong>Relationship to the children in the family, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Parent</td>
<td>106 (96.4)</td>
</tr>
<tr>
<td>Step-parent</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Grandparent</td>
<td>4 (3.6)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td><strong>Number of children living in the home, median (range)</strong></td>
<td>2 (0-4)</td>
</tr>
<tr>
<td><strong>What illness or illnesses that affect breathing has your child or children ever had? n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Bronchiolitis</td>
<td>29 (26.4)</td>
</tr>
<tr>
<td>Croup</td>
<td>49 (44.6)</td>
</tr>
<tr>
<td>Strep throat or tonsillitis</td>
<td>36 (32.7)</td>
</tr>
<tr>
<td>Sinusitis</td>
<td>32 (29.1)</td>
</tr>
</tbody>
</table>
Demographics

<table>
<thead>
<tr>
<th>Illness</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wheezing</td>
<td>48 (43.6)</td>
</tr>
<tr>
<td>Influenza</td>
<td>42 (38.2)</td>
</tr>
<tr>
<td>Pneumonia</td>
<td>24 (21.8)</td>
</tr>
<tr>
<td>Asthma</td>
<td>29 (26.4)</td>
</tr>
<tr>
<td>Other</td>
<td>23 (20.9)</td>
</tr>
<tr>
<td>Can’t remember</td>
<td>5 (4.6)</td>
</tr>
</tbody>
</table>

How did you hear about this survey? n (%)

<table>
<thead>
<tr>
<th>Source</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facebook</td>
<td>57 (51.8)</td>
</tr>
<tr>
<td>Twitter</td>
<td>11 (10.0)</td>
</tr>
<tr>
<td>Internet search</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>Consumer group</td>
<td>4 (3.6)</td>
</tr>
<tr>
<td>Friend</td>
<td>50 (45.5)</td>
</tr>
<tr>
<td>Health care provider</td>
<td>3 (2.7)</td>
</tr>
<tr>
<td>Research network</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (1.8)</td>
</tr>
</tbody>
</table>

Study Website

On the study website, the home page received 88.2% (789/895) of all page views, with few users accessing the pages describing the study (6.6%, 59/895), the illnesses of interest (3.7%, 33/895), or study contact information (1.6%, 14/895). Engagement with the study website was typically brief, with 92.0% (621/675) of sessions resulting in drop-offs from the landing page, and 88.3% (596/675) of sessions lasting between 0 and 10 s. Most traffic (52.9%, 357/675) originated from the paid advertising campaign (described below), followed by 34.4% (232/675) from direct traffic (entering the specific Web address), and 11.1% (75/675) from social networks. Of the 75 visits that were derived from social media, 99% (74/75) were from Facebook and 1% (1/75) were from Twitter. Users accessed the website via a desktop computer in 44.6% (301/675) of cases, a mobile device in 37.6% (254/675), and a tablet in 17.8% (120/675). Of traffic originating from Facebook, 57% (42/74) of sessions were linked from the mobile site, and 43% (32/74) were from the main site.

Survey Website

Of 5027 visits to the survey website, 205 users opened the survey (4.08%, 205/5027). It was found that 37.1% (76/205) of surveys were blank, 9.3% (19/205) were partially completed, and 53.7% (110/205) were fully completed. On average, the 37-question survey took users 11.3 min (2 to 308.8 min) to complete. Of the surveys that were partially complete, all respondents completed the first page, and 16% (3/19) completed everything except the last section on demographics (18 questions). Data were not available on the origins of this traffic; however, traffic over time is depicted in Figure 2.
Figure 2. Web traffic to the study and survey websites (phase I). The red vertical line indicates the initiation of the advertising strategy.

**Facebook**

Over the course of the study period, the study Facebook page accumulated 93 lifetime total likes (104 total likes, minus 11 “unlikes” during the study period). The mean number of page views from unique logged-in users was 2 per day (median 1; interquartile range [IQR] 0-2; range 0-12). The daily total reach, encompassing the number of unique users who have seen any content associated with our page (eg, posts, likes, and comments), ranged from 0 to 78,869 people (mean 9111; median 20; IQR 9 to 3711), with substantial variation between the pre- and postadvertising phases (described below). Although we were unable to capture much information on the individuals who liked our page due to the use of privacy settings and the transient nature of followers (ie, can rapidly cycle between “liking” and “unliking” the page), we were able to obtain geographic locations for a sample of 63 users. Of these, 51% (32/63) were located in the United States, 46% (29/63) in Canada, and 3% (2/63) in Portugal; 87% (55/63) were in urban centers (≥10,000 population). In total, 10 followers out of all users (11%, 10/93) were directly linked to the study team (study investigators, center staff, and advertisers).

**Twitter**

We had 52 followers on Twitter. Over the 96-day study period, our tweets (n=168) received approximately 7200 impressions, indicating the number of times users saw a tweet on Twitter. Our tweets received 32 link clicks and 61 retweets. As with the Facebook profiles described above, we were limited in the amount of information we could extract on Twitter followers, but of a sample of 58 ever-followers, including 17 who unfollowed the account, users’ profile descriptions primarily identified as a health care professional or researcher (n=22), an academic or professional organization (n=14), or a source of parenting or wellness information (n=7). Other categories included individual parents (n=5) and foundations or advocacy groups (n=2).

**Impact of Advertising**

Web traffic is depicted in Figures 2 and 3. In the 71 days before initiation of the paid advertising strategy, traffic to the study website was consistently low, with a mean of 2.3 visits per day (median 0; IQR 0-2; range 0-36). Our primary intention was to drive users to the survey website, and this was reflected with higher traffic, with a mean of 37.4 visits per day (median 30; IQR 18-46.5; range 0-133). Survey responses were highest in the first two days of the study period (42.7%; 47/110), with a mean response rate during the preadvertising phase of 1.5 per day. By the end of our initial study phase (preadvertising), 93.6% (103/110) of survey responses had been collected. Facebook likes and Twitter followers followed a similar pattern, with the sharpest rise at the beginning of the study, and activity leveling off after the first few days.

Our advertising strategy covered a 25-day period, in which 7 (6.4%; 7/110) respondents completed the questionnaire. The mean number of daily visits to the study website was 20.6 (median 10; IQR 3-5; range 0-61), and to the survey website was 94.8 (median 56; IQR 26-127; range 13-376). However, this encompasses a shift in emphasis. The first 10 days of advertisements were mistakenly driving traffic to the study website; after this period, clicks on the advertisements led directly to the survey website (Figure 2). Facebook likes increased during this phase (61 new likes), although engagement with the Twitter account remained static (3 new followers; Figure 3).

The total cost for our 4-week advertising campaign was CAD $1330 and reached an audience of an estimated 684,887 unique people. The advertisements received 1862 clicks that directed users to the study website or the survey. Overall, promoted posts were more effective than standard advertisements; and of the three highest performing advertisements (based on numbers of clicks and impressions), two were promoted posts and one was a standard advertisement. The top advertisement included content promoting our raffle.
Figure 3. Survey responses and social media engagement over time (phase I). The red vertical line indicates the initiation of the advertising strategy.

Phase II: Utilizing Social Media to Recruit and Engage Parents in Qualitative Follow-Up

We conducted our qualitative phase over a 2-week promotional and 8-week study period between January and March 2016. During this time, we published 52 posts, gained 43 Facebook followers (combined total for phases I and II: n=134), and attracted 4 participants to contribute to the discussion forum.

Demographic data were collected from Facebook where possible; however, available data were limited by individuals’ use of privacy settings (Table 2). Closely following the observed patterns from the survey phase, 79% (34/43) of Facebook followers were female, 49% (21/43) were 35-44 years of age, 98% (42/43) resided in Canada, and 100% (43/43) were based in urban centers.
Table 2. Characteristics of Facebook page followers gained in phase II (n=43).

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Response n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>34 (79)</td>
</tr>
<tr>
<td>Male</td>
<td>6 (14)</td>
</tr>
<tr>
<td>Undisclosed</td>
<td>3 (7)</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>2 (5)</td>
</tr>
<tr>
<td>25-34</td>
<td>14 (33)</td>
</tr>
<tr>
<td>35-44</td>
<td>21 (49)</td>
</tr>
<tr>
<td>45-54</td>
<td>5 (12)</td>
</tr>
<tr>
<td>55-64</td>
<td>1 (2)</td>
</tr>
<tr>
<td>65+</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Country of residence</strong></td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>42 (98)</td>
</tr>
<tr>
<td>Egypt</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Type of community</strong></td>
<td></td>
</tr>
<tr>
<td>Urban (≥10,000 population)</td>
<td>22 (51)</td>
</tr>
<tr>
<td>Rural (&lt;10,000 population)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Undisclosed geographic location</td>
<td>21 (49)</td>
</tr>
</tbody>
</table>

**Facebook Post Activity**

Over the course of 10 weeks, the 52 posts reached 5866 users (Table 3). Of these, 22 posts posed discussion questions to parents regarding the importance of certain outcomes related to ARI, 20 provided parent resources, and 10 were promotional. All contained images or videos, which were varied to include pictures of children, graphics, infographics, and other child-related content. We compared the three types of posts to determine whether patterns emerged in how users interacted with different content or types of engagement (Table 3). Although no strong trends surfaced, study discussion questions received the most attention, with the most comments (90%, 35/39), likes (46%, 17/37), and shares (67%, 48/72). However, on closer examination of our most successful posts (Table 4), we determined certain parent resources proved popular, with one post ranking second among the most liked posts by parents. Every Monday during the 8-week study period, we published a study discussion question that Modern Mama shared, increasing our reach for those posts. Two posts ranked among the five most successful in each category, each having a comparatively high reach and engagement through comments, likes, and shares. This is likely due to the fact that one was picked up and shared by the local children’s hospital foundation, which has an established and engaged follower base, and the other promoted local research and was shared by users, who were aware of this study and associated parent resource. We did not observe changes in engagement over time, with individual posts instead seeming to stand on their own, without evidence of an increased following as the study progressed (Figures 4 and 5).
Table 3. Facebook post activity summary (phase II).

<table>
<thead>
<tr>
<th>Period of study</th>
<th>Reach</th>
<th>Comments</th>
<th>Shares</th>
<th>Likes</th>
<th>Clicks</th>
<th>Impressions&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Promotional period</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean activity per post</td>
<td>80</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>131</td>
</tr>
<tr>
<td>(median, range)</td>
<td>(55, 35-227)</td>
<td>(0, 0)</td>
<td>(1, 0-8)</td>
<td>(0, 0-9)</td>
<td>(0, 0-28)</td>
<td>(146, 64-182)</td>
</tr>
<tr>
<td>Mean activity by post type</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SDQ&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(median, range)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parent resources</td>
<td>59</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>128</td>
</tr>
<tr>
<td>(median, range)</td>
<td>(59, 56-62)</td>
<td>(0, 0)</td>
<td>(0, 0)</td>
<td>(0, 0)</td>
<td>(0, 0)</td>
<td>(128, 112-144)</td>
</tr>
<tr>
<td>Study promotion</td>
<td>77</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>5</td>
<td>119</td>
</tr>
<tr>
<td>(median, range)</td>
<td>(49, 35-227)</td>
<td>(0, 0)</td>
<td>(0, 0-8)</td>
<td>(0, 0-9)</td>
<td>(0, 0-28)</td>
<td>(132, 64-164)</td>
</tr>
<tr>
<td>Total activity across all posts</td>
<td>800</td>
<td>0</td>
<td>10</td>
<td>12</td>
<td>40</td>
<td>1307</td>
</tr>
<tr>
<td><strong>Study period</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean activity per post</td>
<td>121</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>7</td>
<td>119</td>
</tr>
<tr>
<td>(median, range)</td>
<td>(72, 0-901)</td>
<td>(0, 0-15)</td>
<td>(1, 0-7)</td>
<td>(0, 0-4)</td>
<td>(3, 0-62)</td>
<td>(137, 10-259)</td>
</tr>
<tr>
<td>Mean activity by post type</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SDQ&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(median, range)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parent resources</td>
<td>97</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>5</td>
<td>118</td>
</tr>
<tr>
<td>(median, range)</td>
<td>(53, 0-600)</td>
<td>(0, 0-2)</td>
<td>(0, 0-7)</td>
<td>(0, 0-4)</td>
<td>(2, 0-36)</td>
<td>(138, 10-219)</td>
</tr>
<tr>
<td>Study promotion</td>
<td>85</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>134</td>
</tr>
<tr>
<td>(median, range)</td>
<td>(55, 33-198)</td>
<td>(0, 0-1)</td>
<td>(0, 0-3)</td>
<td>(0, 0-3)</td>
<td>(3, 0-6)</td>
<td>(122, 58-235)</td>
</tr>
<tr>
<td>Total activity across all posts</td>
<td>5066</td>
<td>39</td>
<td>62</td>
<td>25</td>
<td>293</td>
<td>5000</td>
</tr>
<tr>
<td><strong>Summary</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean activity per post</td>
<td>113</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>121</td>
</tr>
<tr>
<td>(median, range)</td>
<td>(66, 0-901)</td>
<td>(0, 0-15)</td>
<td>(0, 0-8)</td>
<td>(0, 0-9)</td>
<td>(2, 0-62)</td>
<td>(139, 10-259)</td>
</tr>
<tr>
<td>Total activity</td>
<td>5866</td>
<td>39</td>
<td>72</td>
<td>37</td>
<td>333</td>
<td>6307</td>
</tr>
</tbody>
</table>

<sup>a</sup>An impression is the number of times a post is displayed to a Facebook user, with or without being clicked.

<sup>b</sup>SDQ: study discussion question.

<sup>c</sup>Hyphen indicates no posts of this type were published during the respective study period.

<sup>d</sup>Breakdown of study comments, participant comments, and untraceable comments.
Table 4. Summary of five most successful Facebook posts in each category by specific metrics (phase II).

<table>
<thead>
<tr>
<th>Post timing and type</th>
<th>Post content</th>
<th>Reach (rank)</th>
<th>Comments</th>
<th>Shares (rank)</th>
<th>Likes (rank)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Week 6 (Monday) SDQ³</td>
<td>Welcome to another week of the OUTCH³ Study! Thanks for checking us out. This week, we’re wondering about how your regular routine is disrupted when your child is sick. What happens in your family that’s out of the ordinary? Tell us below!</td>
<td>900 (#1)</td>
<td>13 (#2)</td>
<td>5 (#5)</td>
<td>3 (#3)</td>
</tr>
<tr>
<td>Week 6 (Thursday) Parent resources</td>
<td>Coping with croup? Check out this great interactive Web page designed for parents. Learn more about croup, what you can do to help your little one, and when you need to see a doctor so you and your child can get back to your daily routines!</td>
<td>600 (#2)</td>
<td>2 (#4)</td>
<td>7 (#3)</td>
<td>4 (#2)</td>
</tr>
<tr>
<td>Week 1 (Wednesday) SDQ</td>
<td>Hey Parents! Have you had to take your child to the doctor or emergency department because they were having a hard time breathing? What was important to you?</td>
<td>352 (#3)</td>
<td>15 (#1)</td>
<td>4 (-)</td>
<td>3 (-)</td>
</tr>
<tr>
<td>Promotion Week 2 (Monday) Study promotion SDQ</td>
<td>Starting next Monday: weekly discussion topics on acute respiratory infections. Tell us what matters most when your child is sick!</td>
<td>227 (-)</td>
<td>0 (-)</td>
<td>8 (#1)</td>
<td>9 (#1)</td>
</tr>
<tr>
<td>Week 3 (Monday) SDQ</td>
<td>Welcome back parents! Here in Alberta we’re just coming off of our Family Day long weekend, but we hope you had a relaxing weekend wherever you are! This week, we’re talking about medical treatment for your kids. What was your experience when your child was sick and needed treatment to help their breathing? What went well? What could have been better? What worried you? What was reassuring? Please tell us in the comments below!</td>
<td>220 (#5)</td>
<td>0 (#4)</td>
<td>4 (-)</td>
<td>2 (-)</td>
</tr>
<tr>
<td>Week 1 (Monday) SDQ</td>
<td>Thanks for checking out the OUTCH Study! We want to make sure that your child’s health care is based on what’s most important to you when their breathing is affected. This week, tell us what matters when your child needs to see the doctor.</td>
<td>198 (-)</td>
<td>0 (-)</td>
<td>3 (-)</td>
<td>3 (-)</td>
</tr>
<tr>
<td>Promotion Week 2 (Thursday) Parent resources SDQ</td>
<td>Croup can be scary. Learn more about how to manage it at home and when it is time to see a doctor in this storybook!</td>
<td>167 (-)</td>
<td>0 (-)</td>
<td>2 (-)</td>
<td>3 (-)</td>
</tr>
<tr>
<td>Week 5 (Monday) SDQ</td>
<td>Happy Monday, Moms and Dads! This week, we’re talking about costs that might come up when your kids are sick. Tell us what has come up for you in the comments below!</td>
<td>141 (-)</td>
<td>0 (-)</td>
<td>7 (-)</td>
<td>1 (-)</td>
</tr>
<tr>
<td>Week 2 (Wednesday) SDQ</td>
<td>If your child has needed tests like x-ray or blood tests when they’re sick, what has mattered to you? Tell us in the comments below!</td>
<td>123 (-)</td>
<td>0 (-)</td>
<td>6 (-)</td>
<td>0 (-)</td>
</tr>
<tr>
<td>Week 7 (Friday) SDQ</td>
<td>Hey Parents, has your child had any complications when they’ve been sick with a respiratory infection? Tell us about it in the comments below.</td>
<td>73 (-)</td>
<td>4 (#3)</td>
<td>1 (-)</td>
<td>0 (-)</td>
</tr>
</tbody>
</table>

ᵃOnly four posts have been ranked in this category because all others received no comments.
ᵇSDQ: study discussion question.
ᶜOUTCH: OUTcomes in Child Health.
Stakeholder Engagement

We found that 4 parents contributed to the study discussion, of which 2 commented on more than one topic across study weeks, and 2 provided one comment each. Overall, our peak periods of activity were seen during the second promotional week and the first and sixth study weeks. Initially, members of the study team shared promotional material to encourage study involvement, driving activity levels in promotional Week 2. Week 1 encompassed an ongoing dialogue with a parent who had been recruited during the promotional period, resulting in our highest number of comments from the study. Week 6 benefited from having one post shared by an influential organization, resulting in our highest reach and dialogue with two new study participants. The remaining weeks garnered relatively low levels of engagement. Stakeholder engagement over the study period is depicted in Multimedia Appendix 4.

Of the 33 organizations that we contacted in advance of the study, 5 provided support for promoting the study within their networks. With the exception of weekly shares by Modern Mama, each group advertised the study at one point in time. Other forms of collaboration from our research partners included tweets from TREKK and ARCHE, and a guest post published on the CAPHC blog (see Multimedia Appendix 4).

Discussion

Principal Findings

Social media is widely considered to be a promising set of tools in health research [25-34]. We evaluated a multicomponent
Web-based approach to engage parents in outcomes research that utilized a study website, Facebook page, and Twitter account to recruit participants to a survey and online discussion. Overall, this strategy was of limited effectiveness, resulting in 110 responses to the survey and recruitment of 4 parents to the discussion component.

On the basis of the limited demographic data available, we found that phases I (survey) and II (Facebook) of our study primarily reached a homogenous audience of highly educated urban-dwelling females. In part, this likely reflects that while parents of either gender are highly likely to use social media, mothers are significantly more likely to use Facebook than fathers and spend more time engaging with the platform [35]. However, the distribution of other demographic information suggests that our strategy was not successful in bridging other geographic and socioeconomic divides. As the majority of our audience was from Canada, we compared demographic data collected from our survey to recent data from Statistics Canada, highlighting this discrepancy. In terms of family structure, 89.1% (98/110) of our sample was married or in a common-law relationship, which is similar to national data (79.9% of children aged 14 years and under lived with married or common-law parents in 2011) [36]. Yet, while 42.7% (47/110) of our sample had completed a postgraduate degree, 9.4% of Canadians aged between 25 and 64 years old had done the same [37]. Additionally, we defined a rural community as having a population of less than 10,000 people, a classification which encompassed 6.4% (7/110) of our respondents. Statistics Canada uses a more restrictive definition of rural, with a population of less than 1000 people, and in 2006, 19.8% of the Canadian population lived in rural communities, and another 12.2% lived in small population centers (1000-29,999 population) [38]. In these respects, it does not appear that we engaged with a representative population. It may be argued that it is unnecessary or unrealistic to be representative of the general population because disparities remain in social media usage across groups. Among all American adults in 2015, 54% with a high school diploma or less used social media, compared with 70% with some college education and 76% with college or graduate degrees. Similarly, 58% of rural residents used social media, compared with 68% of suburban residents and 64% of urban residents [39]. However, pediatric ARIs are widespread across all demographics; therefore, we were unable to capture data on a representative sample of our target audience.

We observed a substantial gap between the number of visitors to the study and survey websites and those that proceeded to open and complete the survey. This may have been partly due to the design of the websites. Potential improvements to encourage increased participation may include optimizing the landing page to make it more appealing, having a prominent call to action, and reducing the number of clicks required to access the survey [40]. We had intentionally designed our online strategy to include multiple platforms that we could tailor according to their different functionalities. We wanted to maintain a study website that could provide detailed information about the study, as well as act as a resource for parents seeking information on ARI. However, landing on the study website necessitated an extra step for visitors wanting to access the survey, and this may have resulted in drop-offs due to the indirect pathway to the final website of interest [41]. Similarly, to meet the requirements of the approving ethics board, the landing page of the survey website required visitors to scroll through an information sheet before opening the survey, which may have turned some users away [42]. Although we had intended to use the best features of different online tools to emphasize different aspects of the study, we may have had more success with a consolidated strategy that could ease the demand on users.

Other potential contributors to the low response rate may have included initial uncertainty about eligibility, or being drawn in by the mention of a raffle but losing interest when asked to complete the survey. The length of the survey may also have posed an issue for some people [43]. Participants took a median time of 11.3 min (2 to 308.8 min) to complete the survey, which may have presented too onerous a task for some. Shortening the survey may have subsequently increased response rates [44,45]. Research has indicated that the longer a survey, the greater the perceived cost of participation and thus the lesser the likelihood that patients will be willing to participate [46]. As participants move through a survey, their responses also tend to diminish in quality such that the longer a survey, the lower the quality of responses as participants begin to fatigue [46]. Brief surveys (ie, one or two questions) can oftentimes be just as valid as longer ones, thus providing high quality data while also enticing more individuals to participate. In future patient engagement efforts, particular attention to survey length should be paid during the planning phase.

We initially used two different social media platforms in an effort to engage with parents: Facebook and Twitter. We put in equivalent efforts in promoting the study through both platforms, but the clear preference among this population was for Facebook. This is reflective of general social media usage trends, in which 71% of American online adults were on Facebook as of September 2014 and 23% used Twitter [47]. For the second phase, we drew from this experience and limited our efforts to engaging participants via Facebook. Despite a more focused strategy, it remained difficult to obtain buy-in, both at the levels of the target audience and of the key influencers we wished to involve, and we had little engagement with the account. Daily views and clicks were minimal, and were not proportional to the time and resources required to maintain a presence. The challenges we encountered in participant recruitment may, in part, be reflected by parents’ perceived risk of participation. Minimally invasive research posing little individual risk is more appealing to potential study participants [48,49]. In light of this, obtaining buy-in using social media for research study participation may be difficult for certain health topics given the lack of confidentiality or anonymity associated with the interface. Using social media as a tool for parent engagement on scientific evidence or findings may prove less challenging, and would be an interesting topic for future research.

Recognizing the challenges associated with approaching members of the general population solely as researchers [50,51], we sought to increase credibility by partnering with health care organizations and parenting communities that were already known and trusted by our target audience; however, building
the necessary connections and relationships requires a significant investment of time, challenging feasibility within the budgetary and timeline constraints of grant funding. A further consideration is that many organizations will offer support for a fee, and therefore must be taken into account when budgeting for a project. Although, in principle, the possibility of messages spreading widely and organically via social media is appealing, without an established and well-connected social media presence, the reality is likely that far more often, a much more deliberate, and resource-intensive strategy is required. In future research, leveraging existing organizations and communities with access to the parent population early, consistently, and as frequently as budgeting permits throughout the duration of the study would likely improve buy-in and facilitate parent engagement and participation. Contacting organizational partners before the study start date, sending regular, brief reminders throughout the study period, and providing some degree of mutual benefit (eg, study progress updates, providing a summary of study results) to encourage their support may also prove beneficial.

During the first phase, we received far more traffic to the survey website from the paid advertising campaign than our organic strategy, although significantly fewer surveys were completed. Although we do not have data describing all visitors to the survey website, an interesting question that arises is when users determined whether or not they were eligible for the study. A potential explanation is that the Web traffic referred to the site was not actually representative of the target audience, in which case a more tailored recruitment strategy could be necessary. The majority of respondents indicated that the source of referral to the study was either through Facebook or a friend. Although we did not specifically target existing contacts, we noticed that many of the survey respondents belonged to the professional and social networks of the study team, suggesting not only that personal connections are an important facilitator, but also that our online reach was unable to spread much beyond our existing network. To maximize the utility of social media, it will be important to break this pattern. Of completed surveys, most were returned in the early days of the study period [52-54]. This is common to closed surveys with a set sampling frame; however, in theory, we could have had ongoing recruitment. This is likely reflective of our response pattern, in which many respondents had an association with the study team, and we were unable to expand our reach much beyond close contacts.

Strengths and Limitations

Patient-centered outcomes research is an emerging field, and the best methodologies for engaging stakeholders, including parents, have yet to be identified. Our study evaluated social media as a novel approach to engage parents in the research process, using a tailored and systematically measured strategy. Although our success in engaging participants was limited, an advantage of this project is that it highlights a number of the practical challenges associated with the use of social media for health research, providing guidance for future work in the area; specifically, the need to evaluate and compare purposive social media-based patient and family engagement strategies. Despite the fact that social media use is prevalent among our intended study population, there are nuances involved in navigating the dynamics and relationships that exist within these platforms that can make research challenging. Much of the existing evidence on the use of social media within health research has been based on ad hoc strategies and the assumption that the widespread use of social media will readily lend itself to research purposes; however, this does not capture the extent of the complexity. Within the field of patient-centered outcomes research, where stakeholder engagement is the driving component, identifying how patients and families perceive the use of social media in research, how they prefer to be involved, and whether different tools or approaches are more effective for different questions will be critical. The lessons learned from this study (Figure 6) will be of benefit to researchers seeking to engage patients in the identification of outcomes relevant to themselves and their families, as little guidance on using social media for this purpose currently exists.

The nature of social media allows for a transience and degree of control over privacy settings among users that does not permit comprehensive information to be collected on the demographic composition of the audience. Additionally, independent analytics programs were used to track metrics across each of our different online components, resulting in inconsistent data being collected from each source. Therefore, the information about our users and their activity was incomplete. A caveat to note, though, is that we used the free versions of each of these programs. Although upgrading would increase costs, it may permit a wider range of features that would allow a greater degree of harmony between data collected from different sources.

Our study was focused on parents of children with ARIs. This is a broad category, encompassing a range of conditions; therefore, we did not have a specific, well-defined end user or special interest group. Additionally, we concentrated on acute conditions. Our strategy may have had better success within a more defined condition or disease, or within a chronic condition, as it may have been more feasible to access a more readily available and already engaged network. However, respiratory conditions are common in children and patient-centered outcomes in this area are understudied, making evaluations important contributions to the evidence base.

Future research will be valuable in elucidating what makes a social media strategy effective in engaging stakeholders. In our study, we created and utilized new social media channels with no prior following. Using established social media channels to recruit and engage participants may have yielded different results (eg, increased engagement) and would be a worthwhile avenue for further exploration. The enthusiasm surrounding the potential uses of social media platforms can overshadow real constraints, including resources required, challenges in creating a network among the target audience, and navigating new territory for ethical approval. Many of the conventional ethics requirements are difficult to translate to research using social media given the vast potential reach. We did not have a defined sample that we were trying to access; therefore, issues related to sample size and participant demographics were not easily delineated upfront. Additionally, we were asked by the ethics board to provide Facebook and Twitter posts in advance, which runs counter to the evolving and interactive nature of social media platforms. Gaining exposure and continuing to evaluate
aspects of social media use will help to inform the development of efficient and exciting strategies to connect with patients, their families, and the public.

Figure 6. Lessons learned.

- Select audience appropriate social media channels based on current usage in the target population
- Begin promoting the study early, prior to data collection to garner interest
- Leverage the connections of existing organizations and communities early, consistently, and as frequently as budgeting permits for the duration of the study
- Send brief, regular reminders to organizational partners throughout the duration of the study encouraging support through their social media channels, and consider how to make their support mutually beneficial
- Closely consider participant burden, balancing information needs with the cost of participation for patients

Conclusions

Our social media engagement strategy resulted in a sample of survey respondents and discussion forum participants that were highly educated, urban dwelling, and female. The source of referral for most survey respondents was through Facebook or a friend, suggesting the importance of personal connections in the dissemination and uptake of information; however, user engagement with the Facebook-based discussion threads was inconsistent and difficult to initiate. Interaction with our online presence was limited relative to the resources required to deliver the approach. The use of social media as a component of a patient engagement strategy for outcomes research is associated with several challenges, and requires thoughtful design and implementation, dedicated resources, and methods in place to ensure representativeness. Future work to evaluate effective components of social media strategies, as well as patient and family preferences for engagement using this modality, will advance the science of patient-centered outcomes research.
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Abstract

Background: “Fitspiration” (also known as “fitspo”) aims to inspire individuals to exercise and be healthy, but emerging research indicates exposure can negatively impact female body image. Fitspiration is frequently accessed on social media; however, it is currently unclear the degree to which messages about body image and exercise differ by gender of the subject.

Objective: The aim of our study was to conduct a content analysis to identify the characteristics of fitspiration content posted across social media and whether this differs according to subject gender.

Methods: Content tagged with #fitspo across Instagram, Facebook, Twitter, and Tumblr was extracted over a composite 30-minute period. All posts were analyzed by 2 independent coders according to a codebook.

Results: Of the 415/476 (87.2%) relevant posts extracted, most posts were on Instagram (360/415, 86.8%). Most posts (308/415, 74.2%) related thematically to exercise, and 81/415 (19.6%) related thematically to food. In total, 151 (36.4%) posts depicted only female subjects and 114/415 (27.5%) depicted only male subjects. Female subjects were typically thin but toned; male subjects were often muscular or hypermuscular. Within the images, female subjects were significantly more likely to be aged under 25 years ($P<.001$) than the male subjects, to have their full body visible ($P=.001$), and to have their buttocks emphasized ($P<.001$). Male subjects were more likely to have their face visible in the post ($P=.005$) than the female subjects. Female subjects were more likely to be sexualized than the male subjects ($P=.002$).

Conclusions: Female #fitspo subjects typically adhered to the thin or athletic ideal, and male subjects typically adhered to the muscular ideal. Future research and interventional efforts should consider the potential objectifying messages in fitspiration, as it relates to both female and male body image.

(J Med Internet Res 2017;19(3):e95) doi:10.2196/jmir.6368
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social media; physical fitness; women’s health; men’s health; body image

Introduction

Overview of Fitspiration
An estimated 79% of young people use some form of social media daily [1]. Research suggests that young people are increasingly turning to social media for information about health and health behavior norms [2]. In recent years, a new fitness trend has emerged, providing Web-based and social media–based content designed to inspire individuals to exercise and be healthy. “Fitspiration,” commonly shortened to “fitspo,”
is the broad term used to describe this “fitness inspiration” [3]. Fitspiration on social media allows users to view exercise-related images and videos and communicate with like-minded individuals. It often contains exercise tips, recipes, and photographs of food or people (including professional photographs, self-portraits (“selfies”) and “before and after” images to highlight changes in weight or muscle). It is conceptually different from “thinspiration” (#thinspo), a form of media that deliberately promotes weight loss and thinness, and glorifies aspects of disordered eating behavior [4]. Social media users may follow dedicated fitspiration pages and profiles so that related content appears in their newsfeeds. Fitspiration-related social media posts are often tagged using hashtags—short words or phrases preceded by the hash or number symbol (#)—such as “#fitspo,” allowing social media users to easily search for posts related to this topic. A recent cross-sectional survey estimated that 31% of young Australians like or follow fitspiration on social media, with young women more than twice as likely as young men to like these pages [5].

Impact of Fitspiration

Fitspiration is perceived to “model” ideas about health and fitness, shaping health beliefs and encouraging a “moral obligation” to achieve a particular body type among young women [6]. Experimental research has demonstrated negative effects from acute exposure to fitspiration among women, including increased negative mood and body dissatisfaction [7]. Acute exposure to fitspiration-style athletic ideal images (which depict a thin yet toned or muscular female body [8]) and exposure to “thinspiration”-style thin ideal images [9] predict body dissatisfaction and compulsive exercising among women at similar rates [10-12].

Meanwhile, contemporary men also commonly experience body dissatisfaction, particularly muscle dissatisfaction [13]. Exposure to traditional media (eg, print or magazine) muscular ideal images is associated with increased drive for muscularity and body dissatisfaction [7]. Exposure to traditional media presents the female body as a “sex object,” using a woman’s sexuality to sell a product via facial expression, the amount of skin shown, and sexually suggestive camera angles. This figure rises to approximately 76% when examining images of women in men’s magazines [18]. Furthermore, objectification may also be evident through facial prominence in images. Research suggests that images of men tend to focus on the head and face, whereas for women, the emphasis is on the whole body; this is known as “face-ism” [19]. A comprehensive analysis of objectification in fitspiration images would identify gender differences in these areas and provide avenues for future research.

Fitspiration Content Analyses

Content analyses have important implications for policy, as they can identify which types of content are potentially beneficial or harmful, and the degree to which fitspiration may be targeting different demographics. Two recent studies analyzed fitspiration websites; finding that these websites contain similar content to thinspiration websites, mostly depict women (>90% of images), and include objectified and sexualized women who are objectively thin [3,20]. However, it is unclear whether any social media–based fitspiration was included in these website analyses. In addition, gendered comparisons were absent from these studies [3,20], presumably as the majority of website-based content depicted women. Due to the popularity of fitspiration on social media, and its potential to facilitate peer-based body comparisons and reinforce social norms around health and fitness [5], it is also important to also study social media–based fitspiration. Recently, Tiggemann and Zaccardo [21] examined fitspiration on the image-based social media platform Instagram, finding that although most of these images (67%) depicted women, around 29% of images depicted men. Using categorical measurements, they found that most female subjects were thin and visibly muscular, whereas most male subjects were of medium build with a high level of muscularity. A quarter of subjects were engaged in some exercise activity and the majority of both men and women were objectified.

Although these previous content analyses have provided a broad overview of the common appearance-based messages of fitspiration, they do not provide any inferential statistics related to potential differences in male and female images. Tiggemann and Zaccardo [21] provided limited description of body type, activity engagement, and objectification between male and female subjects; however, this was only on one media platform (Instagram). It is currently unclear whether social media fitspiration content is most commonly posted to Instagram or to another social media platform, and whether these patterns exist across different social media platforms such as Facebook, Twitter, and Tumblr. Instagram and Tumblr are highly visual platforms compared with Twitter and Facebook, which have more of a mix of text- and image-based content. Furthermore, Instagram and Tumblr have more female users than male users [22].

Although women are more likely than men to access social media–based fitspiration [5], since over a quarter of Instagram content appears to be aimed at men [21], it is also important to examine messages aimed at men. Prior studies of promuscularity websites indicate that these websites contain messages about rigid exercise and dietary practices and aspirations toward an “ideal” muscular body [23]. Such messages may contribute toward rates of body dissatisfaction, disordered eating, and compulsive exercise behaviors in men. Studying these gendered differences in social media fitspiration content by using inferential statistics to clearly identify significant differences.
This Study

This study aimed to describe and identify the characteristics of fitspiration content posted across social media (ie, Instagram, Facebook, Twitter, and Tumblr) via a public hashtag with regards to body image messages, food or dieting messages, and exercise messages by gender of subjects (see Multimedia Appendix 1 for variable description). In accordance with objectification theory and media trends, it was hypothesized that (1) posts would more frequently appear on Instagram and Tumblr than Twitter and Facebook; (2) more posts would depict images of women than images of men; (3) women would be thinner whereas men would be more muscular; (4) posts depicting women would be more likely to demonstrate objectification through sexualized imagery, emphasis placed on the look of the full body, emphasis placed on specific body parts (stomach or buttocks), and fewer depictions of the face, and (5) women would appear younger than men.

Methods

Selection of Content

This content analysis involved analyzing recent posts with the “#fitspo” hashtag across 4 social media platforms: Instagram, Facebook, Twitter, and Tumblr. At 3 randomly generated timeslots, #fitspo was searched across Instagram, Tumblr, Facebook, and Twitter and all posts were extracted using screenshot methods over the next 10 minutes. No best practice tools are available for systematically searching social media, and various websites’ default search algorithms do not allow systematic searching. At the time of data collection, Facebook and Pinterest did not allow accurate searching of “most recent” tagged posts, instead showing a combination of recent and “popular” posts when searching a tag. Instagram allows searching of recent posts for public, but not private profiles, but “popular” posts when searching a tag. Instagram allows tagged posts, instead showing a combination of recent and Pinterest did not allow accurate searching of “most recent” systematic searching. At the time of data collection, Facebook and various websites’ default search algorithms do not allow tools are available for systematically searching social media, screenshot methods over the next 10 minutes. No best practice

Coding Strategy

Given the emergent nature of research into this field, posts were analyzed with a codebook developed specifically for this project by the authors (see Figure 1 for example images and Multimedia Appendix 1 for codebook). This codebook was expanded from Boepple and Thompson’s [3], and Tiggemann and Zaccardo’s [21] analyses. Variables were also informed by objectification theory [17]. Twenty-eight variables were chosen by the authors. These included variables related to the relevance and structure of the post (eg, social media platform type, presence of a caption, presence of a photo or video), the theme of the post (exercise or food), number of people present and their apparent gender and age (in categories), whether the post depicted the subject’s face or body, whether the post emphasized the subject’s stomach or buttocks, and whether the post encouraged healthy eating or included a person actively exercising. For variables relating to the subject of the post, if multiple people of the same gender were present, coders were instructed to code variables related to the main subject of the post. This was determined by the structure of the post highlighting 1 subject (eg, 1 subject in the foreground). If this was unclear, the coder analyzed the subject on the left of the image (if viewing the image from the left to the right, this would be the first person viewed). For ease of interpretation, age was later collapsed into a binary variable of <25 or 25+ years for the gendered analysis.

Thinness and muscularity of the people in the images were rated using line drawing figure scales: the Figure Rating Scale (also known as Stunkard scale) for male and female thinness [25] and modified versions of this scale for male and female muscularity [26,27]. These scales use simple drawings of male and female figures to assess thinness and muscularity of men and women on scales of 1 (very thin or very little visible muscle) to 9 (very overweight or very muscular). Body parts emphasized were determined by visual cues such as proximity to the camera, cropping, and captions which drew attention to particular body parts.

Figure 1. Examples of posts included in the content analysis. These posts demonstrate the following variables, among others: (L-R) full body, active exerciser, healthy eating, and sexualisation.
Each post was analyzed by 2 independent coders. Both coders were trained in using the codebook before the analysis process using example posts not included in the analysis. Coders were instructed to assess the main messages or clear implications of the post, and to use any visible captions, hashtags, and comments to give context to the post. Coders were instructed to view videos, if possible, using links embedded in screenshots taken with tagboard.com. If this was not possible, coders rated the single frame video preview. Reliability was analyzed between the 2 coders using Cohen kappa for categorical variables (see Multimedia Appendix 1). Categorical variables included in the analysis exceeded the recommendation for a minimum value of $\kappa = .60$ [28] and percentage agreements for these variables ranged from 87.8% (for “Full Body”) to 99.5% (for “Platform”). Five categorical variables were removed due to low reliability. Reliability was analyzed for ordinal and interval-level variables using Spearman rho; these values were highly correlated, ranging from with $\rho = .74$ for thinness to $\rho = .96$ for number of women present. A third reviewer, the lead author, independently analyzed any discrepancies in accordance to the codebook with consideration of the 2 primary coders’ data, making the final decision and forming the final dataset.

Gender Analysis

In posts containing men only and those containing women only, gender differences in mean thinness and muscularity ratings were analyzed using independent t tests, and chi-square or Fisher exact tests were used for analyzing categorical variables by gender of subjects. Cohen $d$ or the phi coefficient was used to calculate effect sizes. Analyses were conducted in Stata version 13 (StataCorp LLC).

Results

Description of Content

Across the 30-minute composite study period, 476 social media posts tagged with “#fitspo” were retrieved across the 4 platforms. After removal of 61 irrelevant posts ($\kappa = .73$; see Multimedia Appendix 1), 415 of 476 posts (87.2%) were coded (Table 1). The most content was posted to Instagram (360/415, 86.8%), followed by Tumblr (39/415, 9.4%), Facebook (12/415, 2.9%), and Twitter (4/415, 1.0%) ($\kappa = .98$). Due to the relatively small number of posts across Tumblr, Facebook, and Twitter, variables were not compared by platform.

Most #fitspo posts contained a photograph or another image, and around 1 in 10 posts contained a video. More women appeared in posts than men, but men still appeared in nearly one third of posts; 40.5% (168/415) depicted at least one woman and 31.6% (131/415) depicted at least one man. In general, subjects of posts appeared to be young adults. Most posts were thematically related to exercise or fitness, although around 1 in 6 was thematically related to food (Table 1). Most messages about food (64/68, 94%) were found in posts without any people present, whereas most messages about exercise (245/295, 83.1%) were found in posts with at least one person present.
Table 1. Description of social media posts tagged with #fitspo (N=415).

<table>
<thead>
<tr>
<th>Type of variable</th>
<th>Category</th>
<th>Level</th>
<th>Posts n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Structure</td>
<td>Text</td>
<td>Motivational or inspirational quote or text</td>
<td>67 (16.1)</td>
</tr>
<tr>
<td></td>
<td>Caption</td>
<td>Caption present</td>
<td>330 (79.5)</td>
</tr>
<tr>
<td></td>
<td>Photo</td>
<td>Photo present</td>
<td>332 (80.0)</td>
</tr>
<tr>
<td></td>
<td>Video</td>
<td>Video present</td>
<td>41 (9.9)</td>
</tr>
<tr>
<td></td>
<td>Selfie</td>
<td>Post contains a selfie</td>
<td>112 (27.0)</td>
</tr>
<tr>
<td>Subjects</td>
<td>Persona</td>
<td>At least one selfie</td>
<td>283 (68.2)</td>
</tr>
<tr>
<td></td>
<td>Age (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>&lt;18</td>
<td>7 (1.7)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>18-24</td>
<td>104 (25.1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>25-34</td>
<td>81 (19.5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>35-44</td>
<td>12 (2.9)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>45+</td>
<td>1 (0.2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Multiple people of different ages</td>
<td>10 (2.4)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Unclear</td>
<td>68 (16.4)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Not applicable; no people present</td>
<td>132 (31.8)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Women only</td>
<td></td>
<td>151 (36.4)</td>
</tr>
<tr>
<td></td>
<td>Men only</td>
<td>114 (27.5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Women and men</td>
<td></td>
<td>17 (4.1)</td>
</tr>
<tr>
<td></td>
<td>Unclear</td>
<td>1 (0.2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Not applicable; no people present</td>
<td>132 (31.8)</td>
<td></td>
</tr>
<tr>
<td>Theme</td>
<td>Exercise</td>
<td>Thematically relates to exercise or fitness only</td>
<td>295 (70.1)</td>
</tr>
<tr>
<td></td>
<td>Food</td>
<td>Thematically relates to food or eating only</td>
<td>68 (16.4)</td>
</tr>
<tr>
<td></td>
<td>Both</td>
<td>Thematically relates to both food or exercise</td>
<td>13 (3.2)</td>
</tr>
<tr>
<td></td>
<td>Neither</td>
<td>Thematically relates to neither food nor exercise</td>
<td>39 (9.4)</td>
</tr>
</tbody>
</table>

Gendered Analysis

Gendered analyses of posts depicting only men and posts depicting only women (265/415, 63.9%) were conducted. On the Figure Rating Scales, female subjects had significantly lower mean thinness scores (Mean 3.0, SD 1.2) than male subjects (Mean 4.4, SD 1.1), $P<.001$, Cohen $d=-1.11$, large effect. Female subjects also had significantly lower masculinity scores (Mean 4.1, SD 1.7) than male subjects (Mean 6.0, SD 1.2), $P<.001$, Cohen $d=-1.30$, large effect. Of note, these thinness and masculinity analyses were conducted only among posts where reviewers were able to assess thinness (n=126 for female subjects, n=89 for male subjects) and masculinity (n=116 for female subjects, n=94 for male subjects).

Categorical variables are presented in Table 2 (variable descriptions available in Multimedia Appendix 1). Posts containing women only were significantly more likely to display the subject’s full body than posts containing men only. Posts containing men only were significantly more likely to have their subject’s face visible than posts containing women only. Nearly half of posts emphasized the subject’s stomach or contained an active exerciser, regardless of gender. Women were sexualized significantly more than men, although sexualization was common for both men and women. Posts containing women only emphasized the subject’s buttocks significantly more frequently than posts containing men only. Before and after images, and messages about food and healthy eating, were relatively rare regardless of gender. Messages about food and healthy eating were generally depicted in posts without any people present.
Table 2. Content of social media #fitspo posts by gender of subject when only one gender was present in the post.

<table>
<thead>
<tr>
<th>Type of variable</th>
<th>Category</th>
<th>Female subjects only (n=151)</th>
<th>Male subjects only (n=114)</th>
<th>P value</th>
<th>Phi ((\phi))</th>
<th>Effect size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Age of subjects &lt;25 years</td>
<td>n (%)</td>
<td>n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Structure of post</td>
<td>Motivational text</td>
<td>11 (7.3)</td>
<td>11 (9.7)</td>
<td>.49</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Caption</td>
<td>118 (78.2)</td>
<td>86 (75.4)</td>
<td>.60</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Photo</td>
<td>135 (89.4)</td>
<td>98 (86.0)</td>
<td>.40</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Video</td>
<td>18 (11.9)</td>
<td>21 (18.4)</td>
<td>.14</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Selfie</td>
<td>66 (43.7)</td>
<td>38 (33.3)</td>
<td>.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Theme of post</td>
<td>Food only(^a)</td>
<td>1 (0.7)</td>
<td>2 (1.8)</td>
<td>.58</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exercise only</td>
<td>126 (83.4)</td>
<td>104 (91.2)</td>
<td>.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Objectification</td>
<td>Face visible</td>
<td>76 (50.3)</td>
<td>77 (67.5)</td>
<td>.005</td>
<td>.17</td>
<td>Small</td>
</tr>
<tr>
<td></td>
<td>Full body or nearly full body visible</td>
<td>98 (64.9)</td>
<td>51 (44.7)</td>
<td>.001</td>
<td>.20</td>
<td>Small</td>
</tr>
<tr>
<td></td>
<td>Emphasis on stomach</td>
<td>69 (45.7)</td>
<td>47 (41.2)</td>
<td>.47</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Emphasis on buttocks(^a)</td>
<td>38 (25.2)</td>
<td>2 (1.8)</td>
<td>&lt;.001</td>
<td>.71</td>
<td>Large</td>
</tr>
<tr>
<td></td>
<td>Sexualization</td>
<td>72 (47.7)</td>
<td>33 (29.0)</td>
<td>.002</td>
<td>.19</td>
<td>Small</td>
</tr>
<tr>
<td>Other variables</td>
<td>Before or after(^a)</td>
<td>3 (2.0)</td>
<td>1 (0.9)</td>
<td>.64</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Healthy eating(^a)</td>
<td>4 (2.7)</td>
<td>5 (4.4)</td>
<td>.51</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Active exerciser</td>
<td>80 (53.0)</td>
<td>61 (53.5)</td>
<td>.93</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Chi-square tests only performed with minimum frequency >5 per cell. Fisher exact test was used if cell frequency was 5 or fewer.

**Discussion**

**Principal Findings**

This study aimed to analyze the content of posts with the #fitspo hashtag over a composite 30-minute period across the social media platforms Instagram, Facebook, Twitter, and Tumblr, comparing messages of fitspiration by gender of the subject. As hypothesized, the vast majority of posts in this time period were posted to Instagram, followed by Tumblr, probably due to their highly visual nature. Similar to the findings of Tiggemann and Zaccardo [21], female subjects were more frequently depicted in fitspiration than male subjects; however, a third of posts depicted at least one male subject. This indicates that, in contrast to the female focus of previous fitspiration research (eg, [3,7]), it is likely that fitspiration is reaching men and may influence the body image, exercise, and health behaviors of male followers as well as female followers. As such, future research should investigate the potential impact of these images on men.

Posts depicting women, which are likely aimed at female social media users, typically depicted young adult women meeting either the thin ideal or the athletic ideal. Posts depicting very muscular women were also common, and may indicate an increase in the popularity of body building among women. Female subjects were frequently objectified and sexualized, with emphasis on the idealized look of their full body and body parts such as the stomach and buttocks. Considering the popularity of fitspiration among young women [5], and the detrimental effects on female body image observed previously [7,10], it is fair to assume that young women viewing this content are frequently exposed to images of thin and athletic ideal bodies, often sexualized, and that this content has the power to influence their body image and encourage exercise to alter their appearance. Furthermore, only half of the images of women actually depicted women’s faces (face-ism [19]), following a similar trend to that observed by Tiggemann and Zaccardo [21]. This trend may also be related to greater self-objectification, particularly in the context of social media, where the profile pictures of male users are more likely to depict their faces compared with female social media users [29].

Interestingly, men were frequently objectified, albeit in different ways to women. Although men had their faces in images more often than women, posts depicting men (presumably aimed at male social media users) depicted subjects that were highly muscular—significantly more muscular than female subjects. Images of men focused on stomachs at a similar frequency to women, but unlike women, men’s stomachs nearly always had
visible abdominal muscles. Although not included in this analysis, images of men often emphasized visible biceps and pectoral muscles. Compared with posts with female subjects, in the images of men there was little emphasis on thinness or weight loss. This is aligned with current body ideals for men [13] and a general trend seen in the media of increased muscle mass in images of male bodies over time [30]. However, previous research indicates that young men access fitspiration on social media less frequently than young women [5]. There may be a small group of social media users posting content to the #fitspo hashtag who are very active and have a small but dedicated male audience. It is also possible that male social media users are accessing similar content but not on social media or do not consider this content to be fitspiration, and use different hashtags to label the fitness material they post (eg, #swoll which refers to swollen muscles).

Despite these concerns, it is possible that social media users viewing fitspiration are inspired to exercise, and that they view fitspiration in a positive manner. Qualitative research indicates that young female fitspiration users appreciate the ease of access to health and fitness information provided by fitspiration and generally choose to follow normalized and dominant health discourses [6]. Many posts were identified with balanced approaches to health and fitness. However, only half of the posts contained a subject actively exercising. A large number of posts focused on users’ bodies, including flat stomachs and muscles, often in a posed and sexualized manner. The implication of these findings is that a subset of fitspiration is focused on appearance. Previous research has noted that exercising for appearance-based purposes is associated with increased body image concerns and disordered eating symptomatology [31]. This content also suggests that being fit and healthy is equivalent to fitting in with current masculine and feminine body ideals; in many posts, fitness and beauty were depicted as being essentially the same concept.

More experimental and longitudinal research is needed to identify the impacts of fitspiration on both body image and exercise behavior, particularly for male users. However, in the context of the small body of experimental research [7] which indicates short-term harms of fitspiration in women, and qualitative research which indicates that some young female social media users have internalized messages about idealized bodies depicted in fitspiration [6], there may be a need to develop interventions to prevent such harms in the long term. It has been suggested that focusing on the benefits of fitness without also emphasizing thinness may offer promising results regarding body image and physical activity for young women [32]. Such an approach may also be worthwhile for young men, emphasizing the benefits of exercise without emphasizing muscularity.

The results of the content analysis in this study suggest that interventions to reduce potential harms of fitspiration could focus on critically analyzing objectifying messages in fitspiration, and other content aiming to inspire people to exercise and be healthy. Interventions aimed at women could aim to reduce pressures to be both thin and muscular and deconstruct the relationship between fitness, sexuality, and beauty; interventions aimed at men could focus on reducing the pressure to be muscular (particularly in the upper body). Further research could aim to develop these interventions for both general communities (eg, social media users) and clinical populations (eg, young people experiencing eating disorders). Furthermore, fitspiration communities appear to be most active on Instagram, suggesting that any social media–based interventions should focus primarily on Instagram, with a secondary emphasis on Tumblr and other platforms. However, due to the diverse nature of tagging on different social media sites, it is possible that fitspiration communities are very active on other social media platforms. Furthermore, fitspiration websites [20] should not be ignored when developing interventions.

Of note, coders also identified several themes that were not included in the analysis and have not been included in previous content analyses. These include: presence of professional fitness models; suspected instances of image manipulation; emphasis on back muscles; depiction of protein powder or supplements; tie-ins with particular products, companies, diets, or trends (eg, “clean eating,” “bikini bodies”); or depictions of particular subcommunities such as “fit mothers” and people tracking “fitness journeys.” Future research should consider these areas and the potential impact that they might have on male and female body image.

Limitations
The authors acknowledge the limitations of this study. Although the study utilized 3 independent coders, the majority of variables included in the framework were subjective. Certain variables were nonspecific and only allowed simple yes or no coding. It is possible that our composite half hour did not accurately represent social media fitspiration; social media users may follow dedicated fitspiration blogs and pages rather than use hashtag-based searching, especially since searching for recent hashtags is difficult on some platforms. Fitspiration profiles may also be private and some posts would not have been extracted in our analysis. We only analyzed 1 hashtag (“#fitspo”) due to time resources; this hashtag was chosen over #fitspiration (which was used by Tiggemann and Zaccardo [21]) as #fitspo returned approximately 4 times the number of results. Although many posts analyzed also contained the #fitspiration hashtag, our analyses can only be interpreted as relating to this 1 hashtag. Little detail could be provided about videos as not all were able to be viewed; some of these videos were coded as single still images. Furthermore, in order to analyze similar styles of posts across platforms, only “most recent” posts were viewed. Although representative of posts uploaded and tagged within a particular time frame, we are unable to provide information about the “most popular” form of fitspiration.

Conclusions
Overall, this study indicates that fitspiration on social media often encourages exercise in order to reach an appearance aligned with gendered body image ideals [8,13]. Our results also indicate that fitspiration imagery features men nearly as often as it features women and that men are just as likely to be objectified as women, albeit in different ways. These findings suggest a need to experimentally examine the impact of fitspiration-style posts on body image and exercise behaviors.
including fitspiration and other fitness media aimed at men. If such research identifies harms of fitspiration, further research is also required to determine the best strategies to minimize potential harms. Interventions should focus on Instagram and Tumblr and consider their highly visual nature and mobile formats, and gendered body image messages.
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Abstract

Background: College students and working adults are particularly vulnerable to stress and other mental health problems, and mental health promotion and prevention are needed to promote their mental health. In recent decades, mindfulness-based training has demonstrated to be efficacious in treating physical and psychological conditions.

Objective: The aim of our study was to examine the efficacy of an Internet-based mindfulness training program (iMIND) in comparison with the well-established Internet-based cognitive-behavioral training program (iCBT) in promoting mental health among college students and young working adults.

Methods: This study was a 2-arm, unblinded, randomized controlled trial comparing iMIND with iCBT. Participants were recruited online and offline via mass emails, advertisements in newspapers and magazines, announcement and leaflets in primary care clinics, and social networking sites. Eligible participants were randomized into either the iMIND (n=604) or the iCBT (n=651) condition. Participants received 8 Web-based sessions with information and exercises related to mindfulness or cognitive-behavioral principles. Telephone or email support was provided by trained first tier supporters who were supervised by the study’s research team. Primary outcomes included mental and physical health-related measures, which were self-assessed online at preprogram, postprogram, and 3-month follow-up.

Results: Among the 1255 study participants, 213 and 127 completed the post- and 3-month follow-up assessment, respectively. Missing data were treated using restricted maximum likelihood estimation. Both iMIND (n=604) and iCBT (n=651) were efficacious in improving mental health, psychological distress, life satisfaction, sleep disturbance, and energy level.

Conclusions: Both Internet-based mental health programs showed potential in improving the mental health from pre- to postassessments, and such improvement was sustained at the 3-month follow-up. The high attrition rate in this study suggests the need for refinement in future technology-based psychological programs. Mental health professionals need to team up with experts in information technology to increase personalization of Web-based interventions to enhance adherence.


(J Med Internet Res 2017;19(3):e84) doi:10.2196/jmir.6737
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Introduction

According to the World Health Organization (WHO) [1], mental health is an essential part of health that contributes to the overall well-being of every individual. However, approximately 450 million people suffer from mental health problems worldwide [2]. Working adults are particularly vulnerable in Hong Kong. For instance, a survey found that 25% of the 1031 employees interviewed reported feeling down, depressed, or hopeless in the previous month, and 90% of them reported needing more mental health support at work [3]. Another survey conducted among 1207 employees also showed that 82.5% and 27.6% of the employees suffered from stress and depression because of work, respectively [4]. Work stress can be detrimental to mental health and it is associated with the onset of depression and anxiety among the young working adults [5]. The Hong Kong Mental Morbidity Survey (HKMMS), which was the first territory-wide epidemiological study in Hong Kong, recruited 5719 Chinese participants in the general population of Hong Kong and found that 13.3% of adults have common mental disorder, with individuals aged 26-35 years having significantly higher weighted prevalence (16.5%) than the general adult population [6]. In view of their vulnerability to mental health problems, prevention programs are urgently needed to promote their mental health. As the WHO has suggested, mental health is not the mere absence of disease or infirmity but it also includes positive functioning and state of mind [1]. It is therefore important to provide a prevention program that does not focus only on the reduction of mental health problems or psychological distress but also promotes their positive functioning and state of mind.

In addition to working adults, emerging adults such as college students also experience high levels of stress. They are in the midst of identity exploration [7] and the instability involved in their transitional stage of becoming full-fledged adults may expose them to higher risks of psychological disturbance. Based on a survey conducted in 2006 covering 10 tertiary education institutions in Hong Kong, 21%, 41%, and 27% of the 7915 first-year students reported moderate severity or above on depression, anxiety, and stress symptoms, respectively [8]. Another study also found high prevalence of depressive symptoms among college students, with 43.9% of the students reporting a score of 16 or above on the Center for Epidemiologic Studies Depression Scale, which is suggestive of depressive symptoms [9]. Thus, prevention and mental health promotion are also needed among college students.

Besides mental health, according to the WHO, physical health is also one of the components that is intimately related to mental health [1]. In Hong Kong, it has been found that pain and sleep disturbance are prevalent, with 80.3% of the 1051 Hong Kong Chinese adults who were interviewed indicating some pain over the past year [10] and 68.6% of the 529 Hong Kong college students interviewed reporting symptoms of insomnia [11]. Furthermore, pain, fatigue, and sleep disturbance are highly interconnected and the presence of all 3 physical problems is associated with poorer physical and mental health [12]. Since mental and physical health are highly interdependent [1], a mental health promotion program can potentially have benefits on physical health as well.

Although effective treatments are available, it is noted that two-thirds of people who suffered from mental disorder did not seek help due to the stigma in seeking mental health services [13]. In the HKMMS, only 26% of those with common mental disorders have sought mental health services in the past year, with only 3.9% having sought help from a psychologist [6]. Internet-based interventions provide an alternative to face-to-face therapy in enhancing mental health for people who may not seek help due to stigma or other reasons. It is anonymous, self-paced, and easily accessible. The high scalability and penetration of Internet-based interventions also offers advantages over face-to-face treatment.

Increasing evidence has shown the efficacy of Internet-based interventions in the treatment of anxiety and depression, as well as the promotion of mental health in the general public. Meta-analysis found the efficacy of Internet-based cognitive behavioral intervention in the treatment of anxiety and depression [14,15]. In addition to cognitive behavioral therapy, mindfulness-based interventions provide another means in enhancing mental and physical health. Mindfulness is a nonjudgmental awareness of the present moment with curiosity and openness [16,17]. Among its many training programs, mindfulness-based stress reduction (MBSR) and mindfulness-based cognitive therapy (MBCT) are the most widely applied and are found to be efficacious in the treatment of depression and anxiety, as well as improving the physical and mental health conditions in the clinical and nonclinical populations [18-23]. Meta-analyses have also showed that mindfulness-based training is efficacious in the reduction of stress and anxiety among working adults and college students in clinical and community settings [24,25].

Although the face-to-face mindfulness-based interventions are efficacious, few have tested the efficacy when delivered through the Web. Two previous feasibility and pilot studies showed preliminary evidence of Internet-based mindfulness programs in improving stress in nonclinical population [26,27] and another randomized controlled trial showed the efficacy of Internet-based mindfulness training in enhancing quality of life among people in the clinical population [28]. In Hong Kong, one study showed that an 8-week Internet-based mindfulness training was efficacious in enhancing mental well-being among college students at postprogram and 3-month follow-up compared with the waitlist control [29]. Taken together, the preliminary evidence supported the feasibility of Internet-based mindfulness training in promoting mental health.

Although much work has been done on mindfulness training and Internet-based cognitive behavioral training, few have tested these Internet-based interventions in Asia. Also, the efficacy of
Internet-based mindfulness training in promoting mental health is at its early stage. With the risks and prevalence of depression and anxiety observed among the college students and working adults, this study aimed to test the efficacy of an Internet-based mindfulness training for the prevention and promotion of their physical and mental health, compared with the well-established Internet-based cognitive behavioral training in a randomized controlled trial. We hypothesized that both training could enhance the physical and mental health at postprogram and 3-month follow-up.

Methods

Trial Design

This study was a 2-arm, randomized, open-label, parallel positive-control trial involving two Internet-based interventions: a mindfulness training program named iMIND versus a cognitive-behavioral training program named iCBT. Clinical ethics approval was obtained from the principal investigator’s institution (Joint Chinese University of Hong Kong–New Territories East Cluster Clinical Research Ethics Committee) as well as from the Hospital Authority Kowloon Central or East Cluster and the Department of Health of Hong Kong.

Participants

The study targeted college students and young working adults and recruitment was done through (1) sending mass emails to students, teachers, and staff at different universities in Hong Kong; (2) distributing announcements to the staff of the Hospital Authority; (3) placing leaflets and posters in civil servant primary care clinics under Hong Kong Department of Health; and (4) posting advertisements in local libraries, newspapers, magazines, and social networking site Facebook.

Individuals who were interested in participating in the study visited our website where they were screened by completing Web-based questionnaires on mental health and demographics. Inclusion criteria included (1) age 18 years or above, (2) ability to read and understand Chinese, (3) computer literacy, and (4) consistent access to the Internet. Exclusion criteria included (1) an indication of suicidality by a score of 1-4 (out of 6) in item 16, 21, or 28 of the Mental Health Inventory (MHI) [30]; (2) currently receiving professional mental health services; and (3) currently taking psychotropic medication. If participants indicated suicidality in the screening questionnaire, they were to be given a list of resources and hotline on mental health services in the community.

Eligible individuals were given detailed information about the study aims, length of the program, participant involvement, and the assignment of intervention through randomization. They were also informed that the study was conducted by the Department of Psychology at the Chinese University of Hong Kong. Participants provided informed consent by clicking the “I agree” button at the bottom of the study description page. From there, participants received an activation link via email and were then randomly assigned to 1 of the 2 conditions by computer-generated numbers. The pre-, post-, and follow-up assessments were completed by the eligible participants on the Web, instead of through supporters, so that the assessment could be free from assessors’ biases from knowing the participants’ assigned conditions. Individuals who did not meet the eligibility criteria received an on-screen message and email with a thank you note and a list of resources on mental health services in the community.

Interventions

iMIND and iCBT were administered via the Internet on 2 separate Web pages that were in the Chinese language. Functional tests were conducted before the release of the website. Each program consisted of 8 30- to 45-minute sessions. Both programs lasted for 8 weeks. The delivery format of iMIND involved didactic readings (eg, nature of human suffering according to the Buddhist perspective), experiential learning (eg, guided meditation), and daily life applications (eg, developing awareness on how letting go of one’s attachment could lead to inner peace). To enhance the user experiences, we made improvement on iMIND based on its predecessor [29] by making the content more interactive (eg, weekly well-being tracking, built-in multimedia within each lesson, dynamic content display) and more aesthetically appealing (eg, color coordinated and theme-consistent graphics with easy-to-use navigation). Recently, scholars have started to raise concerns about contemporary mindfulness teachings for their over-simplification and deviation from its traditional Buddhist root [31-33]. In response to this, our current iMIND program incorporated core notions in traditional Buddhism including discernment, compassion, impermanence, interdependence of all beings, and nonattachment [34]. By contextualizing our mindfulness training within the traditional Buddhist foundation, the training program aimed to facilitate participants to develop their own rationale behind practices. Such intentions would set the foundation for continuous and regular practices, and could potentially affect practice outcomes [35,36].

The content of iCBT was organized based on MacDonald and O’Hara’s 10 elements of mental health [37], with mental health promotion resources from the WHO and government reports from the United Kingdom and Australia. At the end of each session, participants were provided with homework assignments to practice what was learned and apply the skills in their daily lives. In the iMIND program, videos of stretching and audios of body scan and sitting meditation were provided to the participants to guide them through their exercises. In the iCBT program, worksheets including mood diary, cognitive restructuring, and healthy lifestyle plan were provided for participants to record their responses. All contents were developed by the research team members who were clinical psychologists and mindfulness practitioners. The iMIND and iCBT content was turned into the Web page by eLearningPro Limited. A brief overview of the session content is shown in Table 1. No further revision on the content and the Web page was made after the trial was launched. Screenshots of how the interventions appeared in the Web page are shown in Multimedia Appendix 1.
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Measures

Baseline Measures

At baseline, participants provided demographic and background information including age, gender, education level, income, marital status, religion, and previous experience with systematic mindfulness training (ie, mindfulness-based stress reduction therapy, MBSR, or mindfulness-based cognitive therapy, MBCT), regular meditation practices, cognitive-behavioral training, and yoga. To assess the route of participation, participants also indicated how they learned about this study.

<table>
<thead>
<tr>
<th>Session</th>
<th>Content (iMIND(^a))</th>
<th>Content (iCBT(^b))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Introduction on mindfulness</td>
<td>Introduction on mental health</td>
</tr>
<tr>
<td>2</td>
<td>Observing thoughts, feelings, and sensations as they are</td>
<td>Stress, body reactions, and emotion regulations</td>
</tr>
<tr>
<td>3</td>
<td>Mindful attitudes and nature of suffering</td>
<td>Cognitive distortions and strategies to cope with stress</td>
</tr>
<tr>
<td>4</td>
<td>Being in the present moment</td>
<td>Emotion regulation</td>
</tr>
<tr>
<td>5</td>
<td>Letting go in times of difficulties</td>
<td>Resilience in times of adversities</td>
</tr>
<tr>
<td>6</td>
<td>Ways to stay mindful</td>
<td>Ways to increase self-esteem</td>
</tr>
<tr>
<td>7</td>
<td>Mindful communications</td>
<td>Effective communication skills</td>
</tr>
<tr>
<td>8</td>
<td>Review and applications</td>
<td>Review and applications</td>
</tr>
</tbody>
</table>

\(^a\)MIND: Internet-based mindfulness training program.  
\(^b\)iCBT: Internet-based cognitive-behavioral training program.

Previous research has shown that (1) guided self-help has higher completion rates than unguided self-help [38], (2) programs with weekly telephone reminders are more efficacious than those without [39], and (3) technician-assisted telephone or email support for Internet-based interventions is as efficacious as clinician-assisted telephone or email support [40,41]. Given these findings, for the duration of the 8-session program in both conditions, trained first tier supporters contacted each participant weekly via telephone and email to (1) acknowledge their time spent on the program, (2) ensure their understanding of course-related instructions, (3) encourage them to continue participating, and (4) provide guidelines for homework activities. Scripted guidelines and training were provided to the supporters. Participants were instructed to call and/or email our research assistant for clarification in case of questions or problems during the course of the intervention. When a participant fell below a score of 13 or answered 0 or 1 on any of the items on the Well-Being Index (WBI) [42], first tier supporters would refer them to second tier supporters (who were clinical psychologists) to evaluate their mental health status, address their questions, and make referrals for more intensive treatments as needed. Each participant was monitored through weekly self-report measure (ie, the WBI) as well as their first and second tier supporters. The first tier supporters also contacted the participants in both conditions once a month after the end of the program to maintain contact and interest in completing postprogram evaluations. The CONSORT e-health checklist is shown in Multimedia Appendix 2.

Mental Health Measures

Mental Well-Being

The WHO 5-item WBI [43] was used to measure overall mental well-being. Each item was rated on a 6-point Likert scale from 0 (never) to 5 (all of the time). The scale has been used among the Chinese with an internal consistency of .90 [36]. In this study, the Cronbach alphas of the WBI were .92, .93, and .94 at baseline, postprogram, and 3-month follow-up, respectively.

Psychological Distress

The 18-item MHI was used to assess psychological distress [30]. Each item was rated on a 6-point Likert scale from 1 (all of the time) to 6 (none of the time). Previous research showed that the MHI’s internal consistency (Cronbach alphas) ranged from .81 to .91, with stability coefficients ranging from .60 to .76 over a 1-year interval [44]; its validity has also been supported among the Chinese. In this study, its Cronbach alphas were .93, .94, and .95 at baseline, postprogram, and 3-month follow-up, respectively.

Life Satisfaction

Life satisfaction was assessed by the 5-item Satisfaction with Life Scale (SWLS) [45]. Participants rated the extent to which they endorsed each item on a 6-point Likert scale from 1 (strongly disagree) to 6 (strongly agree). Its reliability has been substantiated (eg, test-retest reliability of .84 over a 1-month interval) and its convergent validity has been demonstrated by its high correlations with other life satisfaction measures [46]. The scale has been used extensively among the Chinese and its validity has also been supported among Hong Kong university students [47]. In this study, the Cronbach alphas of the SWLS were .91, .91, and .90 at baseline, postprogram, and 3-month follow-up, respectively.

Physical Health Measures

Energy

Average level of energy was measured by the visual analogue scale (VAS) [48]. Participants rated their average daily energy level on a 100mm long line from 0 (no energy) to 100 (a lot of energy). Its validity is supported by its usage in measuring energy or fatigue level among patients with diagnoses of fatigue-related medical conditions [49].
Sleep Disturbance
The 4-item sleep disturbance subscale of the Medical Outcomes Study (MOS) Sleep Scale [50] was used to assess how well participants slept without tapping into other sleep-related medical conditions. Three items related to sleep disturbance were rated on a 6-point Likert scale from 1 (all of the time) to 6 (none of the time) and 1 item related to the time needed to fall asleep was assessed on a 5-point Likert scale from 1 (less than 15 minutes) to 5 (more than 60 minutes). Scores were converted to an index that ranged from 0-100 with higher scores indicating a higher level of sleep disturbance. Research has demonstrated its acceptable level of internal consistency reliability (>0.70) and its responsiveness to change [50]. It has also been validated among community adults and has been used among the Chinese population [51]. The Cronbach alphas of MOS sleep scale were .83, .70, and .70 at baseline, postprogram, and 3-month follow-up, respectively.

Pain
Average level of pain was measured by VAS [52]. Participants rated their average daily pain level on a 100mm long line from 0 (no pain) to 100 (very severe pain). It has been used in a variety of settings and is sensitive to treatment effects [53]. It has been shown to be reliable in pain assessment when compared with other subjective pain measuring methods [54]. It also showed good reliability and validity among Chinese adults [55].

Usage and Satisfaction Measures
Usage is defined as the time (in minutes) spent in the previous week on browsing the website and practicing the assigned homework. Participants reported these figures at the beginning of every session. At the end of the 8-week program, attitude toward and satisfaction with the Internet-based interventions were assessed using the Chinese version of the 8-item Client Satisfaction Questionnaire (CSQ) [56]. Each item was rated on a 4-point Likert scale from 1 to 4 and response options differed for different items. The Cronbach alpha of CSQ was .91 in this study.

Credibility and Expectancy
At baseline, participants completed the 6-item Credibility or Expectancy Questionnaire (CEQ) that aimed to examine if expectancies or perception of treatment credibility were related to outcomes. Five items were rated on a 9-point Likert scale from 1 (not at all) to 9 (very much) and 1 item was rated on an 11-point Likert scale ranging from 0 (0%) to 11 (100%). The CEQ comprises 2 factors: cognitively based credibility and affectively based expectancy, It was shown to have a total item correlation of .78 [57] and the scale has been used among Chinese patients [58]. Standardized scores were computed for the 2 subscales. In this study, the Cronbach alphas for credibility and expectancy were .82 and .84, respectively.

Analysis
All analyses were conducted using SPSS version 20.0 (IBM Corp). Linear mixed models were conducted to test if both conditions showed improvements in all outcomes over time. Compound symmetry covariance was used and missing data were treated using restricted maximum likelihood estimation.

Model for each outcome variable consisted of the time effect, condition effect, and the interaction effect of time by condition. When the main effect of time was significant, follow-up analyses were conducted to compare the outcomes in postprogram and follow-up program with the preprogram, and results were adjusted with Bonferroni correction. T tests were also conducted to test for equivalence in treatment expectancy and satisfaction about course content across the 2 conditions.

Results
Recruitment and Participant Characteristics
Participants were recruited between July 2013 and March 2015. A total of 4215 registrants were screened for eligibility. Among those who registered, 932 (22.11%, 932/4215) registrants were deemed ineligible, 1202 (28.52%, 1202/4215) eligible registrants did not activate their accounts, whereas 2081 (49.37%, 2081/4215) eligible registrants proceeded with account activation followed by randomization. Our sample consisted of those who, after randomization, completed the presurvey and received course materials (N=1255). About one-fifth of the participants (n=253) completed the entire 8-session program, 16.97% (213/1255) completed the postprogram survey, and 10.12% (127/1255) completed the 3-month follow-up (see Figure 1 for the flow diagram). No adverse events were reported during the course of the study.

Participants learned about the study from a variety of avenues: work institutions or universities (36.65%, 460/1255), Facebook (28.21%, 354/1255), family or relatives or friends (21.27%, 267/1255), other means such as posters and leaflets (10.92%, 137/1255), and primary care clinics (2.95%, 37/1255). About one-third (34.6%, 434/1255) were college students and about half (51.07%, 641/1255) were working full-time (see Table 1). Both conditions reported similar CSQ usage and satisfaction measures, with the CEQ comprising 2 factors: cognitively based credibility and affectively based expectancy. It was shown to have a total item correlation of .78 [57] and the scale has been used among Chinese patients [58]. Standardized scores were computed for the 2 subscales. In this study, the Cronbach alphas for credibility and expectancy were .82 and .84, respectively.

Analysis
All analyses were conducted using SPSS version 20.0 (IBM Corp). Linear mixed models were conducted to test if both conditions showed improvements in all outcomes over time. Compound symmetry covariance was used and missing data were treated using restricted maximum likelihood estimation.
3.89, SD 0.84; SWLS: Mean 3.86, SD 1.40, $t > 2.32, P < 0.05$), energy (Mean 53.11, SD 26.15; $t_{1253} = -2.01; P = 0.05$), and treatment expectancy (credibility: Mean $-0.05$, SD 0.86; expectancy: Mean $-0.03$, SD 0.88) at preprogram than those who completed the postprogram assessment (WBI: Mean 2.25, SD 1.06; MHI: Mean 4.03, SD 0.80; SWLS: Mean 4.19, SD 1.35; energy: Mean 57.04, SD 25.65; credibility: Mean 0.23, SD 0.81; expectancy: Mean=0.16, SD=0.83).

Table 2. Baseline characteristics across conditions.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>iCBTa (n=651)</th>
<th>iMINDb (n=604)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (SD)</td>
<td>32.52 (12.41)</td>
<td>32.73 (12.68)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>173 (26.6)</td>
<td>149 (24.7)</td>
</tr>
<tr>
<td>Female</td>
<td>478 (73.4)</td>
<td>455 (75.3)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary or below</td>
<td>2 (0.3)</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>Secondary</td>
<td>125 (19.2)</td>
<td>118 (19.5)</td>
</tr>
<tr>
<td>Bachelor or diploma</td>
<td>346 (53.1)</td>
<td>313 (51.8)</td>
</tr>
<tr>
<td>Master or above</td>
<td>178 (27.3)</td>
<td>172 (28.5)</td>
</tr>
<tr>
<td><strong>Employment, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>226 (34.7)</td>
<td>208 (34.4)</td>
</tr>
<tr>
<td>Full-time</td>
<td>331 (50.8)</td>
<td>310 (51.3)</td>
</tr>
<tr>
<td>Part-time or freelance</td>
<td>29 (4.5)</td>
<td>28 (4.7)</td>
</tr>
<tr>
<td>Others</td>
<td>65 (10)</td>
<td>58 (9.6)</td>
</tr>
<tr>
<td><strong>Religion, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No religion</td>
<td>392 (60.2)</td>
<td>382 (63.1)</td>
</tr>
<tr>
<td>Christianity</td>
<td>178 (27.3)</td>
<td>153 (25.3)</td>
</tr>
<tr>
<td>Catholicism</td>
<td>28 (4.3)</td>
<td>26 (4.3)</td>
</tr>
<tr>
<td>Buddhism</td>
<td>41 (6.3)</td>
<td>34 (5.6)</td>
</tr>
<tr>
<td>Others</td>
<td>12 (1.9)</td>
<td>10 (1.7)</td>
</tr>
<tr>
<td><strong>Systematic mindfulness training, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>36 (5.5)</td>
<td>40 (6.6)</td>
</tr>
<tr>
<td>No</td>
<td>615 (94.5)</td>
<td>564 (93.4)</td>
</tr>
<tr>
<td><strong>Regular meditation practices, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>60 (9.2)</td>
<td>57 (9.4)</td>
</tr>
<tr>
<td>No</td>
<td>591 (90.8)</td>
<td>547 (90.6)</td>
</tr>
<tr>
<td><strong>Yoga experience, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>149 (22.9)</td>
<td>139 (23.0)</td>
</tr>
<tr>
<td>No</td>
<td>502 (77.1)</td>
<td>465 (77.0)</td>
</tr>
<tr>
<td><strong>Cognitive behavioral, n (%) therapy experience, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>16 (2.5)</td>
<td>18 (3.0)</td>
</tr>
<tr>
<td>No</td>
<td>635 (97.5)</td>
<td>586 (97.0)</td>
</tr>
</tbody>
</table>

a iCBT: Internet-based cognitive behavioral training program.
b iMIND: Internet-based mindfulness training program.
Table 3. Baseline characteristics across conditions.

<table>
<thead>
<tr>
<th>Measures</th>
<th>iCBT&lt;sup&gt;a&lt;/sup&gt; (n=651), Mean (SD)</th>
<th>iMIND&lt;sup&gt;b&lt;/sup&gt; (n=604), Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Well-being index</td>
<td>2.02 (1.05)</td>
<td>2.14 (1.06)</td>
</tr>
<tr>
<td>Mental health inventory</td>
<td>3.90 (0.83)</td>
<td>3.93 (0.83)</td>
</tr>
<tr>
<td>Life satisfaction scale</td>
<td>3.90 (1.36)</td>
<td>3.94 (1.43)</td>
</tr>
<tr>
<td>Sleep disturbance</td>
<td>26.92 (20.24)</td>
<td>26.03 (20.69)</td>
</tr>
<tr>
<td>Pain</td>
<td>26.14 (25.75)</td>
<td>26.31 (25.62)</td>
</tr>
<tr>
<td>Energy</td>
<td>52.01 (26.41)</td>
<td>55.67 (25.64)</td>
</tr>
<tr>
<td><strong>Credibility or expectancy questionnaire</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Credibility</td>
<td>−0.02 (.86)</td>
<td>0.03 (0.86)</td>
</tr>
<tr>
<td>Expectancy</td>
<td>0.01 (0.86)</td>
<td>−0.01 (0.88)</td>
</tr>
</tbody>
</table>

<sup>a</sup>iCBT: Internet-based cognitive behavioral training program.

<sup>b</sup>iMIND: Internet-based mindfulness training program.
Figure 1. Flow diagram of this study.

Results from the linear mixed model indicated a significant time effect ($P < .001$). Mental well-being significantly increased from baseline to postprogram (mean difference $= -0.83$, 95% CI $= -0.996$ to $-0.66$, $P < .001$), and this increase was maintained at 3-month follow-up (mean difference $= -0.73$, 95% CI $= -0.94$ to $-0.51$, $P < .001$) in both iMIND and iCBT. WBI was not significantly different between iMIND and iCBT (mean
difference=−0.03, 95% CI −0.20 to 0.14, P=.75), and the 2 conditions did not differ in their improvements over time (P=.56).

**Mental Health Inventory**

The results indicated that there was a significant time effect (P<.001). It significantly increased from baseline to postprogram in both iMIND and iCBT (mean difference=−0.46, 95% CI −0.59 to −0.33, P<.001) and was maintained at 3-month follow-up (mean difference=−0.25, 95% CI −0.41 to −0.09, P=.01). MHI was not significantly different between iMIND and iCBT (mean difference=0.08, 95% CI −0.05 to 0.22, P=.22). The interaction effect of time x condition (P=.18) was also not significant, indicating that iMIND and iCBT showed similar improvement over time.

**Life Satisfaction**

The results indicated a significant time effect (P<.001), with life satisfaction significantly increased from baseline to postprogram in both iMIND and iCBT (mean difference=−0.77, 95% CI −0.96 to −0.59, P<.001), and this increase was maintained at 3-month follow-up (mean difference=−0.85, 95% CI −1.08 to −0.62, P<.001). The improvement was not significantly different between iMIND and iCBT (mean difference=−0.05, 95% CI −0.26 to 0.16, P=.62), and the time x condition interaction (P=.88), was not significant.

**Physical Health Measures**

**Energy**

Results showed that energy improved over time (P<.001). The improvement was significant at postprogram, (mean difference=−12.60, 95% CI −16.54 to −8.67, P<.001), and was maintained at 3-month follow-up in both iMIND and iCBT, (mean difference=−13.42, 95% CI −18.37 to 8.47, P<.001). The effect did not differ between iMIND and iCBT (mean difference=−2.01, 95% CI −6.07 to 2.05, P=.33), and no significant interaction effect of time x condition (P=.67) was found.

**Sleep Disturbance**

Improvement was shown over time (P<.001). The improvement was significant at postprogram (mean difference=8.12, 95% CI 5.66-10.58, P<.001), and 3-month follow-up in both iMIND and iCBT (mean difference=7.46, 95% CI 4.39-10.53, P<.001). The improvement was not significantly different between iMIND and iCBT (mean difference=0.16, 95% CI −2.79 to 3.12, P<.001), and the interaction effect of time x condition (P=.91), was not significant.

**Pain**

Results showed that pain significantly improved over time (P=.01). The improvement was shown in postprogram (mean difference=3.95, 95% CI 0.27-7.63, P=.03). No significant effect was found for the condition effect (mean difference=−0.31, 95% CI −4.29 to 3.67, P=.88), and the time by condition effect (P=.58) were not significant. Tables 4 and 5 show a summary of the means, standard errors, effect sizes, and time effects of the outcome measures across conditions.
### Table 4. Means and standard errors across conditions.

<table>
<thead>
<tr>
<th>Measures&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Mental health measures</th>
<th>Physical health measures</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>iCBT&lt;sup&gt;b&lt;/sup&gt; (n=651)</td>
<td>iMIND&lt;sup&gt;c&lt;/sup&gt; (n=604)</td>
</tr>
<tr>
<td>Mean (SE&lt;sup&gt;d&lt;/sup&gt;)</td>
<td>Pre</td>
<td>Post</td>
</tr>
<tr>
<td>WBI&lt;sup&gt;e&lt;/sup&gt;</td>
<td>2.02 (0.04)</td>
<td>2.90 (0.10)</td>
</tr>
<tr>
<td>MHI&lt;sup&gt;f&lt;/sup&gt;</td>
<td>3.90 (0.03)</td>
<td>4.43 (0.07)</td>
</tr>
<tr>
<td>SWLS&lt;sup&gt;g&lt;/sup&gt;</td>
<td>3.90 (0.05)</td>
<td>4.69 (0.11)</td>
</tr>
</tbody>
</table>

**Mental health measures**

**Physical health measures**

<table>
<thead>
<tr>
<th>Measures</th>
<th>Energy</th>
<th>Sleep disturbance</th>
<th>Pain</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>52.01 (0.99)</td>
<td>66.00 (2.26)</td>
<td>66.52 (2.87)</td>
</tr>
<tr>
<td></td>
<td>66.00 (2.26)</td>
<td>66.00 (2.26)</td>
<td>66.00 (2.26)</td>
</tr>
<tr>
<td></td>
<td>55.67 (1.03)</td>
<td>66.89 (2.29)</td>
<td>68.00 (2.89)</td>
</tr>
<tr>
<td></td>
<td>66.52 (2.87)</td>
<td>66.89 (2.29)</td>
<td>68.00 (2.89)</td>
</tr>
<tr>
<td></td>
<td>68.00 (2.89)</td>
<td>68.00 (2.89)</td>
<td>68.00 (2.89)</td>
</tr>
</tbody>
</table>

**Table 5. Overall time effects and effect sizes across conditions.**

<table>
<thead>
<tr>
<th>Measures</th>
<th>Scales</th>
<th>iCBT&lt;sup&gt;b&lt;/sup&gt; (n=651)</th>
<th>iMIND&lt;sup&gt;c&lt;/sup&gt; (n=604)</th>
<th>Overall time effect</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Post versus pre</td>
<td>Follow-up versus pre</td>
<td>Post versus pre</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cohen's d&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Cohen's d&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Cohen's d&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Mental health measures</td>
<td>WBI&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.86</td>
<td>0.81</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>MHI&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.70</td>
<td>0.46</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>SWLS&lt;sup&gt;g&lt;/sup&gt;</td>
<td>0.55</td>
<td>0.64</td>
<td>0.52</td>
</tr>
<tr>
<td>Physical health measures</td>
<td>Energy</td>
<td>0.56</td>
<td>0.58</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>Sleep disturbance</td>
<td>0.41</td>
<td>0.46</td>
<td>0.44</td>
</tr>
<tr>
<td></td>
<td>Pain</td>
<td>0.21</td>
<td>0.12</td>
<td>0.11</td>
</tr>
</tbody>
</table>

**Significant time effects were shown for all measures (P s<.05). All post and follow-up scores were significantly improved compared with the prescores, except that pain did not show any improvement at follow-up compared with prescore, indicating that the improvements over time were similar across conditions.**

**iCBT: Internet-based cognitive behavioral training program.**

**iMIND: Internet-based mindfulness training program.**

**SE: standard error.**

**WBI: Well-Being Index.**

**MHI: Mental Health Inventory.**

**SWLS: Satisfaction with Life Scale.**

---

<sup>a</sup>Significant time effects were shown for all measures (P s<.05). All post and follow-up scores were significantly improved compared with the prescores, except that pain did not show any improvement at follow-up compared with prescore, indicating that the improvements over time were similar across conditions.

<sup>b</sup>iCBT: Internet-based cognitive behavioral training program.

<sup>c</sup>iMIND: Internet-based mindfulness training program.

<sup>d</sup>SE: standard error.

<sup>e</sup>WBI: Well-Being Index.

<sup>f</sup>MHI: Mental Health Inventory.

<sup>g</sup>SWLS: Satisfaction with Life Scale.
Discussion

Principal Findings
This study developed and evaluated the efficacy of the Internet-based mindfulness training in comparison with an Internet-based cognitive-behavioral training on college students and young working adults in Hong Kong. Results showed that the Internet-based mindfulness training was as efficacious as the widely supported Internet cognitive-behavioral training in improving mental well-being, psychological distress, life satisfaction, energy level, sleep disturbance, and pain at the end of the 8-week program. Furthermore, users’ perceived credibility, expectancy, and satisfaction of both programs were similar. The results are encouraging as both Internet-based programs received support for their utility, satisfaction, and efficacy in mental health promotion. Given the weight of mental illness burden in our communities, this study shows that Internet-based mindfulness and cognitive-behavioral training programs with minimal guided support can be a highly scalable and convenient way for prevention and promotion of mental and physical health among college students and young working adults.

In Hong Kong, the majority of individuals who seek help for mental health issues do not receive psychiatric and clinical psychological services in primary and secondary care settings until their problems have become severe. In comparison with face-to-face interventions, Internet-based interventions are more easily accessible and affordable and have the potential to fulfill the need for mental health promotion and prevention in community settings. This study provided empirical support for the efficacy of Internet-based cognitive-behavioral and mindfulness training programs, which can be easily incorporated into existing service provision portfolios that promote mental health and reduce psychological distress among the college students and young working adult population in Hong Kong.

In terms of service management, these developed Internet-based interventions are highly sustainable. In Hong Kong, the number of mobile phone customers reached over 8 million in June 2016, and the amount of mobile data usage has been 10-folded from 2006 to 2016, demonstrating the rapid increase of mobile phone and mobile Internet usage [59]. With the high penetration of Internet-based programs and the increasing prevalence of mobile phone and tablet device utilization, Internet-based programs meet the public mental health goal of reaching the general public for mental health promotion and prevention under the stepped care model, especially if the current programs can be converted into mobile phone apps in the future. Although attrition may be high, given it is an easily accessible public health tool, if its dissemination in the population is wide, such Internet-based mental health promotional tools can still be an important augmentation to face-to-face interventions in filling the role of mental health promotion and illness prevention that is lacking in the current mental health services system in Hong Kong [60].

One size does not fit all; we need myriad approaches of varying dosage and penetration rates to reach a wider population in order to prevent the tremendous mental illness burden [61,62]. Thus, we believe Internet-based programs still have their merits by reaching out to many more individuals at a much shorter period of time. Even if only a tenth of the thousands improved over the course of the programs, it is still worthwhile to make this accessible to individuals who may not have access or do not prefer to have face-to-face interventions.

Future research should explore methods for enhancing adherence of Internet-based health solutions in order to harness the expanding proliferation of technology among the public. For instance, recent studies have begun to incorporate ecological momentary intervention components into Internet-based programs so that interventions can be directed to real-time events and be more personalized [63,64]. Emerging evidence has suggested efficacy of ecological momentary interventions in the enhancement of a variety of health behaviors [65]. To leverage the power of technology in the promotion of mental health, interventions that incorporate these methods may reduce attrition rate and further maximize the efficacy of the Internet-based programs.

Although improvements in outcomes were observed at postprogram, the improvements for pain were not maintained at 3-month follow-up. This could be the result of reduced practice or application of skills learned on the websites. In addition, this might also due to the low level of pain observed within this group of population. The floor effect might have limited the possibility in detecting improvement in pain at postprogram and 3-month follow-up.

The two Internet-based interventions in this study yielded similar results. Future studies can explore how individual differences may affect intervention benefits. It may be possible that cognitive styles can play a role in the receptivity of iMIND and iCBT and matching their styles with the treatment approach may maximize the outcome.

Limitations
This study has several limitations. First, our target population was college students and young working adults. By nature, our sample is skewed toward those who were educated or were employed. As our programs were Internet-based, it is possible that they appealed to a selective group in the population who were more comfortable in accessing interventions over the Internet with their personal computers. They might have higher mental health literacy and be more willing to participate in Internet-based mental health programs. These biases in our sample limit the generalizability of our findings to all segments of the population (eg, less educated individuals, older adults). It is possible that the delivery of mental health materials over the Internet may only be appropriate for specific segments of the populations, rather than the entire population. Future studies should focus on how Internet-based interventions can cater to different segments of the populations through various adaptations.

Second, the attrition rate of our study is high. High attrition rate has been a perennial problem for Internet-based interventions. Similarly high attrition rates have been reported in other Internet-based mental health programs. For example, Christensen and colleagues [66] reported an attrition rate of 74% in their Internet-based cognitive behavioral therapy (CBT)
program for depression. Another study reported an attrition rate of 98.8% in an Internet-based CBT for panic disorder [67]. A study based on the MoodGym had an attrition rate of 73.9% for trial participants and 99.2% for public registrants [68]. In a more recent systematic review of Internet-based interventions for anxiety and depression, the completion of protocol rates for depression sites ranged from 43% to 99% [69]. Another systematic review on Internet-based interventions for psychological disorders also found that there was an additional 0% to 18% of participants who would further dropout from post to follow-up assessment [70]. Moreover, during the inception of our project, mobile phones and tablets were not as omnipresent as they are today. Because of that, our Web-based modules were designed using Adobe Flash and thus only catered for desktop viewing, which may deter usage.

Third, we did not include a waitlist control group in this study. As this study aimed to compare Internet-based mindfulness training with a well-established Internet-based cognitive behavioral training, and previous study has found Internet-based mindfulness training to have significant improvements in mental health than waitlist control [29], we decided not to have a waitlist control in this study so as not to withhold intervention from our participants. Fourth, we did not ask whether our participants received any other psychological intervention during the study period. Thus, the findings may potentially be attributed to additional intervention that the participants have received. Finally, this study found that those who quit the programs scored lower on mental health measures, energy level, mindful awareness, and treatment expectancy at the outset. To ensure interventions are catered to those most in need, future studies should explore the reasons behind attrition and identify corresponding remedies. As suggested by existing research, utilization can potentially be promoted via built-in incentives, personalized feedback, and user collaboration [71].

Conclusions

In sum, this study showed that both Internet-based mindfulness training and Internet-based cognitive-behavioral training were efficacious in improving mental and physical health indicators among college students and young working adults in a convenient fashion. To leverage the power of technology in reducing mental illness burden, it is paramount for mental health professionals to work in tandem with professionals in other disciplines (eg, designers, computer scientists) in creating user-friendly programs that enable seamless integration into users’ daily lives.
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Abstract

Background: Interventions that teach people with bipolar disorder (BD) to recognize and respond to early warning signs (EWS) of relapse are recommended but implementation in clinical practice is poor.

Objectives: The objective of this study was to test the feasibility and acceptability of a randomized controlled trial (RCT) to evaluate a Web-based enhanced relapse prevention intervention (ERPonline) and to report preliminary evidence of effectiveness.

Methods: A single-blind, parallel, primarily online RCT (n=96) over 48 weeks comparing ERPonline plus usual treatment with “waitlist (WL) control” plus usual treatment for people with BD recruited through National Health Services (NHSs), voluntary organizations, and media. Randomization was independent, minimized on number of previous episodes (<8, 8-20, 21+). Primary outcomes were recruitment and retention rates, levels of intervention use, adverse events, and participant feedback. Process and clinical outcomes were assessed by telephone and Web and compared using linear models with intention-to-treat analysis.

Results: A total of 280 people registered interest online, from which 96 met inclusion criteria, consented, and were randomized (49 to WL, 47 to ERPonline) over 17 months, with 80% retention in telephone and online follow-up at all time points, except at week 48 (76%). Acceptability was high for both ERPonline and trial methods. ERPonline cost approximately £19,340 to create, and £2176 per year to host and maintain the site. Qualitative data highlighted the importance of the relationship that the users have with Web-based interventions. Differences between the group means suggested that access to ERPonline was associated with: a more positive model of BD at 24 weeks (10.70, 95% CI 0.90 to 20.5) and 48 weeks (13.1, 95% CI 2.44 to 23.93); increased monitoring of EWS of depression at 48 weeks (−1.39, 95% CI −2.61 to −0.163) and of hypomania at 24 weeks (−1.72, 95% CI −2.98 to −0.47) and 48 weeks (−1.61, 95% CI −2.92 to −0.30), compared with WL. There was no evidence of impact of ERPonline on clinical outcomes or medication adherence, but relapse rates across both arms were low (15%) and the sample remained high functioning throughout. One person died by suicide before randomization and 5 people in ERPonline and 6 in WL reported ideas of suicide or self-harm. None were deemed study related by an independent Trial Steering Committee (TSC).
Conclusions: ERPonline offers a cheap accessible option for people seeking ongoing support following successful treatment. However, given high functioning and low relapse rates in this study, testing clinical effectiveness for this population would require very large sample sizes. Building in human support to use ERPonline should be considered.

Trial registration: International Standard Randomized Controlled Trial Number (ISRCTN): 56908625; http://www.isrctn.com/ISRCTN56908625 (Archived by WebCite at http://www.webcitation.org/6of1ON2S0)
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Internet; randomized controlled trial; feasibility studies; bipolar disorder

Introduction

Bipolar Disorder
Bipolar disorder (BD) is a lifelong mental health condition characterized by extreme fluctuating mood including recurrent episodes of depression and mania, which generally starts in adolescence and affects approximately 1-1.5% of adults worldwide [1]. The impact of BD on employment and relationships can be devastating, and the condition has high financial costs, estimated at £5.2 billion annually in England alone [2]. Preventing relapse is a key goal of most interventions for BD. Interventions that teach people to recognize and respond to early warning signs (EWS) are recommended by clinical guidelines worldwide [3-5] but implementation in routine clinical practice is poor [6]. Enhanced Relapse Prevention (ERP), a structured manualized intervention for frontline care staff, has shown significant benefit and is well received by patients and staff [7]. However, delivered face-to-face it will only ever be available to a small percentage of people with BD due to low rates of psychological intervention provision even among those who remain in secondary care services. In this study, we test the feasibility and acceptability of a Web-based version of ERP: ERPonline. Web-based interventions in mental health offer the potential to broaden access, reduce waiting times, delivery costs and stigma, and improve quality through standardized delivery [8,9]. There is growing evidence for short-term benefits of Internet-delivered psychological treatments for depression and anxiety disorders compared with waitlist (WL) controls [10], although understanding their implementation into real-world services is still in its infancy [11]. In BD, the evidence, while promising, is at an earlier stage, comprising small-scale feasibility studies [12-18]. These studies, along with results from an international multisite survey [19], suggest that people with BD can use, and are interested in further using, Web-based mental health support. However, detailed evidence is lacking on what kinds of psychosocial support can be Web-based, the best ways to deliver these, who accesses Web-based interventions, what processes and outcomes are impacted on, and how to best design rigorous trials to evaluate them on the Web. This information is essential to inform definitive clinical and cost-effectiveness trials. This study addresses these issues in a novel randomized controlled trial (RCT) to assess feasibility and acceptability of ERPonline with all recruitment and assessments of outcome performed remotely.

Objectives
The objectives of this study were as follows:

First, to assess the feasibility of (1) creating a Web-based version of enhanced relapse prevention for BD (ERPonline) and (2) an RCT design using Web-based and telephone data collection to evaluate effectiveness.

Second, to determine the acceptability of ERPonline for people with BD via (1) ERPonline website usage, (2) number and type of adverse events associated with site use, and (3) detailed feedback from participants about their experiences of ERPonline to inform future developments.

Third, to determine the feasibility and acceptability of data collection via the Internet and telephone measured by recruitment and retention rates, data completion, and direct feedback from participants.

Fourth, to test the impact of the intervention on hypothesized mechanisms of change to understand processes underlying any impact.

Finally, to estimate the likely effect size of the intervention on a range of outcomes, particularly noting any negative impacts.

Methods

Design
A single-blind RCT with nested qualitative study comparing ERPonline plus usual treatment with a “waitlist control” arm with delayed access to ERPonline plus usual treatment. Primary outcomes were feasibility and acceptability. Process and clinical outcomes were assessed to identify measures sensitive to change collected remotely and to explore potential positive and negative impacts of the intervention. Remote data collection and online recruitment increased the external validity of the trial by encouraging participation from those unable or unwilling to engage in face-to-face clinical trials, who are also more likely to be those people unable or unwilling to engage in face-to-face clinical support for whatever reason. The study was not powered to test statistically significant impact. The trial was preregistered and full protocol published [16]. Ethics approval was given by UK National Research Ethics Service (NRES) Committee North West (Ref 12/NW/0594).

Participants
We aimed to recruit 125 participants, anticipating a dropout rate of up to 35% (based on retention rates from previous trials of Web-based interventions for BD [12-18]) providing 40 people per arm, sufficient to meet the aims of our study to assess feasibility and acceptability. Participants were aged ≥18 years, residents of the United Kingdom, with a confirmed diagnosis of BD, and were ≥18 years old, with a confirmed diagnosis of BD. Participants were recruited from seven trust-based BD clinics in the West of England (Ref 12/NW/0594) or the North of England (West) (Ref 12/NW/0594), UK National Research Ethics Service (NRES) Committee North West (Ref 12/NW/0594).

The trial was preregistered (ISRCTN: 56908625) and registered as a World Health Organization (WHO) Clinical Trials Registration (ISRCTN: 56908625). Participants were recruited from seven trust-based BD clinics in the West of England (Ref 12/NW/0594) or the North of England (West) (Ref 12/NW/0594), UK National Research Ethics Service (NRES) Committee North West (Ref 12/NW/0594).
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of BD (1 or 2), at risk of relapse (≥3 previous episodes, ≥1 in the preceding 2 years), and with access to the Internet. We excluded people in current episode (within previous 4 weeks), currently under Mental Health Act section and therefore likely to be in current episode or at high risk of harm to self or others, or unable to understand English sufficiently to engage with the study.

**Recruitment Strategy**

The study was presented to clinical teams in 8 NHS Mental Health Trusts in England, and staff were reminded in monthly team meetings to direct service users to the Web-based registration site. An advert was placed in a UK charity newsletter (Bipolar UK), and on a charity website (Bipolar Scotland). A link to ERPonline was put in NHS Choices, and British Broadcasting Corporation (BBC) health online presented a short article that linked to the website. The research team regularly tweeted about the study, and our service user lead was interviewed on local radio about the study.

People were invited to visit the site which explained the study, allowed them to check eligibility, and to register an interest in participating. Participants read online participant information sheet and completed an online consent form. Consent and capacity were reassessed at each assessment point.

**Intervention**

ERPonline was developed with extensive input from a reference group of 8 adults with BD to adapt the original ERP manual to a Web-based format. Input (online and face-to-face) occurred throughout the study, but was more extensive during the initial development of the ERPonline site and included feedback on content of draft modules, user testing of the ERPonline website, and providing video and case material of lived experience which are integral parts of the intervention site. The aim of the intervention is to help people develop a coherent working model of their mood changes, recognize and manage triggers and EWS, and develop coping strategies to manage these effectively. Key modules are summarized in Table 1 with more detail in the protocol paper [20].
Table 1. Key intervention modules in Web-based enhanced relapse prevention intervention (ERPonline).

<table>
<thead>
<tr>
<th>Section</th>
<th>Module title</th>
<th>Module description</th>
<th>ERPonline (n=47) average number of module views per person</th>
<th>ERPonline (n=47) average time spent per module per person (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Getting started</td>
<td>How to use the site</td>
<td>Ways to navigate the site to get the best from the available modules</td>
<td>7.43 (5.77)</td>
<td>8.61 (8.70)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>7 (0-25)</td>
<td>7.5 (0-46.5)</td>
</tr>
<tr>
<td>Introduction</td>
<td>Explains what ERPonline is, rationale for this approach, why it might be useful, and how to involve a relative or friend if desired</td>
<td>4.28 (5.46)</td>
<td>5.88 (8.99)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3 (0-30)</td>
<td>2 (0-40)</td>
</tr>
<tr>
<td>What is bipolar?</td>
<td>Background information about what bipolar disorder is, theories about causes, common consequences, and an overview of available treatments</td>
<td>8.00 (7.34)</td>
<td>11.95 (13.51)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>7 (0-30)</td>
<td>7 (0-52.5)</td>
</tr>
<tr>
<td>Key Modules</td>
<td>Mood charting</td>
<td>How to use a Web-based tool to monitor mood on a daily basis to help recognize normal mood fluctuation and pick up early signs of a mood episode</td>
<td>138.38(445.54)</td>
<td>122.89 (386.43)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>13 (0-2519)</td>
<td>14.5 (0-2150.5)</td>
</tr>
<tr>
<td></td>
<td>Life charting</td>
<td>Complete a chart of past mood episodes, identifying potential triggers and coping strategies for future mood changes</td>
<td>49.09 (147.55)</td>
<td>47.34 (114.45)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>11 (0-990)</td>
<td>8.00 (0-744)</td>
</tr>
<tr>
<td></td>
<td>Identifying triggers</td>
<td>Detailed analysis of triggers of previous mood episodes, followed by a personalized plan of how to manage triggers</td>
<td>11.34 (25.57)</td>
<td>15.07 (30.09)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1 (0-148)</td>
<td>0.5 (0-140.5)</td>
</tr>
<tr>
<td>Specific moods</td>
<td>Early warning signs</td>
<td>Detailed analysis of EWS of high mood to develop a relapse signature for (hypo) mania</td>
<td>14.47 (26.72)</td>
<td>17.36 (32.31)</td>
</tr>
<tr>
<td>(EWS)</td>
<td>-high mood</td>
<td></td>
<td>0 (0-90)</td>
<td>0 (0-114)</td>
</tr>
<tr>
<td></td>
<td>Coping strategies</td>
<td>Review of current strategies to manage high mood and introduction to new strategies that may be helpful</td>
<td>5.68 (10.62)</td>
<td>10.0 (19.78)</td>
</tr>
<tr>
<td>(EWS)</td>
<td>-high mood</td>
<td></td>
<td>0 (0-44)</td>
<td>0 (0-71.5)</td>
</tr>
<tr>
<td></td>
<td>Early warning signs</td>
<td>Detailed analysis of EWS of low mood to develop a relapse signature for depression</td>
<td>9.26 (22.47)</td>
<td>9.38 (21.87)</td>
</tr>
<tr>
<td>(EWS)</td>
<td>-low mood</td>
<td></td>
<td>0 (0-94)</td>
<td>0 (0-84.5)</td>
</tr>
<tr>
<td></td>
<td>Coping strategies</td>
<td>Review of current strategies to manage low mood and introduction to new strategies that may be helpful</td>
<td>3.83 (11.26)</td>
<td>3.95 (11.23)</td>
</tr>
<tr>
<td>(EWS)</td>
<td>-low mood</td>
<td></td>
<td>0 (0-59)</td>
<td>0 (0-52.5)</td>
</tr>
<tr>
<td>Section</td>
<td>Module title</td>
<td>Module description</td>
<td>ERPonline (n=47) average number of module views per person</td>
<td>ERPonline (n=47) average time spent per module per person (min)</td>
</tr>
<tr>
<td>------------------------</td>
<td>-----------------------</td>
<td>-------------------------------------------------------------------------------------</td>
<td>-----------------------------------------------------------</td>
<td>-------------------------------------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean (SD&lt;sup&gt;a&lt;/sup&gt;) Median&lt;sup&gt;b&lt;/sup&gt; (min-max)</td>
<td>Mean (SD&lt;sup&gt;a&lt;/sup&gt;) Median&lt;sup&gt;b&lt;/sup&gt; (min-max)</td>
</tr>
<tr>
<td>Wrapping things up</td>
<td>Staying well strategies</td>
<td>Identifying and managing stress levels</td>
<td>4.06 (6.11)</td>
<td>4.39 (8.30)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Understanding the importance of social rhythms and how to regulate these to manage mood</td>
<td>0 (0-25)</td>
<td>0 (0-37)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>How relationships with other people impact on mood</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Your staying well plan</td>
<td>An individualized summary of staying well strategies, early warning signs to look out for, and coping strategies to regulate mood</td>
<td>3.09 (5.94)</td>
<td>2.35 (4.60)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 (0-30)</td>
<td>0 (0-18.5)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>SD: standard deviation.

<sup>b</sup>The median value 0 indicates that at least half the sample did not visit this module.

Each module included information, suggested strategies, and case examples. Users interacted with the site to input personal information relevant to their own triggers, EWS, and coping strategies. These informed an individualized staying well plan. The site also provided signposting to additional formal and informal support. Participants were free to choose the order they visited modules (although they were listed in logical order), and were invited to involve a supporter of their choosing. Each module included recommendations of how the supporter could be involved in relapse prevention. All participants continued to receive any other treatment as usual throughout the study. The home page is shown in Figures 1 and 2 for illustration.
Figure 1. The online enhanced relapse prevention intervention (ERPonline) home page - top of page.
Procedure: Randomization and Masking

Diagnostic eligibility was confirmed using Structured Clinical Interview for Diagnostic and Statistical Manual of Mental Disorders-IV (DSM-IV) [21] administered by telephone by trained research assistants. Training consisted of scoring training videos, conducting clinical sensitive interviews on the telephone, and recording an interview with someone with BD who provided experiential feedback and which was then rated by a supervising clinical academic. Training continued until ratings were reliable and clinical style was of high quality. Monthly supervision to ensure reliability in scoring of telephone interviews continued throughout the study. Following baseline assessments (telephone and Web-based) participants were randomly allocated by an independent clinical trials unit (CTU) using 1:1 ratio, minimized on number of previous episodes (<8, 8-20, 21+) and including a random element to minimize predictability of allocation. Those in the ERPonline arm received an email containing a weblink and instructions of how to log-on to the site using a unique username and password. Control participants received an email or telephone call informing them of the allocation and emphasizing the importance of continued participation throughout the trial. All communication with CTU and participants regarding randomization was conducted by the trial manager (unblinded). All communication with participants reiterated the importance of not telling the researcher carrying out the follow-up interviews which group they were in, and why this was important. All assessments were conducted by blind researchers. Blindness was further maintained using restricted file access to any data showing randomization, and prefaceing each follow-up interview with a reminder about why it was important not to say anything about which arm they were in.

During the trial, participants were sent an additional email inviting them to provide qualitative feedback. The ERPonline group was asked to complete a Web-based survey about their views of the ERPonline site and any improvements they would recommend. They were also given the option (between 2 and 12 months following randomization) to take part in a telephone interview about their experiences of using ERPonline. Given the relatively novel primarily Web-based trial design, the WL control group was sent a survey before accessing the site about their reasons for engaging in the trial, and their experience of taking part in the trial.

A reflective log detailed our experiences throughout the trial.

Measures

Proposed mechanisms of change, were assessed at baseline, 24 and 48 weeks including frequency of EWS monitoring (EWS checklist for relapse in depression and mania [22] Likert scale 1=never to 4=very regularly), adapted Brief Illness Perception Questionnaire (BIPQ score 0-110: higher score=more negative beliefs) [23], and the Medication Adherence Rating Scale (MARS 0-10: higher score=higher compliance) [24]. These
measures were either designed for use with people with BD (EWS checklists and BIPQ), or have been successfully used with this population (MARS). They are all self-report, have high face validity, and have been shown to be valid and reliable measures, making them highly applicable to Web-based use.

Interviewer-rated outcome measures were administered by telephone by two trained research assistants, at baseline, 12-, 24-, 36-, and 48-week follow-up. These included SCID-LIFE [25] providing a retrospective weekly rating of depression (1-6) and mania (1-6) (scores of 5 or 6 indicate major mood episode); Hamilton Depression Rating Scale (HAM-D scores above 7 indicate mild depression, above 13 moderate, and above 18 severe) [26], and Mania Rating Scale (MRS scores of 11 and above indicate hypomania) [27]; the Personal and Social Performance Scale (PSF scores 70-80 indicate mild difficulties, above 80 is good functioning) [28]; and the Multidimensional Scale of Independent Functioning (MSIF; Likert scale 1-normal functioning, to 7=total disability) [29]. Self-report outcome measures were collected at baseline, 24, and 48 weeks and included the Work and Social Adjustment Scale (WSAS less than 10=subclinical; 10-20 some functional impairment; above 20 moderate psychopathology) [30]; Quality of Life in Bipolar Disorder (QoLBD range 48-240 with high score=higher quality of life) [31]; and the Bipolar Recovery Questionnaire (BRQ score 0-3600, high score=higher recovery) [32]. Web-based versions of the EQ5D5L [33] and the Client Service Receipt Inventory (CSRI) [34] were piloted to assess the feasibility of collecting this data on the Web and to test the sensitivity to change in this population as neither have been previously used in this format. A checklist to record current treatment was developed for the study to define usual treatment.

The only change to the published protocol was to record only the frequency of monitoring of EWS for hypomania and depression, as early feedback from participants indicated the full checklist was too long. All serious adverse events (SAEs) were recorded and reported to the Trial Steering Committee (TSC). All participants were given a £10 shopping voucher on completion of measures at each assessment point.

Analysis

Descriptive statistics report the characteristics of the sample recruited; use of the website; and rates of recruitment, retention, and data completion in each arm of the trial. The impact on repeated process and outcome measures was tested using linear models with correlated errors, which allow for correlation between repeated measures from the same participant. For ordinal data, we used generalized linear mixed models. We report both unadjusted analyses, and those adjusting for any differences in baseline demographic (age, gender, ethnicity, employment, education) and clinical variables (number of previous episodes, and whether or not prescribed a mood stabilizer).

Incomplete records from participants were retained, and analyses used maximum likelihood estimation for all model parameters. Statistical comparison of outcomes was made between the two trial arms at 24 and 48 weeks follow-up. Weekly ratings of depression and mania from the SCID-LIFE were used to analyze time to first relapse (any and separately for depression [requiring 2 consecutive weeks], or mania [1 week]) and the proportion of time spent in episode (defined as SCID-LIFE rating of 5 or 6), or in subsyndromal state (SCID-LIFE rating of 3 or 4) or euthymic (SCID-LIFE rating of 1 or 2). To analyze the impact of the intervention on time to first relapse, we used a Cox’s proportional hazards regression model. Beta regression was used to compare the proportion of time spent in episode or subsyndromal or euthymic in each arm.

The study is not powered to test for statistically significant impact and therefore we do not specify a primary outcome, or set a level of statistical significance for interpreting analyses. All analyses were run from R open-source computing environment version 3.3.1 (R Foundation for Statistical Computing).

Content analysis of qualitative survey data highlighted the individual points made and these were grouped into key themes. Interview transcripts were analyzed in depth using indexing and charting methods inspired by Framework Analysis [35]. All transcripts were independently coded by the interviewer (MG) and a second member of the research team. Codes were compiled into a tentative coding frame with thematic headings. Narrative summaries were created from each of the conceptual themes across all cases. This data will be reported in full elsewhere but here we present key data relevant to the feasibility and acceptability aims of the trial.

Results

Quality Assurance

Only two unblindings occurred. In both instances, the participant inadvertently indicated their group during a telephone assessment (one WL control, one ERPonline). Subsequent assessments were completed by a blind Research assistant. At each follow-up, 10% of the SCID-LIFE interviews were rated by both researchers and kappa statistic calculated to assess Interrater reliability. These ranged from acceptable (κ=.54, 95% CI 0.39-0.69, at 36 weeks based on 142 weekly ratings for 6 participants) to high (κ=.90, 95% CI 0.82-0.98, at 12 weeks based on 192 weekly ratings for 8 people).

Feasibility and Acceptability of Trial Design

Participant flow is detailed in Figure 3, including recruitment, over half of which came via online sources. A total of 96 people were randomized (49 to WL, 47 to ERPonline) over a 17-month period, with 80% retention in telephone and online follow-up at all time points, except week 48 (76%). Attrition was 11% lower in WL arm.

Participants were predominantly diagnosed with BD1 (90%) and had a chronic relapsing course (67% had over 21 relapses; see Table 2). Despite this, the group was currently high functioning and had a positive attitude to recovery. The vast majority were taking and adherent to medication to manage their mood and over half had previously received psychological treatment for BD (where specified, this was most commonly described as cognitive behavior therapy [CBT]).
Table 2. Key characteristics of participant sample at baseline.

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>Wait list (n=49)</th>
<th>ERPonline (n=47)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Baseline demographic and clinical variables</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age, mean (SD)</strong></td>
<td>43.8 (11.45)</td>
<td>42 (12.23)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>32 (65)</td>
<td>27 (57)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White British</td>
<td>44 (90)</td>
<td>38 (81)</td>
</tr>
<tr>
<td>Any other white</td>
<td>2 (4)</td>
<td>5 (11)</td>
</tr>
<tr>
<td>Black British</td>
<td>-</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Caribbean</td>
<td>1 (2)</td>
<td>-</td>
</tr>
<tr>
<td>Asian British</td>
<td>1 (2)</td>
<td>-</td>
</tr>
<tr>
<td>Indian</td>
<td>-</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Any other mixed</td>
<td>-</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (2)</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Occupational status, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time paid or self</td>
<td>16 (33)</td>
<td>21 (45)</td>
</tr>
<tr>
<td>Part-time paid or self</td>
<td>13 (27)</td>
<td>6 (13)</td>
</tr>
<tr>
<td>Voluntary</td>
<td>3 (6)</td>
<td>4 (9)</td>
</tr>
<tr>
<td>Not employed</td>
<td>10 (20)</td>
<td>6 (13)</td>
</tr>
<tr>
<td>Student</td>
<td>3 (6)</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Housewife or househusband</td>
<td>-</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Retired</td>
<td>4 (8)</td>
<td>5 (11)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No formal qualifications</td>
<td>1 (2)</td>
<td>-</td>
</tr>
<tr>
<td>CSE\textsuperscript{b} or O Level or GCSE\textsuperscript{c}</td>
<td>5 (10)</td>
<td>4 (9)</td>
</tr>
<tr>
<td>A Level</td>
<td>7 (14)</td>
<td>7 (15)</td>
</tr>
<tr>
<td>Degree</td>
<td>17 (35)</td>
<td>16 (34)</td>
</tr>
<tr>
<td>PG\textsuperscript{d} Diploma or qualification</td>
<td>13 (27)</td>
<td>13 (28)</td>
</tr>
<tr>
<td>Doctorate or PhD</td>
<td>3 (6)</td>
<td>7 (15)</td>
</tr>
<tr>
<td><strong>Total number of past episodes (baseline), n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;7</td>
<td>6 (12)</td>
<td>2 (4)</td>
</tr>
<tr>
<td>8-20</td>
<td>12 (25)</td>
<td>12 (26)</td>
</tr>
<tr>
<td>21+</td>
<td>31 (63)</td>
<td>33 (70)</td>
</tr>
<tr>
<td><strong>Taking mood stabilizer (baseline), n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not on any medication (so item rated not applicable)</td>
<td>3 (6)</td>
<td>2 (4)</td>
</tr>
<tr>
<td>No mood stabilizer</td>
<td>15 (31)</td>
<td>11 (23)</td>
</tr>
<tr>
<td>Lithium</td>
<td>12 (25)</td>
<td>11 (23)</td>
</tr>
<tr>
<td>Sodium valproate</td>
<td>5 (10)</td>
<td>14 (30)</td>
</tr>
<tr>
<td>Carbamazepine</td>
<td>3 (6)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Lamotrigine</td>
<td>11 (22)</td>
<td>8 (17)</td>
</tr>
<tr>
<td>Participant characteristics</td>
<td>Wait list (n=49)</td>
<td>ERPonline (n=47)</td>
</tr>
<tr>
<td>----------------------------</td>
<td>------------------</td>
<td>------------------</td>
</tr>
<tr>
<td>Ever used mental health services</td>
<td>46 (94)</td>
<td>42 (89)</td>
</tr>
<tr>
<td>Clinical diagnosis of BD1(^e) (vs BD2)</td>
<td>44 (90)</td>
<td>44 (94)</td>
</tr>
<tr>
<td>Ever seen a psychiatrist</td>
<td>46 (94)</td>
<td>43 (92)</td>
</tr>
<tr>
<td>Ever prescribed medication for BD</td>
<td>49 (100)</td>
<td>46 (98)</td>
</tr>
<tr>
<td>Currently taking medication for bipolar disorder</td>
<td>40 (82)</td>
<td>40 (85)</td>
</tr>
<tr>
<td>Ever received therapy or psychosocial intervention for bipolar disorder</td>
<td>26 (53)</td>
<td>27 (57)</td>
</tr>
<tr>
<td>Currently receiving therapy for bipolar disorder</td>
<td>8 (16)</td>
<td>10 (21)</td>
</tr>
</tbody>
</table>

**Process measures**

**Early warning signs monitoring frequency—depression, n (%)**

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Wait list</th>
<th>ERPonline</th>
</tr>
</thead>
<tbody>
<tr>
<td>Never</td>
<td>3 (6)</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Occasionally</td>
<td>18 (37)</td>
<td>11 (23)</td>
</tr>
<tr>
<td>Fairly regularly</td>
<td>8 (17)</td>
<td>20 (43)</td>
</tr>
<tr>
<td>Very regularly</td>
<td>10 (20)</td>
<td>13 (28)</td>
</tr>
</tbody>
</table>

**Early warning signs monitoring frequency—hypomania, n (%)**

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Wait list</th>
<th>ERPonline</th>
</tr>
</thead>
<tbody>
<tr>
<td>Never</td>
<td>6 (12)</td>
<td>5 (11)</td>
</tr>
<tr>
<td>Occasionally</td>
<td>21 (43)</td>
<td>14 (30)</td>
</tr>
<tr>
<td>Fairly regularly</td>
<td>16 (33)</td>
<td>18 (38)</td>
</tr>
<tr>
<td>Very regularly</td>
<td>6 (12)</td>
<td>10 (21)</td>
</tr>
</tbody>
</table>

**Brief Illness Perception Questionnaire—total (high score=more negative model), mean (SD)**

<table>
<thead>
<tr>
<th>Measure</th>
<th>Wait list</th>
<th>ERPonline</th>
</tr>
</thead>
<tbody>
<tr>
<td>60.7 (10.5)</td>
<td>60.7 (9.9)</td>
<td></td>
</tr>
</tbody>
</table>

**Medication Adherence Rating Scale, mean (SD)**

<table>
<thead>
<tr>
<th>Measure</th>
<th>Wait list</th>
<th>ERPonline</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.9 (2.2)</td>
<td>7.0 (2.1)</td>
<td></td>
</tr>
</tbody>
</table>

**Outcome measures**

**Hamilton Depression Rating Scale, mean (SD)**

<table>
<thead>
<tr>
<th>Measure</th>
<th>Wait list</th>
<th>ERPonline</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.5 (5.3)</td>
<td>3.5 (4.2)</td>
<td></td>
</tr>
</tbody>
</table>

**Mania Rating Scale, mean (SD)**

<table>
<thead>
<tr>
<th>Measure</th>
<th>Wait list</th>
<th>ERPonline</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.3 (2.4)</td>
<td>1.0 (1.7)</td>
<td></td>
</tr>
</tbody>
</table>

**Personal and Social Performance Scale, mean (SD)**

<table>
<thead>
<tr>
<th>Measure</th>
<th>Wait list</th>
<th>ERPonline</th>
</tr>
</thead>
<tbody>
<tr>
<td>79.7 (11.2)</td>
<td>79.7 (13.1)</td>
<td></td>
</tr>
</tbody>
</table>

**Multidimensional Scale of Independent Functioning, n (%)**

<table>
<thead>
<tr>
<th>Measure</th>
<th>Wait list</th>
<th>ERPonline</th>
</tr>
</thead>
<tbody>
<tr>
<td>25 (51)</td>
<td>21 (45)</td>
<td></td>
</tr>
</tbody>
</table>

**Work and Social Adjustment Scale, mean (SD)**

<table>
<thead>
<tr>
<th>Measure</th>
<th>Wait list</th>
<th>ERPonline</th>
</tr>
</thead>
<tbody>
<tr>
<td>11.4 (9.4)</td>
<td>12.8 (8.7)</td>
<td></td>
</tr>
</tbody>
</table>

**Quality of Life in Bipolar Disorder, mean (SD)**

<table>
<thead>
<tr>
<th>Measure</th>
<th>Wait list</th>
<th>ERPonline</th>
</tr>
</thead>
<tbody>
<tr>
<td>162.7 (33.5)</td>
<td>162.5 (22.8)</td>
<td></td>
</tr>
</tbody>
</table>

**Bipolar Recovery Questionnaire, mean (SD)**

<table>
<thead>
<tr>
<th>Measure</th>
<th>Wait list</th>
<th>ERPonline</th>
</tr>
</thead>
<tbody>
<tr>
<td>2332 (394)</td>
<td>2342 (383)</td>
<td></td>
</tr>
</tbody>
</table>

\(^{a}\)SD: standard deviation.

\(^{b}\)CSE: Certificate of Secondary Education.

\(^{c}\)GCSE: General Certificate of Secondary Education.

\(^{d}\)PG: postgraduate.

\(^{e}\)BD: bipolar disorder.
Feasibility and Acceptability of Data Collection

Telephone and Web-based data collection procedures were generally acceptable to participants based on information from 41 participants (WL survey, n=22; ERPositive online interviews, n=19 reported separately). Survey data indicated factors that encouraged people to take part including opportunity to improve their own resilience and self-management, wanting to help others, and recognizing the importance of research on improving Web-based interventions, due to a perceived gap in face-to-face
Feasibility and Acceptability of ER ponline Intervention

ER ponline is low cost at an estimated £19,340 to create, and approximately £2176 per year to host and maintain the site. Development costs included time to adapt content from the ERP manual; discussion and feedback with coauthors; Web developer time to build the site; filming and producing videos; and costs for the Service User Reference Group to feedback on early iterations. Hosting costs include software updates and technical issues (estimated at 2 h per week) and space on a server. To keep costs low, ER ponline was delivered unsupported and without a Web-based moderated forum, despite these being part of the intended design.

Activity levels were highly skewed. Two people allocated to ER ponline never visited the site. Mean number of page views per person was 259 (SD 577), median was 85 (range 0-3203). Participants spent a mean of 259 min (SD 509), median 76 min (range 0-2770) accessing ER ponline throughout the 48-week intervention period. The most frequently viewed modules were “Life Charting” (median views 11; range 0-990 per person) and “Mood Charting” (median views 13; range 1-2519 per person), which is unsurprising as they offered an ongoing monitoring function. “Coping strategies for Low Mood” (median views 0; range 0-44 per person) and “Your Staying Well Plan” (median views 0; range 0-30 per person) were the least frequently visited, but also occurred toward the end of the listed modules (see Table 1 for number of visits and time spent on all modules).

A total of 17 ER ponline participants (36%) responded to the Web-based survey. Overall these participants were satisfied (13/17 people [76%] somewhat or very satisfied), found it somewhat or very helpful (12/17, 71%), and very or extremely relevant (13/17, 76%). Only one person said they would not recommend it to a friend. Most useful features were recognizing EWS of relapse, shared experiences through videos, mood monitoring, ability to revisit and refresh skills, improved knowledge and self-management of BD, ease of use, and being able to use the site with the family. The key recommendation for improvement was additional support with working through the materials. The sample of questionnaire respondents described themselves as confident (n=16, 94% very or extremely confident) and regular (n=12, 71% at least daily) Internet users.

A total of 19 people took part in qualitative interviews about their experience of the trial and use of the ER ponline site. The key finding was the importance of relationships that the individual developed with the ER ponline team in determining retention into the study and use of the site:

I think the sort of general thoroughness and kindness of the people I dealt with that certainly contributed to, you know, me sort of staying in the study. Everybody’s been really upbeat, very positive, very accommodating [P10]

This is particularly interesting when we consider there was no face-to-face contact. Sole direct contact was by telephone at three monthly interviews for SCID-LIFE interviews, which for some was preferable to face-to-face:

…I think it being over the ’phone makes it a bit easier. If it’s face-to-face I would have probably not been quite so comfortable answering. But yeah over the ’phone was definitely not so bad. [P13]

Crucial to the strength of the alliance was the perceived trustworthiness of the team and being made aware of the extensive user involvement in design and content of the site:

It’s always available and also the information’s on there has been put together by the people who do know what they’re doing. [P7]

I suppose the prospect of the online study kept me quite interested and the fact that it was developed by other people with Bipolar and that was something that I was definitely interested in… [P17]

A key recommendation to improve the ER ponline site was to integrate human support to facilitate ongoing use of the site. This is consistent with previous studies in which adherence was higher in groups receiving a Web intervention plus support as compared with Web intervention only [31]. Participants felt websites should be used to support interventions delivered by real people and not as a cheaper replacement:

The cash strapped health service will rely heavily on these sort of techniques which I think only fill one part of the market. I think they only really deal with, you know, and a comparatively narrow field of potential patients. I think they’re very useful but I do think the gold standard involves some sort of face-to-face psychological therapy. And I think the clinical literature bears that out so, I want more jobs for psychologists basically [Henry: 23.893-23.898]
Table 3. Descriptive statistics on outcome and process measures at 24- and 48-week follow-ups.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Group</th>
<th>Baseline, n</th>
<th>12 weeks</th>
<th>24 weeks</th>
<th>36 weeks</th>
<th>48 weeks</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>WL=49(I); 49(O)</td>
<td>WL=41(I); ERP=43(I)</td>
<td>WL=42(I); ERP=39(I); 43(O)</td>
<td>WL=41(I); ERP=36(I); 34(O)</td>
<td>WL=45(I); ERP=36(I); 42(O)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ERP=47(I); 47(O)</td>
<td>ERP=43(I)</td>
<td>ERP=41(I)</td>
<td>ERP=41(I)</td>
<td>ERP=36(I)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WL</td>
<td>ERP</td>
<td>WL</td>
<td>ERP</td>
<td>WL</td>
</tr>
<tr>
<td>Process measures</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Early warning signs monitoring frequency—depression (O), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>never WL</td>
<td>3 (6)</td>
<td>8 (19)</td>
<td>4 (10)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Occasionally</td>
<td>18 (37)</td>
<td>13 (30)</td>
<td>11 (26)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fairly regularly</td>
<td>18 (37)</td>
<td>17 (40)</td>
<td>19 (45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very regularly</td>
<td>10 (20)</td>
<td>5 (12)</td>
<td>6 (14)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>never ERP</td>
<td>3 (6)</td>
<td>1 (3)</td>
<td>1 (3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Occasionally</td>
<td>11 (23)</td>
<td>11 (32)</td>
<td>6 (19)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fairly regularly</td>
<td>20 (43)</td>
<td>15 (44)</td>
<td>10 (32)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very regularly</td>
<td>13 (28)</td>
<td>7 (21)</td>
<td>14 (45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Early warning signs monitoring frequency—hypomania (O), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>never WL</td>
<td>6 (12)</td>
<td>11 (26)</td>
<td>4 (10)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Occasionally</td>
<td>21 (43)</td>
<td>17 (40)</td>
<td>18 (43)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fairly regularly</td>
<td>16 (33)</td>
<td>9 (21)</td>
<td>11 (26)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very regularly</td>
<td>6 (12)</td>
<td>6 (14)</td>
<td>7 (17)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>never ERP</td>
<td>5 (11)</td>
<td>2 (6)</td>
<td>1 (3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Occasionally</td>
<td>14 (30)</td>
<td>10 (29)</td>
<td>8 (26)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fairly regularly</td>
<td>18 (38)</td>
<td>15 (44)</td>
<td>11 (35)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very regularly</td>
<td>10 (21)</td>
<td>7 (21)</td>
<td>11 (35)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BIPQ©—total (O), mean (SD)</td>
<td>WL</td>
<td>60.6 (10.5)</td>
<td>49.4 (22.6)</td>
<td>49.4 (24.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ERP</td>
<td>60.7 (9.9)</td>
<td>39.3 (27.0)</td>
<td>36.2 (29.1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MARS© (O), mean (SD)</td>
<td>WL</td>
<td>6.9 (2.2)</td>
<td>6.7 (2.6)</td>
<td>6.6 (2.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ERP</td>
<td>7.0 (2.1)</td>
<td>6.8 (2.7)</td>
<td>7.0 (2.2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outcome measures</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HAM-D© (I), mean (SD)</td>
<td>WL</td>
<td>4.5 (5.3)</td>
<td>7.5 (7.4)</td>
<td>7.3 (8.6)</td>
<td>6.8 (8.6)</td>
<td>8.2 (9.0)</td>
</tr>
<tr>
<td>ERP</td>
<td>3.5 (4.2)</td>
<td>6.6 (6.7)</td>
<td>6.9 (8.0)</td>
<td>6.0 (8.3)</td>
<td>7.1 (9.3)</td>
<td></td>
</tr>
<tr>
<td>MRS© (I), mean (SD)</td>
<td>WL</td>
<td>1.3 (2.4)</td>
<td>2.7 (3.7)</td>
<td>2.2 (4.1)</td>
<td>1.7 (2.9)</td>
<td>1.7 (2.2)</td>
</tr>
<tr>
<td>ERP</td>
<td>1.0 (1.7)</td>
<td>2.5 (4.4)</td>
<td>2.4 (3.9)</td>
<td>2.0 (4.0)</td>
<td>1.4 (2.4)</td>
<td></td>
</tr>
<tr>
<td>PSP© (I), mean (SD)</td>
<td>WL</td>
<td>79.7 (11.2)</td>
<td>75.0 (15.1)</td>
<td>76 (16.4)</td>
<td>79.8 (14.8)</td>
<td>78.4 (15.6)</td>
</tr>
<tr>
<td>ERP</td>
<td>79.1 (13.1)</td>
<td>77.8 (15.1)</td>
<td>76.7 (15.4)</td>
<td>77.8 (16.1)</td>
<td>80.7 (16.1)</td>
<td></td>
</tr>
<tr>
<td>MSIF©-global (frequencies for scores categories 1, 2, 3, 4, 5, 6) (I), n (%)</td>
<td>WL</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Variable</th>
<th>Group</th>
<th>Baseline, n</th>
<th>12 weeks</th>
<th>24 weeks</th>
<th>36 weeks</th>
<th>48 weeks</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>WL(^a=49)(I); 49(O(^d))</td>
<td>ERP(^b=47)(I); 47(O)</td>
<td>WL=41(I); ERP=43 (I)</td>
<td>WL=42(I); ERP=39(I); 34(O)</td>
<td>WL=41(I); ERP=36(I)</td>
</tr>
<tr>
<td>1</td>
<td>25 (51)</td>
<td>24 (59)</td>
<td>20 (48)</td>
<td>25 (61)</td>
<td>28 (62)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>14 (29)</td>
<td>8 (20)</td>
<td>13 (31)</td>
<td>10 (24)</td>
<td>9 (20)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>8 (16)</td>
<td>4(10)</td>
<td>5 (12)</td>
<td>3 (7)</td>
<td>6 (13)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2 (4)</td>
<td>5 (12)</td>
<td>3 (7)</td>
<td>1 (2)</td>
<td>1 (2)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (2)</td>
<td>2 (5)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (2)</td>
<td></td>
</tr>
<tr>
<td>ERP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>21 (45)</td>
<td>26 (60)</td>
<td>18 (46)</td>
<td>20 (56)</td>
<td>22 (61)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>16 (34)</td>
<td>10 (23)</td>
<td>12 (31)</td>
<td>9 (25)</td>
<td>9 (25)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>6 (13)</td>
<td>3 (7)</td>
<td>6 (15)</td>
<td>5 (14)</td>
<td>4 (11)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2 (4)</td>
<td>3 (7)</td>
<td>2 (5)</td>
<td>0 (0)</td>
<td>1 (3)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2 (4)</td>
<td>1 (2)</td>
<td>1 (3)</td>
<td>2 (6)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
</tbody>
</table>

^aWL: waitlist.
^bERP: enhanced relapse prevention.
^cI: interviewer rated by telephone.
^dO: completed online.
^eBIPQ: Brief Illness Perception Questionnaire (score 0-110 higher score=more negative beliefs).
^fSD: standard deviation.
^gMARS: Medication Adherence Rating Scale (0-10 higher score=higher compliance).
^hHAM-D: Hamilton Depression Rating Scale (scores above 7 indicate mild depression, above 13 moderate, and above 18 severe).
^iMRS: Mania Rating Scale (scores of 11 and above indicate hypomania).
^jPSQ: Personal and Social Performance Scale (scores 0-80 indicate mild difficulties, 80 good functioning).
^kMSIF: Multidimensional Scale of Independent Functioning (Likert scale 1=normal functioning, 7=total disability).
^lWSAS: Work and Social Adjustment Scale (less than 10=subclinical; 10-20 some functional impairment; above 20 moderate psychopathology).
^mQoLBD: Quality of Life in Bipolar Disorder (range 48-240 high score=higher quality of life).
^nBRQ: Bipolar Recovery Questionnaire (score 0-3600 high score=higher recovery).
Table 4. Comparison of linear models with correlated errors to test for differences between waitlist (WL) and Web-based enhanced relapse prevention intervention (ERPonline) on outcome and process measures at 12-, 24-, and 48-week follow-ups. Unadjusted model showing estimates of difference between beta estimates at each time point.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 1—Unadjusted analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>12-week follow-up estimate</td>
</tr>
<tr>
<td>Early warning signs monitoring frequency—depression</td>
<td>0.73</td>
</tr>
<tr>
<td>Early warning signs monitoring frequency—hypomania</td>
<td>-1.72</td>
</tr>
<tr>
<td>Brief Illness Perception Questionnairea—total</td>
<td>10.70</td>
</tr>
<tr>
<td>Medication Adherence Rating Scale</td>
<td>-0.102</td>
</tr>
<tr>
<td>Personal and Social Performance Scale</td>
<td>-2.91</td>
</tr>
<tr>
<td>Multidimensional Scale of Independent Functioning—global (frequencies for scores categories 1, 2, 3, 4, 5, 6)</td>
<td>0.169</td>
</tr>
<tr>
<td>Work and Social Adjustment Scale</td>
<td>-1.61</td>
</tr>
<tr>
<td>Quality of Life in Bipolar Disorder</td>
<td>6.67</td>
</tr>
<tr>
<td>Bipolar Recovery Questionnaire</td>
<td>-52.3</td>
</tr>
</tbody>
</table>

*aBrief Illness Perception Questionnaire total measures how negative a model the person has—so high score=more negative model.
suggesting a generally stable and euthymic group. Similarly, Depression and hypomania were low at all time points throughout the study and did not differ between groups. Medication adherence was high (indicated by high scores on the Multidimensional Scale of Independent Functioning: total) at both 24 weeks and 48 weeks follow-ups. ERPonline increased the frequency of monitoring early signs (Short Illness Perception Questionnaire) and improved working model of mood changes (Brief Illness Perception Questionnaire—depression, Brief Illness Perception Questionnaire—hypomania, Multidimensional Scale of Independent Functioning—global) at both 24 weeks and 48 weeks follow-ups. ERPonline was associated with differences in process measures at 12-, 24-, and 48-week follow-ups. ERPonline was associated with differences in outcome measures at 12-, 24-, and 48-week follow-ups. ERPonline was associated with differences in process measures at 12-, 24-, and 48-week follow-ups. ERPonline was associated with differences in outcome measures at 12-, 24-, and 48-week follow-ups. ERPonline was associated with differences in process measures at 12-, 24-, and 48-week follow-ups. ERPonline was associated with differences in outcome measures at 12-, 24-, and 48-week follow-ups. ERPonline was associated with differences in process measures at 12-, 24-, and 48-week follow-ups. ERPonline was associated with differences in outcome measures at 12-, 24-, and 48-week follow-ups.

**Estimate of Impact on Outcome and Process Measures**

Descriptive statistics on process and outcome measures at each time point are shown in Table 3. Comparison between WL and ERPonline on process and outcome measures at 12-, 24-, and 48-week follow-ups are shown in Table 4. Models adjusting for any differences in baseline demographic and clinical variables are also shown in Table 5.

**Process Measures**

ERPonline increased the frequency of monitoring early signs of mood change (Early Warning Signs—depression and Early Warning Signs—hypomania), evident for hypomania at 24 weeks (−1.72, 95% CI −2.98 to −0.47), and for both at 48 weeks (depression −1.39, 95% CI −2.61 to −0.163; hypomania −1.61, 95% CI −2.92 to −0.30), and improved working model of mood changes (Bipolar Recovery Questionnaire—high score indicates more negative model) at both 24 weeks (10.70, 95% CI (0.90-20.5) and 48 weeks follow-ups (13.18, 95% CI 2.44-23.93; Table 4). All differences are robust to adjustments in model 2 for baseline differences between the groups (Table 5). Medication adherence was high (indicated by high score on the Medication Adherence Rating Scale) throughout the study and did not differ between groups.

**Mood and Functioning**

Depression and hypomania were low at all time points suggesting a generally stable and euthymic group. Similarly, functioning on WSAS, PSP, and MSIF at baselines were suggestive of very mild impairment in work and social performance and remained so throughout. Time spent in euthymic, subsyndromal, and relapse mood states respectively in WL were 93% (SD 8%), 5% (SD 7%), and 3% (SD 15%), and in ERPonline: 95% (SD 8%), 4% (SD 6%), and 2% (SD 4%). There were no notable differences between the two groups in any of the outcome measures at any of the time-points.

**Relapse**

Of the 96 participants, one provided no SCID-LIFE data at follow-up. Only 15 (16%) participants experienced a relapse over the 48-week follow-up; 11 (11%) depressive and 7 (7%) mania-type. There were no notable differences between groups on time to any relapse (unadjusted hazard ratio [HR] 1.67, 95% CI 0.60-4.71, P=.33; time to depressive episode (HR 1.53, 95% CI 0.49-4.83), P=.47; time to mania type episode (HR 2.87, 95% CI 0.56-14.8), P=.12. Given the low level relapses, no Kaplan-Meier curves are presented.

**Adverse Events**

During the trial, 1 participant completed suicide before randomization, 11 participants (11% of those randomized) reported suicidality and self-harm, and 1 made a suicide attempt (before withdrawing from the study). It was found that 6 were
in the WL arm, and 5 were receiving ERPonline. None of the SAEs were deemed study related by an independent TSC.

Discussion

Principal Findings

ERPonline is a novel Web intervention for improving relapse prevention and providing National Institute for Health and Care Excellence (NICE) congruent information to people with BD. This study indicates that the development and evaluation of this type of approach in a rigorous RCT using telephone and Web-based assessments is both feasible and acceptable. Important lessons were learnt relevant to each of our study aims, but which also have relevance to the wider development and evaluation of remote-access approaches for other health problems.

With the help of our Service User Reference Group, we were able to develop a Web-based version of an existing ERP intervention for people with BD at a very low cost that received largely positive feedback, and led to no evident adverse events. Activity was highly skewed but over 90% of our sample visited the site more than once, which can be compared with MyRecoveryPlan [17] that reported site returns for 71% in a coached group, and only 44% in an unsupported group. On the basis of levels of use of the different modules and direct participant feedback, engagement could be enhanced by making the intervention more interactive and providing support to use it.

Recruitment, retention, and data completion strategies were largely successful. Retention was higher than demonstrated in previous Web-based trials with people who are affected with BD [14,15,17]. Key features of the trial design that facilitated this included payment for completing assessments, text and email reminders, a WL control design, and a friendly flexible research team who were willing to offer telephone appointments at times to suit participants including out-of-office hours. However, to reach the sample size required for large scale clinical and cost effectiveness trials, paying for advertising through popular websites such as Google and Facebook may be necessary [36].

Feedback about the experience of taking part in a primarily Web-based trial was mixed. Some participants reported difficulties finding a private space to take telephone calls or finding Web-based measures difficult, tiring or distressing, whereas others valued the flexibility, convenience, and felt more able to be open about the problems they had experienced than in a face-to-face interview. This suggests that trials which offer a choice of data collection options may be most effective in achieving recruitment and retention targets.

However, further work is needed to test the validity and reliability of these data collection approaches. Our data showed that while the hypothesized increase in EWS monitoring and development of more positive beliefs about mood swings did occur in those receiving ERPonline compared with WL control group, we did not see any benefit of ERPonline on any of the clinical outcome measures. This was largely due to the ceiling effect on our outcome measures. Only 16% of the total sample experienced any relapse, compared with expected levels of 50-70% [37].

This ceiling effect was consistent across all outcome measures and all assessors. Therefore, the most likely explanations are either that the method of data collection is leading to underreporting of problems, or that the participating sample reflect a different population from those taking part in more traditionally designed face-to-face clinical studies.

With regards to the first possibility, whereas we did not directly test the reliability of the data compared with a face-to-face interview, other studies have done this comparing telephone and face-to-face interview data of SCID assessments found high levels of agreement [38]. Our team have also carried out a parallel Web-based RCT which included the same Web-based and telephone assessments, delivered through researchers trained by the same methods, and which will report relapse rates of 47% which are akin to those expected from previous research data and much higher than in this study [39].

The second possible explanation can be explored by examining the characteristics of our participants. Compared with bipolar samples recruited to other face-to-face trials [37] including one evaluating clinician delivered ERP [7], and samples in other Web-based trials which all show higher relapse rates [14,15,17], our sample are more euthymic, highly educated, likely to be in employment, and have had surprisingly high levels of access to previous psychological therapy. Further work is needed to better understand how using a primarily Web-based trial design may impact on sample characteristics, and the information they provide.

The Future for ERPonline

ERPonline offers a cheap and easily accessible option for people who are seeking ongoing support following successful treatment, which is currently unavailable. However, given the high functioning and low relapse rates evident in this study, testing the clinical effectiveness of ERPonline for this population would require very large sample sizes. Alternatively, ERPonline could target people at an earlier stage of treatment, who have had not yet received more expensive face-to-face psychological therapy, and need support to understand their mood swings, consider the pros and cons of medication use, and explore the usefulness of monitoring and managing EWS of relapse. For this group, ERPonline may offer a way to reduce the need for expensive individual therapy. Consistent with participant recommendations and previous research, we also need to consider how best to integrate support mechanisms to facilitate use of the intervention, either by integrating the Web-based resource with clinician delivered relapse prevention, or through online peer support as described in other Web-based interventions for BD [10,11,13]. This study highlights the importance of the relationship that the users have with Web-based interventions and how this develops as an extension of the relationship with the humans perceived as offering and supporting its use. Web-based interventions offered in isolation in this context seem unlikely to engage people in the same way and may be perceived negatively as attempts to save money rather than improve care. Our study has explored the feasibility and acceptability of a specific Web-based intervention (ERPonline),
but does not address the broader social issue of how acceptable the increasing use of digital health technology is to people with mental health problems [40].

Strengths of Study
Extensive user involvement improved the content of the ER Ponline website, identified recruitment sources, and ensured the measures were appropriate and not too burdensome. The sample was sufficiently large to be able to comment on patterns in the data likely to be indicative of effects on process and outcome measures in a larger trial. Independent randomization, trained blind assessors, and the use of well-established outcome and process measures ensured that the data are reliable and valid. Extensive reflection and learning around feasibility was built into the design process using face-to-face meetings and an online reflection log.

Limitations
Despite 280 unique site registrations, only 145 people consented, and due to ineligibility and drop out, only 96 were randomized. We have no data on why nearly half the sample registering an interest, then chose not to take part, though for some it may have been delay between prestart expression of interest and randomization. During the trial, we had higher dropout in the ER Ponline arm, which is common in trials with a WL control arm and is likely due to the perceived reward of the intervention retaining people through WL. Survey responses were incomplete for feedback on trial participation (22/49 in WL group, 45%) and for feedback on the ER Ponline intervention (17/47 in ER Ponline arm, 36%). The bias in responders is likely to skew the nature of the feedback which on the whole was very positive.

In summary, we were able to successfully adapt and deliver online a relapse prevention intervention for BD previously used face-to-face. The intervention was successfully evaluated against a WL control group using a RCT design with high levels of retention and data completeness over 48 weeks. Participants had high rates of previous bipolar episodes but had accessed previous psychosocial interventions (where specified, most commonly described as CBT) for BD. Web-based interventions may prove an important cheap, feasible, and acceptable step forward in creating a choice of evidence-based interventions for people with BD at different stages of recovery, but may be more appropriately designed with built-in support and targeted at those with less prior experience of effective care.
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Abstract

Background: As Twitter has grown in popularity to 313 million monthly active users, researchers have increasingly been using it as a data source for tobacco-related research.

Objective: The objective of this systematic review was to assess the methodological approaches of categorically coded tobacco Twitter data and make recommendations for future studies.

Methods: Data sources included PsycINFO, Web of Science, PubMed, ABI/INFORM, Communication Source, and Tobacco Regulatory Science. Searches were limited to peer-reviewed journals and conference proceedings in English from January 2006 to July 2016. The initial search identified 274 articles using a Twitter keyword and a tobacco keyword. One coder reviewed all abstracts and identified 27 articles that met the following inclusion criteria: (1) original research, (2) focused on tobacco or a tobacco product, (3) analyzed Twitter data, and (4) coded Twitter data categorically. One coder extracted data collection and coding methods.

Results: E-cigarettes were the most common type of Twitter data analyzed, followed by specific tobacco campaigns. The most prevalent data sources were Gnip and Twitter’s Streaming application programming interface (API). The primary methods of coding were hand-coding and machine learning. The studies predominantly coded for relevance, sentiment, theme, user or account, and location of user.

Conclusions: Standards for data collection and coding should be developed to be able to more easily compare and replicate tobacco-related Twitter results. Additional recommendations include the following: sample Twitter’s databases multiple times, make a distinction between message attitude and emotional tone for sentiment, code images and URLs, and analyze user profiles. Being relatively novel and widely used among adolescents and black and Hispanic individuals, Twitter could provide a rich source of tobacco surveillance data among vulnerable populations.

(J Med Internet Res 2017;19(3):e91) doi:10.2196/jmir.7022
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Introduction

As Twitter has grown in popularity to 313 million monthly active users [1], researchers have increasingly been using it as a data source for tobacco-related research. Twitter is a microblogging platform where users have 140 characters to share thoughts, jokes, information, images, and URLs (ie, Web addresses). Twitter posts (ie, tweets) are in real time and often public, with the potential to reach a wide audience. Users can retweet or share tweets with others, which can cause tweets to spread to large numbers of users (“go viral”). Posts can be seen when users follow each other or search for specific terms (eg, #vape). Hashtags signify a topic for users to participate in the
Antitobacco campaigns may use a hashtag to start a conversation about the harms of tobacco, for example, the Truth Initiative account, @truthinitiative, promotes the use of #tobaccofreegen in the user description [2]. Similarly, the tobacco industry and independent manufacturers can use Twitter to advertise their products. Imperial Brands uses such an approach when it promotes the electronic cigarette (e-cigarette) blu through its account, @blucigs, with the hashtag #JustYouAndblu in the user description and messages to engage with Twitter users [3]. Furthermore, social media can be used to counter antitobacco campaigns. When the anti–e-cigarette campaign Still Blowing Smoke [4] was released by the State of California on television and Facebook, the pro–e-cigarette campaign Not Blowing Smoke [5], developed by pro-vaping groups, countered by taking the Twitter handles @StillBlwngSmoke [6] and @NotBlwngSmoke [7] to challenge the California campaign’s messages [8].

Tobacco-related tweets can reach a relatively young and ethnically diverse audience. Pew Research Center studies have found that, in the United States, a third of teenagers use Twitter [9], while 20% of adults have accounts with the majority being younger than 50 years [10]. Twitter is especially popular among girls aged 15 to 17 years with 49% having accounts [9]. Similarly, 45% of black, 34% of Hispanic, and 31% of white adolescents use Twitter [9]. Comparably, a larger proportion of black (28%) and Hispanic (28%) than white (20%) adult Internet users also use Twitter [10]. Therefore, tobacco conversations on Twitter, whether pro or anti, may be particularly likely to reach these populations.

Research utilizing Twitter data is fairly novel without established standards across studies. Thus, it could be advantageous to establish what methods are being used and their strengths and weaknesses. Standards for reporting social media data are needed to be able to compare methods and results across studies [11]. This review focuses specifically on the methodology of tobacco-related studies that code Twitter data categorically by examining data collection methods, coding methods, and coding categories. It addresses the questions, “What methodologies are used to categorically code tobacco-related Twitter data” and “What recommendations can be made for future studies?”

**Methods**

**Data Sources**

A literature search was conducted in July 2016 using the databases PsycINFO, Web of Science, PubMed, ABI/INFORM, Communication Source, and the journal Tobacco Regulatory Science. Searches included a Twitter term and a tobacco term: (Twitter OR tweet) AND (tobacco OR nicotine OR...) (Table 1). Tobacco terms were selected based on an article on noncigarette tobacco products [12] and the US Food and Drug Administration’s (FDA) article, Recognize Tobacco in Its Many Forms [13]. Searches were limited to peer-reviewed journals in English published from January 2006 to those available in July 2016. The beginning date was selected because Twitter was launched in 2006. The initial search produced 274 nonduplicate articles (Figure 1).
### Table 1. Tobacco search terms.

<table>
<thead>
<tr>
<th>Search term</th>
<th>Tobacco products covered by search term</th>
</tr>
</thead>
<tbody>
<tr>
<td>tobacco</td>
<td>Tobacco, smokeless tobacco, chewing tobacco, dissolvable tobacco</td>
</tr>
<tr>
<td>nicotine</td>
<td>Nicotine, electronic nicotine delivery system</td>
</tr>
<tr>
<td>cig*</td>
<td>Cigarette, cigar, little cigar, large cigar, cigarillo, electronic cigarette, e-cigarette, e-cig</td>
</tr>
<tr>
<td>pipe</td>
<td>Pipe, waterpipe</td>
</tr>
<tr>
<td>bidi</td>
<td>Bidi</td>
</tr>
<tr>
<td>kretke</td>
<td>Kretke</td>
</tr>
<tr>
<td>shisha</td>
<td>Shisha</td>
</tr>
<tr>
<td>hookah</td>
<td>Hookah, e-hookah, hookah pen</td>
</tr>
<tr>
<td>narghile</td>
<td>Narghile</td>
</tr>
<tr>
<td>argileh</td>
<td>Argileh</td>
</tr>
<tr>
<td>cheroot</td>
<td>Cheroot</td>
</tr>
<tr>
<td>smok*</td>
<td>Smoke, smokeless tobacco, smoking, smoker</td>
</tr>
<tr>
<td>chew</td>
<td>Chew, chewing tobacco</td>
</tr>
<tr>
<td>snuff</td>
<td>Snuff, dry snuff, moist snuff</td>
</tr>
<tr>
<td>snus</td>
<td>Snus</td>
</tr>
<tr>
<td>betel quid</td>
<td>Betel quid</td>
</tr>
<tr>
<td>gutkha</td>
<td>Gutkha</td>
</tr>
<tr>
<td>zarda</td>
<td>Zarda</td>
</tr>
<tr>
<td>toombak</td>
<td>Toombak</td>
</tr>
<tr>
<td>dissolvable</td>
<td>Dissolvable, dissolvable tobacco</td>
</tr>
<tr>
<td>ENDS</td>
<td>ENDS (electronic nicotine delivery system)</td>
</tr>
<tr>
<td>vap*</td>
<td>Vape, vapor, vape pen, vaping, vapor</td>
</tr>
</tbody>
</table>

*a Asterisk (*) represents stemmed words; for example, cig* would capture all words beginning with cig.*

### Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) diagram of articles included in the systematic review.
Study Selection

One coder independently reviewed all titles and abstracts and selected 43 articles from the initial 274 that referenced any of the tobacco products and Twitter. Full text of the articles was then reviewed. Explicit inclusion criteria were determined a priori to reduce coder bias when selecting articles. Articles were included in the review if they met the following criteria: (1) original research in a peer-reviewed journal, (2) focused on tobacco, (3) analyzed Twitter data, and (4) coded data categorically (eg, sentiment, theme). If an article was excluded for failing to meet multiple inclusion criteria, it was counted in the higher-order criteria for exclusion. A total of 16 articles were excluded, so 27 articles were included in the review (Figure 1). We excluded 1 article because it was a narrative review rather than original research, 2 articles because they did not address a tobacco product, 1 article because it analyzed Web search results and tobacco control websites rather than Twitter data, and 12 articles because they did not categorically code tobacco-related Twitter data. For example, a study may have tracked changes in the number of tweets over time but not coded the tweets categorically. The 27 included articles ranged from 2011 to 2016. Although there is risk for bias in studies, this review considered all studies that met the inclusion criteria to evaluate the strengths and weakness of all methodological approaches within this domain. The primary focus of this review is the methodology of qualitative studies rather than the outcomes of quantitative studies. Therefore, the risk of publication bias of studies with significant results and selective reporting of significant results is minimal for this type of review compared with a meta-analysis of quantitative outcomes.

Data Extraction

One author read each article to extract methodological information on data collection (data sources, date collected, tobacco topics, search keyword selection), coding methods (type of coding method, number of coders, number of tweets coded, coded retweets, number of Twitter accounts, followed URLs, coding agreement), and coded categories. This information is presented in detail in Tables 2, 3, and 4 and is summarized in the results.

Results

Data Collection Methods

Data Sources

In total, 22 of the 27 articles discussed the sources they used for their sample of Twitter messages, while 5 articles did not. Twitter provides 3 primary sources of data: Twitter’s Search application programming interface (API), Twitter’s Streaming API, and Twitter’s Firehose. An additional method is Twitter’s REST API, which allows tracking specific users by their username. One study collected data using Twitter’s REST API.

Twitter’s Search API is free to use and provides a maximum of 3200 past tweets (ie, published in the past 7 days, so it is not in real time) with a limit of 180 searches every 15 minutes [14,15]. Twitter’s Search API was used in 2 studies (Table 2). There are programs developed to interact between Twitter’s Search API and specific analyses programs. For example, twitteR package for R [16], NCapture for NVivo [17], and Social Network Importer for NodeXL, the free add-on for Excel [18], provide access to Twitter’s Search API. A small subset of the studies used these programs: twitteR package for R (n=1), NCapture (n=1), and Social Network Importer for NodeXL (n=1).

More useful to researchers is Twitter’s Streaming API, which provides all tweets related to the search terms up to a limit of 1% of the Twitter database for that time period. If the selected search terms are infrequently used across Twitter (eg, the name of a local tobacco campaign), all tweets related to the search terms will be available. However, if the selected search terms are commonly used, tweets related to those terms will be available up to a limit of 1% of the current Twitter database. Twitter’s Streaming API is free, publicly available data [19]. A total of 5 studies used Twitter’s Streaming API (Table 2). Twitonomy is an analytics tool that accesses Twitter’s Streaming API and offers both free and premium packages for a small fee [20]. One article used Twitonomy.

Providing the greatest access to data, Twitter’s Firehose has real-time access to 100% of Twitter content. Twitter’s Firehose formerly was handled by multiple data providers (eg, Gnip, DataSift, and Topsy). After the acquisition of Gnip in 2014, Twitter transitioned to only allowing access to Twitter’s Firehose through Gnip for a fee from August 2015 onward [21]. A total of 6 articles used Gnip, making it the most common method to collect data (Table 2). There are social listening programs that buy Twitter data from data providers such as Gnip. Radian6 [22], Simply Measured [23], and Sysomos Heartbeat [24] collect data from across social networking sites, blogs, forums, and news sites for a fee. A few articles used these social listening programs to collect data: Radian6 (n=2), Simply Measured (n=1), and Sysomos Heartbeat (n=1).
<table>
<thead>
<tr>
<th>Article</th>
<th>Date collected</th>
<th>Type of tweets or accounts</th>
<th>Keyword selection</th>
<th>Data source</th>
<th>Retrieval precision</th>
<th>Retrieval recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>[26]</td>
<td>July 1, 2008, to February 28, 2013</td>
<td>E-cigarettes</td>
<td>55 keywords (only examples reported): general e-cigarette terms (eg, electronic cigarette, eCig), specific brand names (eg, Blu, NJoy, green smoke), and terms about e-cigarette use (eg, vaping) Excluded words related to tobacco or drugs (only examples reported): marijuana, hookah</td>
<td>Radian6</td>
<td>91%</td>
<td>93%</td>
</tr>
<tr>
<td>[27]</td>
<td>December 5, 2011, to July 17, 2012 (15-day intervals)</td>
<td>Tobacco</td>
<td>cig*, nicotine, smok*, tobacco; hookah, shisha, waterpipe, e-juice, e-liquid, vapor and vaping</td>
<td>Twitter’s Streaming API</td>
<td>57.25%</td>
<td>95%-99%</td>
</tr>
<tr>
<td>[28]</td>
<td>January 1 to December 31, 2014</td>
<td>E-cigarettes and smoking cessation</td>
<td>E-cigarette keywords: vaping, vapor, vapors, e-cigarette, e-cig, mod, eGo, mod, RBA, RDA, vape, “vape pen”, “e-hookah”, “e-pipe”, “e-shisha”, “hookah pen”, “vape pipe”, #vape #vapelifeg #vapor #vapeporen #vapenation #vapestars #vaperazzi #vaping #vapenevolution #vapeswag #vapesirens #vaperscommunity #vapepics #vapesociety #socialvapers #vapefamily #vapefreedom #vapelpove #vapers #vapstagram #vapelife #vapeshop #vapeon #vapewidth #girlswhovape #alldayvape #adv #vapersoul #VGOD #ecig #ecigarette Smoking cessation keywords: quit, stop, “quit smoking”, “stop smoking”, “quit cigarettes”, “smoke less”, “smoking less”, help, NRT, patch, lozenge, spray, gum, nicorette, nicotine, #quit #quitting #quittingcigarettes #Cessationnation Exclusion keywords: marijuana, weed, pot, dank, trees, green, cheeba, THC, cannabis, sativa, indica, bud, marihuana, MJ, “mary jane”</td>
<td>Sysomos Heartbeat</td>
<td>NR</td>
<td>NR</td>
</tr>
<tr>
<td>[29]</td>
<td>February 1 to April 30, 2014</td>
<td>Blu e-cigarettes’ tweets and retweets</td>
<td>@blucigs</td>
<td>Twitter REST API</td>
<td>NR</td>
<td>NR</td>
</tr>
<tr>
<td>[30]</td>
<td>April 12 to May 10, 2014</td>
<td>Hookah or shisha</td>
<td>hookah, #hookah, shisha, #shisha, hooka, #hooka, sheesha, #sheesha</td>
<td>Simply Measured</td>
<td>99.56%</td>
<td>NR</td>
</tr>
<tr>
<td>[31]</td>
<td>November 1, 2011, to August 31, 2013</td>
<td>Hookah, cigarettes, and cigars</td>
<td>cigar, cigars, cigarette, cigarettes, hookah, waterpipe, waterpipe, shisha, sheesha</td>
<td>Twitter’s Streaming API</td>
<td>NR</td>
<td>NR</td>
</tr>
<tr>
<td>[32]</td>
<td>October 4 to November 3, 2010</td>
<td>Tobacco</td>
<td>Smoking, tobacco, cigarette, cigar, hookah, hooka</td>
<td>Twitter’s Search API</td>
<td>NR</td>
<td>NR</td>
</tr>
<tr>
<td>[33]</td>
<td>May 1, 2012, to June 30, 2012</td>
<td>E-cigarettes</td>
<td>Keywords: e-cigarette, ecigarette, e-cig, ecig Additional keywords AND “cig” or “cigarette”: electronic, blu, njoy</td>
<td>Gnip</td>
<td>&gt;99% of a random sample of 500 tweets</td>
<td>NR</td>
</tr>
<tr>
<td>Article</td>
<td>Date collected</td>
<td>Type of tweets or accounts</td>
<td>Keyword selection</td>
<td>Data source</td>
<td>Retrieval precision</td>
<td>Retrieval recall</td>
</tr>
<tr>
<td>---------</td>
<td>----------------</td>
<td>-----------------------------</td>
<td>-------------------</td>
<td>-------------</td>
<td>-------------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>[34]</td>
<td>December 6, 2012, to June 20, 2013</td>
<td>Tobacco or cessation price promotion</td>
<td>Tobacco-related: cig(s), cigarette(s), smoking, tobacco, blu cigarette, njoy cigarette, ecig, e-cig, @blucig, e-cigarette, ecigarette, from:blucigs*, ecigs, e-cigs, ecigarettes, e-cigarettes, “green smoke”, “south beach smoke”, cartomizer, (atomizer OR atomizers) –perfume*, ehookah OR e-hookah, ejuice OR ejucies OR e-juice OR e-juices, eliquid OR eliquids OR e-liquid OR e-liquids, e-smoke OR e-smokes, (esmoke OR esmokes), eversmoke, “joye 510”, joye510, lavatube OR lavatubes, logicecig OR logiceccigs, smartsmoker, smokestik OR smokestiks, “v2 cig” OR “v2 cigs” OR v2cig OR v2cigs, vaping, zerocig OR zerocigs, cartomizers, Vuse, MarkTen</td>
<td>Gnip</td>
<td>56.94%</td>
<td>NR</td>
</tr>
<tr>
<td>[35]</td>
<td>July 2014</td>
<td>Slogans for the Dutch health campaign “Smoking is so outdated” (Roken kan echt niet meer)</td>
<td>#rokenkanechnietmeer [#smokingissooutdated]</td>
<td>Twitter’s Search API</td>
<td>NR</td>
<td>NR</td>
</tr>
<tr>
<td>[36]</td>
<td>December 2013</td>
<td>Little cigars</td>
<td>Swisher Sweets, Black &amp; Milds</td>
<td>Twitonomy</td>
<td>67.50%</td>
<td>NR</td>
</tr>
<tr>
<td>[37]</td>
<td>September 2012 and January to May 2013</td>
<td>Genetic information on smoking</td>
<td>genetic, smoking</td>
<td>NR</td>
<td>49.1%</td>
<td>NR</td>
</tr>
<tr>
<td>[38]</td>
<td>August 2010</td>
<td>Smoking cessation accounts</td>
<td>Searched for smoking cessation accounts using the following terms: “quit or stop smoking” or “smoking cessation”</td>
<td>NR</td>
<td>NR</td>
<td>NR</td>
</tr>
<tr>
<td>[39]</td>
<td>January 8-15, 2014</td>
<td>Tweets about Chicago Department of Public Health’s e-cigarette Twitter campaign</td>
<td>@ChiPublicHealth</td>
<td>twitterR package for R and NodeXL</td>
<td>NR</td>
<td>NR</td>
</tr>
<tr>
<td>[40]</td>
<td>January 2010 to January 2015</td>
<td>E-cigarettes</td>
<td>vape, ecig, ecigarette, vaping, ejuice, vapers, drip AND tip, dripping, eliquid AND flavor, e AND juice, e AND liquid, smoke AND free, off AND cigarettes, ex AND smoker, no AND analogs, I AND quit</td>
<td>NR</td>
<td>NR</td>
<td>NR</td>
</tr>
<tr>
<td>[41]</td>
<td>January 2012 to December 2014</td>
<td>E-cigarettes</td>
<td>et(-)cig, e(-)cigarette, electronic cigarette, etc</td>
<td>Twitter’s Streaming API</td>
<td>81% to 90.8% for 4 groups of 500 randomly sampled automated tweets</td>
<td>NR</td>
</tr>
<tr>
<td>[42]</td>
<td>September to December 2013 and March 2015</td>
<td>E-cigarettes</td>
<td>Electronic-cigarette, e-cig, e-cigarette, e-juice, e-liquid, vape-juice, vape-liquid</td>
<td>Twitter’s Streaming API and Twitter’s Firehose</td>
<td>97.21%</td>
<td>86.63%</td>
</tr>
<tr>
<td>[43]</td>
<td>April 21 to October 20, 2014</td>
<td>Blu and V2 e-cigarettes’ tweets and retweets</td>
<td>@blucigs, @v2cigs</td>
<td>NR</td>
<td>100%</td>
<td>NR</td>
</tr>
<tr>
<td>Article</td>
<td>Date collected</td>
<td>Type of tweets or accounts</td>
<td>Keyword selection&lt;sup&gt;a,b&lt;/sup&gt;</td>
<td>Data source</td>
<td>Retrieval precision</td>
<td>Retrieval recall</td>
</tr>
<tr>
<td>---------</td>
<td>---------------</td>
<td>----------------------------</td>
<td>---------------------------------</td>
<td>--------------</td>
<td>---------------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>[44]</td>
<td>July 7 to 21, 2014</td>
<td>Tweets about the Centers for Disease Control and Prevention’s (CDC) Tips From Former Smokers campaign</td>
<td>#cdctips, CDC AND smoking</td>
<td>Social Network Importer for NodeXL</td>
<td>81.70%</td>
<td>NR</td>
</tr>
<tr>
<td>[46]</td>
<td>March to June 2013</td>
<td>Tobacco control program tweets during the months that the national CDC Tips smoking cessation campaign aired</td>
<td>Google search for tobacco control programs using the terms “tobacco program “ and “quitline.” If the site included a link to a Twitter account, that account was included.</td>
<td>Radian6</td>
<td>NR</td>
<td>NR</td>
</tr>
<tr>
<td>[47]</td>
<td>March 15 to June 9, 2012</td>
<td>Tweets about the CDC’s Tips campaign</td>
<td>Tobacco behavior: cig(s), cigarette(s), nicotine, smoke(s), smoker, smoking, tobacco Tobacco policy: @cdcgov, @cdctobaccofree, @drfrieden, @fdatobacco, @smokefree.gov, antitobacco, antismoking, CDC, quitline, quitnow, secondhand+smoke, smokefree, smokefree.gov, tobaccoffee Ad specific: #cdctips, amputation, amputee, Buerger’s+Disease, heart+attack, hole+neck, hole+throat, lung+cancer, stoma, stroke, throat+cancer Engagement: ad, commercial, campaign, PSA</td>
<td>Gnip</td>
<td>78.87%</td>
<td>94%</td>
</tr>
<tr>
<td>[48]</td>
<td>February 5-12, 2014</td>
<td>CVS Health-related tweets surrounding the announcement of ending tobacco sales</td>
<td>#cvs, #cvsquits</td>
<td>Twitter’s Streaming API</td>
<td>72.38%</td>
<td>NR</td>
</tr>
<tr>
<td>[49]</td>
<td>May 1, 2013, to May 1, 2014</td>
<td>Smoking cessation accounts</td>
<td>Searched for smoking cessation accounts using the terms: “quit smoking” and “smoking cessation”</td>
<td>NR</td>
<td>NR</td>
<td>NR</td>
</tr>
<tr>
<td>[50]</td>
<td>February 23 to April 9, 2015</td>
<td>Exposure to secondhand e-cigarette aerosol</td>
<td>“secondhand vape” OR “secondhand vaping” OR “second-hand vape” OR “second-hand vaping” OR “vape smoke” OR “e-cig smoke” OR “e-cig smoke” OR “e-cigarette smoke” OR “vape shs” OR “e-cig shs” OR “vape secondhand smoke” OR “vape second-hand smoke” OR “esmoke” OR “e-smoke”</td>
<td>NCapture</td>
<td>NR</td>
<td>NR</td>
</tr>
</tbody>
</table>

<sup>a</sup>Asterisk (*) represents stemmed words; for example, cig* would capture all words beginning with cig.

<sup>b</sup>Words in italics were not keywords used for searches.

<sup>c</sup>NR: not reported.

<sup>d</sup>API: application programming interface.

**Date Collected**

Twitter data were collected across the studies from 2008 to 2015. The time span of Twitter data collected within an individual study ranged from 1 day to 5 years with a median of 14 weeks (Table 2).

**Tobacco Topics**

Among the 27 studies, 41% (n=11) analyzed messages related to e-cigarettes, 19% (n=5) related to other tobacco products, and 22% (n=6) about specific tobacco campaigns (Table 2). The remaining topics included smoking cessation accounts (n=2), tobacco or cessation price promotion (n=1), genetic information on smoking (n=1), and ending tobacco sales at CVS Health (n=1).

**Search Keyword Selection**

Kim and colleagues [11] proposed a framework of three steps to develop and validate search filters. This framework was selected because it provided a standard in which to compare...
studies. Most of the articles partially fulfilled these steps within the framework. The first step is to develop a search filter. All the articles generated a list of keywords presumably based on expert knowledge of the topic or a systematic search of language related to the topic of interest. However, only 4 articles discussed the process of discarding keywords that returned a high proportion of irrelevant results and adding new keywords as new terms appeared in the returned literature [25-28]. It should be noted that for some studies this process of developing a search filter may be irrelevant because they are coding all tweets from a specific account (eg, coding tweets from the blu e-cigarette account, @blucigs) [29].

Search keyword selection was tailored to the studies’ specific topics (Table 2). To search for e-cigarette Twitter data, variations on e-cigarette (eg, e-cig), vape (eg, vaping), e-liquid (eg, eliquid), and e-juice (eg, ejuice) were common. Some e-cigarette studies also included major e-cigarette companies or brands as key search terms (eg, Njoy). Studies that analyzed Twitter data on specific tobacco campaigns used a variety of tactics such as searching for variations on the campaign name (eg, still blowing smoke), the source of the campaign (eg, CDC), specific features of the campaign ads (eg, lung+cancer), tobacco products and behavior (eg, smoke), and general campaign terms (eg, PSA). Some studies also used a combination of searching for terms with and without hashtags (eg, hookah, #hookah). In 2 studies, marijuana terms (eg, weed) were used as exclusion keywords [26,28].

The second step of the framework is to apply the search filter and split data into retrieved and unretrieved sets. The third step is to assess the search filter on its ability to distinguish between relevant and irrelevant messages [11]. Precision refers to how much retrieved data are relevant, whereas recall refers to how much relevant data are retrieved. Recall is similar to measures of sensitivity. Precision is much less difficult to accurately estimate than recall because recall requires conclusions to be drawn about the tweets that were not retrieved. A precision score of 100% means that all retrieved data were relevant, while a recall score of 100% means that all relevant data were retrieved. However, precision and recall are inversely related. As a search filter expands to collect more data, the proportion of relevant data decreases. Publications can present a recall score of 100% means that all retrieved data were relevant, while a precision score of 100% means that all relevant data were retrieved, except for 2 studies that only (n=2; Table 3). Of the studies using hand-coding, the number of coders per tweet ranged from 1 to 6. Coding agreement was reported by 20 articles: coding agreement percentage (n=5; 72% to 95.7%), kappa scores (n=13; kappa=.64 to 1.00), Cronbach alpha (n=1; alpha=.61 to 1.00), and both coding agreement percentage and kappa scores (n=1). Kappa values can be interpreted as poor (<.20), fair (.21-.40), moderate (.41-.60), good (.61-.80), and very good (.81-1.00) [51]. Cronbach alpha can be interpreted as unacceptable (<.50), poor (.50-.59), questionable (.60-.69), acceptable (.70-.79), good, (.80-.89), and excellent (> .90) [52]. However, it is important to note that these thresholds are not derived statistically but instead rely on intuitive judgments. The number of tweets coded per study ranged from 171 to 17,098 for hand-coding and from 7362 to 1,669,123 for machine learning. A total of 14 articles included retweets in their total number of tweets. A total of 15 articles reported the number of unique Twitter accounts, which ranged from 2 to 3804 for hand-coding studies and from 23,700 to 166,857 for machine learning studies (see Table 3).

URLs in tweets can provide information that changes the context or meaning of a tweet. Following URLs to their respective webpages can be time-consuming, but it can increase coding accuracy. Machine learning algorithms can analyze the text within URLs but may require human coders to follow them to their respective webpages. A total of 15 articles reported whether they followed URLs (followed: n=10, did not follow: n=5; Table 3). One article provided the most common URLs [26]. The studies tended to show that advertising or commercial tweets were significantly more likely to contain URLs than other types of tweets [25,33,34].

**Coding Methods**

Coding methods for the studies included hand-coding, machine learning, or a combination of the two. Hand-coding involves one or more human coders categorizing data. When 2 or more coders independently code data, a coding agreement score (eg, kappa) between the coders can be calculated. In contrast, machine learning uses an algorithm for a computer to learn how to code data. However, human-coding is used for an initial subset of data to help refine the algorithm to improve its accuracy. Coding categories may be determined a priori based on prior research or they may be developed inductively through the process of coding. Studies used hand-coding only (n=17), machine learning + hand-coding (n=8), and machine learning only (n=2; Table 3). Of the studies using hand-coding, data were coded by the reviewed studies’ researchers in 16 studies, while 1 study used crowdsourcing (ie, many Web workers) [30]. All the studies that used machine learning also used initial hand-coding for a subset of the data, except for 2 studies that used topic modeling [31,32]. Topic modeling produces thematically related word clusters from the text [31].

The data collected in the hand-coded studies ranged from a collection period of 1 day to 1 year, while the machine learning studies ranged from 1 month to 5 years of Twitter data. Across the articles that used hand-coding, the number of coders per tweet ranged from 1 to 6. Coding agreement was reported by 20 articles: coding agreement percentage (n=5; 72% to 95.7%), kappa scores (n=13; kappa=.64 to 1.00), Cronbach alpha (n=1; alpha=.61 to 1.00), and both coding agreement percentage and kappa scores (n=1). Kappa values can be interpreted as poor (<.20), fair (.21-.40), moderate (.41-.60), good (.61-.80), and very good (.81-1.00) [51]. Cronbach alpha can be interpreted as unacceptable (<.50), poor (.50-.59), questionable (.60-.69), acceptable (.70-.79), good, (.80-.89), and excellent (> .90) [52]. However, it is important to note that these thresholds are not derived statistically but instead rely on intuitive judgments. The number of tweets coded per study ranged from 171 to 17,098 for hand-coding and from 7362 to 1,669,123 for machine learning. A total of 14 articles included retweets in their total number of tweets. A total of 15 articles reported the number of unique Twitter accounts, which ranged from 2 to 3804 for hand-coding studies and from 23,700 to 166,857 for machine learning studies (see Table 3).
<table>
<thead>
<tr>
<th>Article</th>
<th>Coding method</th>
<th>No. of coders</th>
<th>No. of tweets coded</th>
<th>Coded retweets</th>
<th>No. of Twitter accounts</th>
<th>Followed URLs</th>
<th>Coding agreement</th>
</tr>
</thead>
<tbody>
<tr>
<td>[8]</td>
<td>Hand-coded by researchers</td>
<td>1: all tweets; 2: subsample 300 tweets</td>
<td>2248: relevance; 2192: content</td>
<td>Yes</td>
<td>NR&lt;sup&gt;a&lt;/sup&gt;</td>
<td>No</td>
<td>91%; sentiment; 72%; theme</td>
</tr>
<tr>
<td>[25]</td>
<td>Hand-coded by researchers</td>
<td>6: for a subset of 250 tweets; NR for total</td>
<td>17,098: relevance; 10,128: content</td>
<td>Yes, if additional context</td>
<td>NR</td>
<td>Yes</td>
<td>κ=.64 to .70</td>
</tr>
<tr>
<td>[26]</td>
<td>Machine learning with initial hand-coding; Python Scikit-Learn</td>
<td>NR</td>
<td>1,669,123</td>
<td>Yes</td>
<td>NR</td>
<td>Yes</td>
<td>NR</td>
</tr>
<tr>
<td>[27]</td>
<td>Machine learning and hand-coding; naïve Bayes, k-nearest neighbors, and support vector machines</td>
<td>2: pilot of 1000; 2: random subset of 150; 2: all 7362</td>
<td>7362: relevance; 4215: content</td>
<td>Retweeted posts were only included once</td>
<td>NR</td>
<td>NR</td>
<td>κ&gt;.70 for the random subset of 150</td>
</tr>
<tr>
<td>[28]</td>
<td>Hand-coded by researchers</td>
<td>1: all tweets; 2: for 10% subsample</td>
<td>300: complete sample; 300: industry-free sample; 481 of 600: content (duplicates between samples removed)</td>
<td>Yes</td>
<td>148: complete sample; 215: industry-free sample</td>
<td>Yes</td>
<td>κ=.74</td>
</tr>
<tr>
<td>[29]</td>
<td>Hand-coded by researchers</td>
<td>2</td>
<td>NR</td>
<td>Yes</td>
<td>Approximately 3400</td>
<td>NR</td>
<td>NR</td>
</tr>
<tr>
<td>[30]</td>
<td>Crowdsourcing with initial hand-coding</td>
<td>3</td>
<td>5000: relevance; 4978: content</td>
<td>NR</td>
<td>3804</td>
<td>NR</td>
<td>κ=.66 to .85 among a subset coded by researchers</td>
</tr>
<tr>
<td>[31]</td>
<td>Topic modeling with machine learning; MALLET, a command-line implementation of latent Dirichlet allocation (LDA)</td>
<td>NR</td>
<td>319,315: total; 95,738: hookah; 22,513: cigar; 201,064: cigarette</td>
<td>NR</td>
<td>NR</td>
<td>NR</td>
<td>NR</td>
</tr>
<tr>
<td>[32]</td>
<td>Topic modeling (LDA) with machine learning</td>
<td>NR</td>
<td>4962</td>
<td>NR</td>
<td>NR</td>
<td>NR</td>
<td>NR</td>
</tr>
<tr>
<td>[33]</td>
<td>Machine learning and hand-coding; DiscoverText</td>
<td>2: for a subset of 500 for relevance, 4500 for commercial versus organic, 7500 for cessation</td>
<td>73,672</td>
<td>Yes</td>
<td>23,700</td>
<td>Yes, hand-coded tweets with URLs</td>
<td>κ=.87 to .93</td>
</tr>
<tr>
<td>[34]</td>
<td>Hand-coded by researchers</td>
<td>1: all; 2: for subsets of 100 tweets</td>
<td>5000: relevance; 2847: content</td>
<td>NR</td>
<td>NR</td>
<td>Yes</td>
<td>κ=.64 to 1.00</td>
</tr>
<tr>
<td>[35]</td>
<td>Hand-coded by researchers</td>
<td>1: all tweets; 3: subsample</td>
<td>133</td>
<td>No</td>
<td>NR</td>
<td>NR</td>
<td>alpha = .61 to 1.00</td>
</tr>
<tr>
<td>Article</td>
<td>Coding method</td>
<td>No. of coders</td>
<td>No. of tweets coded</td>
<td>Coded retweets</td>
<td>No. of Twitter accounts</td>
<td>Followed URLs</td>
<td>Coding agreement</td>
</tr>
<tr>
<td>----------</td>
<td>--------------------------------------------------------------------------------</td>
<td>---------------</td>
<td>---------------------</td>
<td>---------------</td>
<td>-------------------------</td>
<td>---------------</td>
<td>------------------------</td>
</tr>
<tr>
<td>[36]</td>
<td>Hand-coded by researchers</td>
<td>3</td>
<td>3935</td>
<td>No</td>
<td>346</td>
<td>Yes</td>
<td>κ = .64 to .91</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>relevance, foreign language, retweets; 2656 sampled for 288 original tweets for coding</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[37]</td>
<td>Hand-coded by researchers; wordcloud R package</td>
<td>NR</td>
<td>171</td>
<td>NR</td>
<td>84</td>
<td>NR</td>
<td>NR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>relevance, content</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[38]</td>
<td>Hand-coded by researchers</td>
<td>1: all tweets; 2: for 20% of tweets</td>
<td>143,287; identified; 4753; coded for clinical practice guidelines for treating tobacco dependence</td>
<td>NR</td>
<td>153</td>
<td>Yes</td>
<td>&gt;90%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>684</td>
<td>Yes</td>
<td>306</td>
<td>Yes</td>
<td>NR</td>
<td></td>
</tr>
<tr>
<td>[39]</td>
<td>Hand-coded by researchers</td>
<td>2</td>
<td>13,146</td>
<td>NR</td>
<td>2147</td>
<td>No, removed URLs</td>
<td>κ = .87 for subsample</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1: all tweets; 2: subsample of 2000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[40]</td>
<td>Machine learning and hand-coding; naïve Bayes, LIBLINEAR, Bayesian logistic regression, random forests; keyword comparisons</td>
<td>2: for all tweets from 500 automated accounts and 500 organic accounts as classified by the algorithm; 2: for 4 groups of 500 randomly sampled tweets to gauge accuracy of subcategorical tweet topics</td>
<td>850,000</td>
<td>Yes</td>
<td>131,622; automated accounts; 134717; organic accounts; 188,182; not classified accounts (ie, accounts with &lt;25 tweets)</td>
<td>No, but the algorithm used the count of URLs to distinguish automated accounts from organic accounts; also used keywords in the URLs for the algorithm to determine subcategories of automated accounts</td>
<td>κ = .88</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2: for a subset of 1000 profiles</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[41]</td>
<td>Machine learning and hand-coding; human detection algorithm; Hedonometrics; key phrasal pattern matching</td>
<td>2: for all tweets from 500 automated accounts and 500 organic accounts as classified by the algorithm; 2: for 4 groups of 500 randomly sampled tweets to gauge accuracy of subcategorical tweet topics</td>
<td>224,000 in 2013 sample; 349,401 in 2015 sample</td>
<td>Yes</td>
<td>34,000 in 2013 sample; 100,000 in 2015 sample</td>
<td>No; metadata on the presence of URL links</td>
<td>94.6% true-positive rate, 12.9% false-positive rate for the machines on the tweets from the 1000 accounts also coded with human-coding</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2: a subset of 1000 profiles</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[42]</td>
<td>Machine learning with initial hand-coding; Python Scikit-Learn; topic modeling with MALLET</td>
<td>NR</td>
<td>1180</td>
<td>Yes</td>
<td>2: Blu and V2; 537; users retweeting Blu and V2</td>
<td>NR</td>
<td>NR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2: for a subset of 1000 profiles</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Coded Categories

All the studies developed categories for content. These content areas included one or more of the following: sentiment, theme, location of use, user description, profile photo, or location of user (Table 4).

Sentiment

A total of 9 articles coded for sentiment (Table 4). One article made a distinction between coding for sentiment (ie, emotional tone or affective content: positive, negative, or neutral) and message attitude (ie, pro, con, neutral or do not know) [28]. Two articles coded for sentiment in terms of emotional tone. In 6 articles, sentiment was described in terms of being supportive or against tobacco, tobacco users, or decisions regarding tobacco, which suggests an assessment of message attitude. Furthermore, 1 article assessed valence, but it was not clear whether positive or negative valence suggested an attitude or emotional tone [35].

Topic or Theme

A total of 21 studies coded for topic or theme (Table 4). The most common themes included the following: advertisement, marketing, industry or commercial (n=12 articles); health, safety, harms (n=9); use (n=8); policy, government, regulation, activism (n=7); e-cigarettes for smoking cessation (n=7); flavors (n=7); personal opinion or communication (n=6); risky behaviors or other substances (n=6); cessation (n=5); information (n=5), and craving or need (n=5). One study coded for location of use with 20 categories (eg, school, work) [26]. Finally, 2 studies used topic modeling to explore tobacco content [31,32].

User or Account

A total of 10 studies coded for user description from data found in the user profile, including type of account, age, location, and other characteristics (Table 4). The most common types of user categories coded were personal accounts (n=7 articles), industry accounts (n=5), news (n=5), unclassified (n=5), and bots, automatic, or fake (n=4; ie, automated computer program). None of the articles reported the percentage of tweets that had accounts without user profile information. However, across the articles with a category for tweets with an unclassifiable user description, 0.2%-38% of tweets were unclassified. Across the studies that coded for bots, the percentages of tweets varied drastically from 6.9% to 80.7%.

One study coded Twitter profile photos with 4 categories: gender, age, race, and single person versus multiple people [36]. Visual cues (eg, skin color, background themes, facial features) in the profile pictures were used for coding. Coding for age based on available visual cues in the profile photos tended to be difficult, so coding for age was simplified to 3 broad groups: young, middle age, and older adult. There were few middle-aged and older adults represented in the sample, so a dichotomous variable of young or not young was created [36].
A total of 4 studies coded for the location of the user with one each coding for state (California vs other) [8], country [37], continent [38], and city, state, and country (United States vs other) [39]. Location was identified for 51% to 63% of Twitter profiles. Most accounts that listed a location were from the United States and North America.
### Table 4. Coded categories.

<table>
<thead>
<tr>
<th>Category type</th>
<th>Category</th>
<th>Number of articles and percent of total(^a)</th>
<th>Articles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relevance</td>
<td>Relevant versus nonrelevant</td>
<td>16 (59)</td>
<td>[8,25,27,30,33,34,36,37,41-45,47-49]</td>
</tr>
<tr>
<td></td>
<td>Sentiment</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Positive or negative (ie, supportive or against)</td>
<td>6 (22)</td>
<td>[8,25,27,28,35,41,45,48,50]</td>
</tr>
<tr>
<td></td>
<td>Positive or negative (ie, emotional tone)</td>
<td>2 (7)</td>
<td>[28,41]</td>
</tr>
<tr>
<td></td>
<td>Positive or negative valence</td>
<td>1 (4)</td>
<td>[35]</td>
</tr>
<tr>
<td></td>
<td>Neutral or unknown</td>
<td>6 (22)</td>
<td>[8,27,28,45,48,50]</td>
</tr>
<tr>
<td>Message attitude</td>
<td>Pro or con</td>
<td>1 (4)</td>
<td>[28]</td>
</tr>
<tr>
<td>Type of utterance</td>
<td>Comparison versus attribution versus metonymy</td>
<td>1 (4)</td>
<td>[35]</td>
</tr>
<tr>
<td>Topics, themes, or genres</td>
<td>Joke or humorous</td>
<td>3 (11)</td>
<td>[27,28,36]</td>
</tr>
<tr>
<td></td>
<td>Song or music</td>
<td>2 (7)</td>
<td>[30,36]</td>
</tr>
<tr>
<td></td>
<td>Profanity</td>
<td>1 (4)</td>
<td>[36]</td>
</tr>
<tr>
<td></td>
<td>Social relationships</td>
<td>2 (7)</td>
<td>[27,50]</td>
</tr>
<tr>
<td></td>
<td>Sex or romance</td>
<td>1 (4)</td>
<td>[30]</td>
</tr>
<tr>
<td></td>
<td>Image or stereotype</td>
<td>1 (4)</td>
<td>[27]</td>
</tr>
<tr>
<td></td>
<td>Risky behaviors or other substances</td>
<td>6 (22)</td>
<td>[25,27,28,30,36,45]</td>
</tr>
<tr>
<td></td>
<td>Illicit substance use in e-cigarettes</td>
<td>2 (7)</td>
<td>[25,45]</td>
</tr>
<tr>
<td></td>
<td>Preference for another substance</td>
<td>1 (4)</td>
<td>[30]</td>
</tr>
<tr>
<td></td>
<td>Affiliation and preference</td>
<td>1 (4)</td>
<td>[36]</td>
</tr>
<tr>
<td></td>
<td>Flavors</td>
<td>7 (26)</td>
<td>[25,36,39,41-43,45]</td>
</tr>
<tr>
<td></td>
<td>Pleasure</td>
<td>1 (4)</td>
<td>[27]</td>
</tr>
<tr>
<td></td>
<td>Tastes good</td>
<td>1 (4)</td>
<td>[28]</td>
</tr>
<tr>
<td></td>
<td>Craving, desire, and need</td>
<td>5 (19)</td>
<td>[25,27,28,36,45]</td>
</tr>
<tr>
<td></td>
<td>Addiction</td>
<td>1 (4)</td>
<td>[37]</td>
</tr>
<tr>
<td></td>
<td>Type of tobacco product</td>
<td>4 (15)</td>
<td>[27,30,34,38]</td>
</tr>
<tr>
<td></td>
<td>Type of tobacco product brand</td>
<td>1 (4)</td>
<td>[26]</td>
</tr>
<tr>
<td></td>
<td>E-cigarettes’ smoke-free aspect</td>
<td>1 (4)</td>
<td>[42]</td>
</tr>
<tr>
<td></td>
<td>Health, safety, harms</td>
<td>9 (33)</td>
<td>[8,25,27,30,33,37,39,45,50]</td>
</tr>
<tr>
<td></td>
<td>Downplayed or refuted harms, harm reduction</td>
<td>2 (7)</td>
<td>[27,42]</td>
</tr>
<tr>
<td></td>
<td>E-cigarettes for smoking cessation</td>
<td>7 (26)</td>
<td>[25,28,33,40-42,45]</td>
</tr>
<tr>
<td></td>
<td>Cessation</td>
<td>5 (19)</td>
<td>[27,30,37,41,46]</td>
</tr>
<tr>
<td></td>
<td>Cessation product</td>
<td>2 (7)</td>
<td>[34,38]</td>
</tr>
<tr>
<td></td>
<td>Socioemotional support tweets regarding quitting smoking</td>
<td>1 (4)</td>
<td>[49]</td>
</tr>
<tr>
<td></td>
<td>Encouraging or engaging tweets regarding quitting smoking</td>
<td>1 (4)</td>
<td>[49]</td>
</tr>
<tr>
<td></td>
<td>Clinical practice guidelines for treating tobacco dependence</td>
<td>1 (4)</td>
<td>[38]</td>
</tr>
<tr>
<td></td>
<td>Demonstration</td>
<td>1 (4)</td>
<td>[36]</td>
</tr>
<tr>
<td>Use</td>
<td>Use: general</td>
<td>8 (30)</td>
<td>[25,27,28,30,36,37,40,45]</td>
</tr>
<tr>
<td></td>
<td>First-person use or intent</td>
<td>5 (19)</td>
<td>[25,27,28,30,45]</td>
</tr>
<tr>
<td></td>
<td>Second- or third-person experience</td>
<td>4 (15)</td>
<td>[25,27,28,45]</td>
</tr>
<tr>
<td>Category type</td>
<td>Category</td>
<td>Number of articles and percent of total articles</td>
<td>Articles</td>
</tr>
<tr>
<td>-------------------------------------------</td>
<td>--------------------------------------------------------------------------</td>
<td>------------------------------------------------</td>
<td>----------</td>
</tr>
<tr>
<td>Starting use or smoking initiation</td>
<td></td>
<td>3 (11)</td>
<td>[27,28,37]</td>
</tr>
<tr>
<td>Recent use</td>
<td></td>
<td>1 (4)</td>
<td>[30]</td>
</tr>
<tr>
<td>Underage use</td>
<td></td>
<td>3 (11)</td>
<td>[25,27,45]</td>
</tr>
<tr>
<td>Parental use</td>
<td></td>
<td>2 (7)</td>
<td>[25,45]</td>
</tr>
<tr>
<td>Does not use or does not want to use</td>
<td></td>
<td>1 (4)</td>
<td>[30]</td>
</tr>
<tr>
<td>Secondhand smoke</td>
<td></td>
<td>1 (4)</td>
<td>[46]</td>
</tr>
<tr>
<td>Rejection and prevention</td>
<td></td>
<td>1 (4)</td>
<td>[36]</td>
</tr>
<tr>
<td>Disgust, unattractive, or uncool</td>
<td></td>
<td>2 (7)</td>
<td>[27,30]</td>
</tr>
<tr>
<td>Policy, government, regulation, activism, politics</td>
<td></td>
<td>7 (26)</td>
<td>[8,25,27,28,39,45,46]</td>
</tr>
<tr>
<td>Normalization versus discouragement</td>
<td></td>
<td>1 (4)</td>
<td>[30]</td>
</tr>
<tr>
<td>Getting others started or advocating use</td>
<td></td>
<td>1 (4)</td>
<td>[28]</td>
</tr>
<tr>
<td>Attempt to engage other Twitter users</td>
<td></td>
<td>1 (4)</td>
<td>[28]</td>
</tr>
<tr>
<td>Fear appeals</td>
<td></td>
<td>1 (4)</td>
<td>[47]</td>
</tr>
<tr>
<td>Lies or propaganda</td>
<td></td>
<td>2 (7)</td>
<td>[8,39]</td>
</tr>
<tr>
<td>Advertisement, promotion, marketing, industry, commercial</td>
<td></td>
<td>12 (44)</td>
<td>[8,25-28,30,33,36,38,41,45,50]</td>
</tr>
<tr>
<td>Offering advice</td>
<td></td>
<td>1 (4)</td>
<td>[28]</td>
</tr>
<tr>
<td>Personal opinion or communication</td>
<td></td>
<td>6 (22)</td>
<td>[25,27,28,33,38,45]</td>
</tr>
<tr>
<td>News or update</td>
<td></td>
<td>4 (15)</td>
<td>[25,27,28,45]</td>
</tr>
<tr>
<td>Information</td>
<td></td>
<td>5 (19)</td>
<td>[25,27,28,45,49]</td>
</tr>
<tr>
<td>Science or scientific publication</td>
<td></td>
<td>2 (7)</td>
<td>[37,39]</td>
</tr>
<tr>
<td>Cultural reference</td>
<td></td>
<td>1 (4)</td>
<td>[27]</td>
</tr>
<tr>
<td>Issue salience</td>
<td></td>
<td>1 (4)</td>
<td>[39]</td>
</tr>
<tr>
<td>Commodity</td>
<td></td>
<td>1 (4)</td>
<td>[27]</td>
</tr>
<tr>
<td>Connoisseurship</td>
<td></td>
<td>1 (4)</td>
<td>[27]</td>
</tr>
<tr>
<td>Cheaper than smoking</td>
<td></td>
<td>1 (4)</td>
<td>[28]</td>
</tr>
<tr>
<td>Money</td>
<td></td>
<td>1 (4)</td>
<td>[8]</td>
</tr>
<tr>
<td>Price promotion, discount, coupon</td>
<td></td>
<td>4 (15)</td>
<td>[26,33,34,41]</td>
</tr>
<tr>
<td>Backgrounded</td>
<td></td>
<td>1 (4)</td>
<td>[27]</td>
</tr>
<tr>
<td>Other or undetermined</td>
<td></td>
<td>2 (7)</td>
<td>[36,50]</td>
</tr>
<tr>
<td>Domains smoking was compared with for campaign slogans</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Links (URLs)</td>
<td></td>
<td>1 (4)</td>
<td>[35]</td>
</tr>
<tr>
<td>Location of use</td>
<td></td>
<td>1 (4)</td>
<td>[26]</td>
</tr>
<tr>
<td>Most common links</td>
<td></td>
<td>1 (4)</td>
<td>[26]</td>
</tr>
<tr>
<td>Class</td>
<td></td>
<td>1 (4)</td>
<td>[26]</td>
</tr>
<tr>
<td>House, room, bed</td>
<td></td>
<td>1 (4)</td>
<td>[26]</td>
</tr>
<tr>
<td>School</td>
<td></td>
<td>1 (4)</td>
<td>[26]</td>
</tr>
<tr>
<td>Public</td>
<td></td>
<td>1 (4)</td>
<td>[26]</td>
</tr>
<tr>
<td>Bathroom</td>
<td></td>
<td>1 (4)</td>
<td>[26]</td>
</tr>
<tr>
<td>Work</td>
<td></td>
<td>1 (4)</td>
<td>[26]</td>
</tr>
<tr>
<td>In front of someone</td>
<td></td>
<td>1 (4)</td>
<td>[26]</td>
</tr>
<tr>
<td>Category type</td>
<td>Category</td>
<td>Number of articles and percent of total^a n (%)</td>
<td>Articles</td>
</tr>
<tr>
<td>---------------</td>
<td>----------</td>
<td>------------------------------------------------</td>
<td>---------</td>
</tr>
<tr>
<td></td>
<td>Car</td>
<td>1 (4)</td>
<td>[26]</td>
</tr>
<tr>
<td></td>
<td>Restaurant</td>
<td>1 (4)</td>
<td>[26]</td>
</tr>
<tr>
<td></td>
<td>Movie theater</td>
<td>1 (4)</td>
<td>[26]</td>
</tr>
<tr>
<td></td>
<td>Airplanes or airport</td>
<td>1 (4)</td>
<td>[26]</td>
</tr>
<tr>
<td></td>
<td>Store</td>
<td>1 (4)</td>
<td>[26]</td>
</tr>
<tr>
<td></td>
<td>Bars or clubs</td>
<td>1 (4)</td>
<td>[26]</td>
</tr>
<tr>
<td></td>
<td>Dormitory</td>
<td>1 (4)</td>
<td>[26]</td>
</tr>
<tr>
<td></td>
<td>Library</td>
<td>1 (4)</td>
<td>[26]</td>
</tr>
<tr>
<td></td>
<td>Mall</td>
<td>1 (4)</td>
<td>[26]</td>
</tr>
<tr>
<td></td>
<td>Bowling alley</td>
<td>1 (4)</td>
<td>[26]</td>
</tr>
<tr>
<td></td>
<td>Café or coffee shop</td>
<td>1 (4)</td>
<td>[26]</td>
</tr>
<tr>
<td></td>
<td>Hospital</td>
<td>1 (4)</td>
<td>[26]</td>
</tr>
<tr>
<td></td>
<td>Locker room</td>
<td>1 (4)</td>
<td>[26]</td>
</tr>
<tr>
<td></td>
<td><strong>Topic modeling</strong></td>
<td><strong>2 (7)</strong></td>
<td><strong>[31,32]</strong></td>
</tr>
<tr>
<td>Hookah topic 1: social locations, leisure time, and positive affect</td>
<td>1 (4)</td>
<td>[31]</td>
<td></td>
</tr>
<tr>
<td>Hookah topic 2: fun, leisure time, and sociability</td>
<td>1 (4)</td>
<td>[31]</td>
<td></td>
</tr>
<tr>
<td>Cigarette topic 1: death and unpleasant smell</td>
<td>1 (4)</td>
<td>[31]</td>
<td></td>
</tr>
<tr>
<td>Cigar topic 1: positive affect and enjoyment</td>
<td>1 (4)</td>
<td>[31]</td>
<td></td>
</tr>
<tr>
<td>Cigar topic 2: luxury alcohol products</td>
<td>1 (4)</td>
<td>[31]</td>
<td></td>
</tr>
<tr>
<td>Tobacco topic 1: tobacco use and substance use</td>
<td>1 (4)</td>
<td>[32]</td>
<td></td>
</tr>
<tr>
<td>Tobacco topic 2: addiction recovery</td>
<td>1 (4)</td>
<td>[32]</td>
<td></td>
</tr>
<tr>
<td>Tobacco topic 3: addiction recovery and tobacco promotion by clubs or bars</td>
<td>1 (4)</td>
<td>[32]</td>
<td></td>
</tr>
<tr>
<td>Tobacco topic 4: tobacco promotion by bars or clubs and marijuana use</td>
<td>1 (4)</td>
<td>[32]</td>
<td></td>
</tr>
<tr>
<td>Tobacco topic 5: antismoking and addiction recovery</td>
<td>1 (4)</td>
<td>[32]</td>
<td></td>
</tr>
<tr>
<td><strong>User or account</strong></td>
<td><strong>10 (37)</strong></td>
<td><strong>[8,25,28,29,34,37,41,44,45,49]</strong></td>
<td></td>
</tr>
<tr>
<td>Government</td>
<td>3 (11)</td>
<td>[25,44,45]</td>
<td></td>
</tr>
<tr>
<td>Foundations or nonprofit organizations</td>
<td>4 (15)</td>
<td>[25,44,45,49]</td>
<td></td>
</tr>
<tr>
<td>Public health and health care</td>
<td>1 (4)</td>
<td>[28]</td>
<td></td>
</tr>
<tr>
<td>Researcher or research center</td>
<td>2 (7)</td>
<td>[29,37]</td>
<td></td>
</tr>
<tr>
<td><strong>News</strong></td>
<td><strong>5 (19)</strong></td>
<td><strong>[25,28,37,44,45]</strong></td>
<td></td>
</tr>
<tr>
<td>Reputable news source</td>
<td>2 (7)</td>
<td>[25,45]</td>
<td></td>
</tr>
<tr>
<td>Press, media, or news</td>
<td>3 (11)</td>
<td>[28,37,44]</td>
<td></td>
</tr>
<tr>
<td>Medical news source</td>
<td>1 (4)</td>
<td>[37]</td>
<td></td>
</tr>
<tr>
<td><strong>Personal accounts</strong></td>
<td><strong>7 (26)</strong></td>
<td><strong>[8,25,28,29,37,44,45]</strong></td>
<td></td>
</tr>
<tr>
<td>Personal accounts, everyday people, individuals</td>
<td>6 (22)</td>
<td>[8,25,28,37,44,45]</td>
<td></td>
</tr>
<tr>
<td>Personal accounts with industry ties</td>
<td>1 (4)</td>
<td>[28]</td>
<td></td>
</tr>
<tr>
<td>Person: supporter</td>
<td>1 (4)</td>
<td>[29]</td>
<td></td>
</tr>
<tr>
<td>Person: basic profile (no mention of e-cigarettes)</td>
<td>1 (4)</td>
<td>[29]</td>
<td></td>
</tr>
<tr>
<td>Celebrity, public figures</td>
<td>3 (11)</td>
<td>[25,28,45]</td>
<td></td>
</tr>
</tbody>
</table>
Discussion

Overview

Studies analyzing tobacco-related Twitter data have grown in number in recent years. Although we searched for articles published from 2006 to 2016, articles meeting inclusion criteria for this review were published from 2011 to 2016, with 85% (23/27) of the publications occurring in 2014-2016. Widely used among adolescents and black and Hispanic individuals, Twitter could provide a rich source of tobacco-related data among these groups. One of the benefits of Twitter research is the ability to focus on emerging issues and products that are not yet addressed in surveillance or epidemiological research. Collecting tobacco data in real time via Twitter could be a useful tool for tobacco surveillance, which could help inform tobacco control policies and social media campaigns.

Data Collection Methods

Twitter data can change rapidly as they are being posted daily [37]. If a study only collects data from one point in time, it may not be reflective of data at any other point in time. Twitter studies should consider collecting data at multiple time points or over longer periods of time to decrease the likelihood that results are idiosyncratic to that point in time. However, there may be some research questions that only require sampling one time or sampling directly before and after an event to gauge short-term responses.

The primary sources of data were Gnip and Twitter’s Streaming API, which offer different strengths and weaknesses. If a study wants access to all tobacco-related tweets, then Gnip may be more effective. However, if a study is interested in tweets about a specific tobacco campaign or has a constrained budget, then Twitter’s Streaming API may be a better data source. Alternatively, if a study is focusing on multiple social media sites (eg, Twitter, Facebook), then using Radian6, Simply Measured, or Sysomos Heartbeat may be appealing because of their cross-platform analysis.

The results of this review suggest that there are some gaps in the types of tobacco products studied by Twitter analyses. E-cigarettes were the product that was addressed by most studies, while none of the studies focused on smokeless tobacco, snus, bidis, or kreteks. The focus on e-cigarettes over other products could be due in part to their recent rise in popularity and recent debates about policies. From 2011 to 2014, e-cigarette use among high school students in the United States significantly increased from 1.5% to 13.4% [53]. Similarly, there was a

<table>
<thead>
<tr>
<th>Category type</th>
<th>Category</th>
<th>Number of articles and percent of total(\times)</th>
<th>Articles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organic (human)</td>
<td>1 (4)</td>
<td>[41]</td>
<td></td>
</tr>
<tr>
<td>E-cigarette community movement</td>
<td>2 (7)</td>
<td>[25,45]</td>
<td></td>
</tr>
<tr>
<td><strong>Industry</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Industry: retailer or manufacturer</td>
<td>2 (7)</td>
<td>[28,29]</td>
<td></td>
</tr>
<tr>
<td>Retailer or vendor</td>
<td>3 (11)</td>
<td>[25,34,45]</td>
<td></td>
</tr>
<tr>
<td>Tobacco company</td>
<td>2 (7)</td>
<td>[25,45]</td>
<td></td>
</tr>
<tr>
<td>Industry: other (eg, vaping magazine, Web marketer)</td>
<td>1 (4)</td>
<td>[29]</td>
<td></td>
</tr>
<tr>
<td>For-profit organization</td>
<td>1 (4)</td>
<td>[44]</td>
<td></td>
</tr>
<tr>
<td>Entity: general (eg, company, store, advocacy group)</td>
<td>1 (4)</td>
<td>[8]</td>
<td></td>
</tr>
<tr>
<td>Nonperson (eg, musical band)</td>
<td>1 (4)</td>
<td>[29]</td>
<td></td>
</tr>
<tr>
<td>Bots, automatic, fake</td>
<td>4 (15)</td>
<td>[25,28,38,41,45]</td>
<td></td>
</tr>
<tr>
<td>Unclassified or other</td>
<td>5 (19)</td>
<td>[8,29,37,44,49]</td>
<td></td>
</tr>
<tr>
<td><strong>Profile photo</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single person versus multiple people</td>
<td>1 (4)</td>
<td>[36]</td>
<td></td>
</tr>
<tr>
<td>Gender (male, female, mixed group)</td>
<td>1 (4)</td>
<td>[36]</td>
<td></td>
</tr>
<tr>
<td>Age (babies or children, high school or college, adult)</td>
<td>1 (4)</td>
<td>[36]</td>
<td></td>
</tr>
<tr>
<td>Race (African American, white, Hispanic, Asian, undetermined)</td>
<td>1 (4)</td>
<td>[36]</td>
<td></td>
</tr>
<tr>
<td><strong>Location of user</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>City, state, and country</td>
<td>1 (4)</td>
<td>[39]</td>
<td></td>
</tr>
<tr>
<td>State</td>
<td>1 (4)</td>
<td>[8]</td>
<td></td>
</tr>
<tr>
<td>Country</td>
<td>1 (4)</td>
<td>[37]</td>
<td></td>
</tr>
<tr>
<td>Continent</td>
<td>1 (4)</td>
<td>[38]</td>
<td></td>
</tr>
</tbody>
</table>

\(\times\)Percentages are rounded to the nearest whole percent.
significant increase in hookah use from 4.1% to 9.4%. However, there were significant decreases for cigarette (15.8% to 9.2%), snus (2.9% to 1.9%), cigar (11.6% to 8.2%), pipe (4.0% to 1.5%), and bidi (2.0% to 0.9%) use [53]. It could be useful to conduct studies comparing tweets about cigarettes, e-cigarettes, and hookah among adolescents to help understand the changing rates of use and Twitter postings that discuss issues related to use. The rates of e-cigarette, hookah, and cigar use among high school students may be affected by the FDA regulations of these products that went into effect on August 8, 2016. One of the provisions of these regulations is that it will be illegal to sell e-cigarettes, cigars, and hookah tobacco to persons younger than 18 years [54]. Researchers may want to analyze e-cigarette, cigar, and hookah tweets before and after August 8, 2016, to gain real-time insight into adolescents’ reactions to the new regulations.

Future Twitter studies could benefit from a standard of reporting data collection methods. Only 4 of the articles in this review reported such rigorous methods of selecting their search keywords as suggested by Kim and colleagues’ [111] search filter framework, while 15 articles reported retrieval precision and 4 reported retrieval recall. The terminology around newer products such as e-cigarettes is growing, so it may be difficult to capture all relevant Twitter conversations with one’s keywords [25]. Future studies will need to continue to refine and expand search keywords.

Data Coding

The methods of coding were hand-coding, machine learning, or a combination of the two. Machine learning can code larger quantities of data at a quicker rate than hand-coding, but human coders may have greater discretion at coding for the complexities and subtlety of language such as humor, irony, or sarcasm. For example, algorithms developed to detect irony only retrieved 54%-57% of tweets coded as irony by multiple independent human coders [55]. Hand-coding can be subject to bias, but creating coding schemes based on prior literature and working to achieve acceptable levels of interrater reliability can help attenuate individual bias. Hand-coding allows researchers to follow URLs, which can change the meaning of the tweet. Viewing the webpage may provide additional information that may not be discernable from the URL. Studies that require determining subtle differences in context may be better suited to hand-coding a small sample of Twitter data, while studies that rely less on context could code large samples with machine learning.

Coded Categories

The sentiment of tweets could help evaluate whether the responses to pro- and antitobacco efforts are positive or negative as a way of understanding social norms about these products. Clarity and comparability across studies could be improved if a distinction is made between attitude and emotion when coding for sentiment. For example, a tweet could be pro-vaping but have a negative emotional tone or it could be anti-vaping but have a positive tone. Only 1 article clarified the meaning by making an explicit distinction between coding for emotional sentiment and message attitude [28]. This is reflective of coding for stance (in favor of, against, or neutral) versus sentiment (emotional tone) [56].

The three most common themes used for coding were advertisements or marketing; health, safety, harms; and use. Surveillance of these themes could be beneficial to understand whether tobacco advertisements are being circulated on Twitter with the potential of reaching underage individuals, whether the content is making unproven claims about the health and safety of their products, or promoting the use of their products to vulnerable populations such as youth or ethnic minorities.

The most common user account descriptions that the studies coded for were personal accounts, industry, news, unclassified, and bots. Determining the user description and demographic information for the accounts that tweet about tobacco could help determine whether tobacco companies, pro-vaping advocacy groups, or antitobacco efforts are circulating with a potential to reach certain groups (eg, adolescents). Researchers could also monitor how news organizations are presenting tobacco-related information to the public.

It may be difficult to determine the demographics of the person tweeting or of the audience exposed to the tweets, which could be especially problematic when studies want to focus on vulnerable populations (eg, adolescents). A Twitter account could be run by an individual, multiple people (eg, vape shop employees), or bots. To reduce bias, bots should be identified and the tweets from these accounts removed from analysis or identified as tweets originating from automated accounts [57].

Only 4 studies coded for bots with a range from 6.9% to 80.7% of tweets classified as bots. Even if an account is run by an individual, a Twitter profile provides little information. It may or may not include a photograph, profile description, location, website, and birthday. It does not include gender or ethnicity and race, so this information needs to be estimated. Although none of the studies reported the percentage of tweets with accounts missing profile information, 5 studies coded for an unclassified category with 0.2%-38% of tweets being unable to be classified based on the account profile. If profile information is included, it could be used in combination with natural language processing to infer information about the individual from his or her tweets [29]. For example, algorithms have estimated gender with a 75.5% accuracy based on tweets and a 92.0% accuracy based on tweets, screen name, full name, and profile description [58]. A study that combined analysis of text and image processing predicted gender with an accuracy of 85.1% [59]. Additionally, algorithms based on tweets were capable of predicting the exact age of the user within a margin of 4 years, while accuracy for age categories were 93.0% for <20 years, 67.4% for 20-40 years, and 81.6 for >40 years [60].

Recommendations

It is recommended that tobacco Twitter studies adopt methodological standards of reporting and data quality assessment. Important information to consider reporting include data sources (eg, Gnip, Twitter’s Streaming API), the date range of tweets collected, the number of tweets coded, whether retweets were coded, whether coders followed URLs, whether images were coded, the categories coded, the decision criteria for each category, the number of unique Twitter accounts, and
the types of Twitter accounts. Studies that use hand-coding should also consider reporting the number of independent coders, the number of tweets coded across coders, and their coding agreement, while it is important for machine learning studies to detail the development and refinement of their algorithms. Providing this information is likely to increase comparability across studies and the ability to replicate results.

Depending on research goals, studies may want to sample Twitter’s databases multiple times, especially if they collect from Twitter’s Search API or Streaming API, which put limitations on the amount of data that can be collected per sample. Sampling at multiple times is also important for studies that have access to Twitter’s Firehose through Gnip, considering that tweets are in real time, which could lead to fluctuations based on real-world events (eg, the FDA’s new regulations for e-cigarettes). Following messages over time could also help establish trends in the content of posts. However, some studies may be interested in short-term reactions to an event, which requires different sampling methods than following trends. For example, if a study is interested in short-term reactions to the FDA’s new regulations for e-cigarettes, then a single sample before and after the implementation of the new regulations could be sufficient.

When coding for sentiment, researchers could improve clarity by making a distinction between whether they are coding for message attitude or for emotional tone [28]. A clear distinction between the two could improve comparability of sentiment ratings across studies.

If relevant to the research questions, Twitter studies may want to code images and URLs. This added step can be time-consuming, but doing so could change the context or meaning of a tweet. For example, an image could help determine if a tweet should be coded as humor or sarcasm, while following a URL could help determine if the tweet is an advertisement. Failing to code images and URLs could result in missing significant content that could affect coding accuracy and skew results.

Analyzing Twitter user profiles could provide context for tweets. The same pro–e-cigarette tweet could hold very different significance for a study’s results if it is from a vape shop versus an adolescent. However, the limitations of analyzing user profiles should be recognized and steps taken to improve accuracy. It should be noted that user profiles may be misleading (eg, a tobacco industry representative posing as an unaffiliated citizen) or profiles of bots. Bots should be identified and potentially removed to reduce bias and improve the quality of data [57]. We cannot assume that the analysis is describing individuals but must instead consider the poster to be an “account” rather than a person.

A limitation of Twitter data is that it does not provide much information on the effects of tweets on behavior. For example, tweeting about tobacco use does not necessarily mean that the person tweeting uses tobacco [40]. Additionally, an individual may tweet about a quit smoking campaign with positive sentiment, but that does not mean that the campaign has influenced his or her smoking behavior. Follow-up studies with the individuals tweeting about the campaign would need to be conducted. None of the studies in the review included follow-up survey studies with individuals from their Twitter sample. Although recruitment of individuals through Twitter may come with its own set of obstacles, this could be an avenue for future Twitter research. Following specific individuals over time could allow for the analysis of changes in message content.

Review Limitations
There are several limitations of this systematic review. First, the results are limited to the databases and search keywords selected, which could have resulted in incomplete retrieval of identified research. Second, this review is limited to its inclusion criteria and the decision rules of the single, independent coder who selected the articles and extracted the data to be included in the review. Individual bias was limited by explicit inclusion, exclusion, and data extraction criteria. However, some studies that were included or excluded for this review may have varied given different inclusion criteria or a different coder. Finally, this review is limited to methodology of categorically coded tobacco Twitter data. Different methodological results and recommendations may have been made if the topic of Twitter data had been different (eg, marijuana) or if the review had focused on different outcomes (eg, popularity of tweets or diffusion of tweets).

Conclusions
Categorically coded Twitter research can be used for certain insights that other survey research does not provide: emerging issues, popular content in real time, changes over time, how tobacco companies and pro-vaping advocacy groups use social media to increase message exposure in the population (eg, youth who might otherwise be protected from tobacco marketing), how tobacco control policies and campaigns can most effectively use social media, arguments by groups that may be incorporated into media message design, and quick reactions to antitobacco media campaigns and regulations. There are several approaches that researchers are taking to this end, each having its own set of strengths and weaknesses. Standards for data collection and coding should be developed to more easily compare and replicate tobacco-related Twitter results. Additional recommendations, dependent on one’s research goals, include the following: sample Twitter’s databases multiple times, make a distinction between message attitude and emotional tone for sentiment, code images and URLs, analyze user profiles, and identify and remove bots.
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Abstract

Background: Online recruitment is feasible, low-cost, and can provide high-quality epidemiological data. However, little is known about the feasibility of recruiting postpartum women online, or sample representativeness.

Objective: The current study investigates the feasibility of recruiting a population of postpartum women online for health research and examines sample representativeness.

Methods: Two samples of postpartum women were compared: those recruited online as participants in a brief survey of new mothers (n=1083) and those recruited face-to-face as part of a nationally representative study (n=579). Sociodemographic, general health, and mental health characteristics were compared between the two samples.

Results: Obtaining a sample of postpartum women online for health research was highly efficient and low-cost. The online sample over-represented those who were younger (aged 25-29 years), were in a de facto relationship, had higher levels of education, spoke only English at home, and were first-time mothers. Members of the online sample were significantly more likely to have poor self-rated health and poor mental health than the nationally representative sample. Health differences remained after adjusting for sociodemographic differences.

Conclusions: Potential exists for feasible and low-cost e-epidemiological research with postpartum populations; however, researchers should consider the potential influence of sample nonrepresentativeness.
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Introduction

Internet-based recruitment and data collection for epidemiological research has been shown to offer benefits in terms of feasibility and accessibility (ie, low-cost, time-efficient, access to hard-to-reach populations, broad geographical/global reach) [1,2]. Importantly, evidence is also accumulating that data obtained via Internet-based research methods is reliable and valid [3-5]. Research also suggests that Internet recruitment can provide a sample of young adults broadly representative of the target population of interest [1,2,6,7].
One specific population-group in which Internet-based research and data collection may be highly enabling, but where little research is available, is postpartum women (first 12 months after birth). Previous research investigating postpartum parents has relied largely on recruitment via hospitals and child/maternal health clinics, requiring considerable time and financial investment. However, there may be significant emerging opportunities to recruit this population more efficiently online.

Internet usage in this group is likely to be high, given postpartum women are often socially isolated at home, restricted in their mobility, and time-poor [8-10]. Studies successfully recruiting women planning a pregnancy (preconception) [11,12], and small samples of postpartum women [9,10], suggest that online recruitment is feasible. However, little is known about how participants recruited online might differ from postpartum women in the general population.

The current study investigates the feasibility of recruiting a large sample of postpartum women online for health research, and examines sample representativeness. Sociodemographic and health characteristics were compared between an online sample and another postpartum sample that was recruited face-to-face in the context of a nationally representative household survey.

Methods

Participants and Procedure

The Living with a Young Baby Survey

Participants were recruited during January and February 2015 for an anonymous online survey investigating women’s general postpartum health and psychological wellbeing. Online recruitment involved two processes: (1) advertisement on a popular Australian pregnancy/infant-focused website babycentre [13], and (2) targeted Facebook advertisements. The brief advertisements targeted women who were aged >18 years, who resided in Australia with a young baby: “Research: Mums Wanted! Researchers are looking for Australian women with a young baby to do a brief survey.” No incentive was provided for participation. Mental health was not mentioned, in an effort to minimize health selection. Individuals who clicked on the advertisement were redirected to the online survey, which took approximately 15 minutes to complete. The Living with a Young Baby Survey (LYBS) was completed by 1083 respondents. The LYBS was approved by The Australian National University Human Research Ethics Committee.

Household Income Labour Dynamics in Australia Study

Comparative data were drawn from waves (time-points) 11 and 13 of the Household Income Labour Dynamics in Australia Study (HILDA), as at these time-points the K-10 Psychological Distress Scale was included in the survey. HILDA is a longitudinal nationally representative household panel survey that has been conducted annually since 2001 [14]. At baseline, the study recruited participants using a multi-stage sampling approach, sampling households within a selection of administrative areas. At baseline, 7682 households were involved, including 13,969 individual household members aged 15-95 years. Completion of the HILDA survey involves both a brief face-to-face personal interview and a paper-pencil self-completed questionnaire. The baseline response rate (66%) and individual-level reinterview rates (96% in wave 13) are comparable or superior to other national household panels around the world [15]. The sample is not static, as new participants enter study households and a significant top-up sample was introduced in wave 11. In addition, weights provided with the dataset enable adjustment for selection and attrition to better reflect the national population [16]. The current HILDA analyses were restricted to postpartum women aged 18-50 years (youngest child <1 year), providing a total of 579 respondents (wave 11 n=288; wave 13 n=291).

Measures

Sociodemographic measures included location (state and remoteness), language spoken at home, age, relationship status, number of children, and level of education completed. General self-rated health was measured by asking, “In general, how would you say your own health is?” Possible responses were, “excellent”, “very good”, “good”, “fair”, or “poor” [17]. Psychological distress was measured using the K-10 Kessler Psychological Distress Scale [18]. The K-10 has ten items representing symptoms of psychological distress, with a total scale score ranging from 10-50. The total score was categorized into four groups: 10-15 (Low), 16-21 (Moderate), 22-29 (High), and 30-50 (Very High), consistent with previous research [19,20].

Statistical Analyses

Descriptive statistics for sociodemographic and health variables from both samples are presented. The data reported for the HILDA sample was weighted by the cross-sectional population weights included in waves 11 and 13. Chi-square tests of association identified characteristics that differed between the LYBS and HILDA samples. Univariate logistic regression provided estimates of the magnitude of differences in characteristics between the LYBS and HILDA samples (odds ratios). Multivariate logistic regression (including all variables) tested whether differences in sociodemographic characteristics accounted for differences in general health and mental health between the samples. The weighted HILDA data provides the best possible comparison group available: postpartum women can be identified, self-rated health and the K-10 are reported (comparable measures to the LYBS), and the sample is representative of the Australian population.

Results

Online recruitment from the babycentre website took place over 9 days, and 264 surveys were completed. There was no cost associated with advertising on the babycentre website. Online recruitment from Facebook took place over 4 days, and 819 surveys were completed. Information provided by the Facebook Ads Manager shows that across the 4 days the advertisement was clicked on 2647 times, and the total audience reach was 38,765. Given that 819 surveys were completed, we estimate a conversion rate of click-to-completed-survey of 30.94% (819/2647). The total cost for advertising on Facebook was Aus $448.68 (the cost per click on the advertisement wasAus $0.17), and cost per survey completion was Aus $0.55.
Multimedia Appendix 1 presents both descriptive information and results from logistic regression models. Compared to mothers in the nationally representative HILDA survey, mothers in the online LYBS were more likely to be located in the Australian Capital Territory (+4.9%), to be located in a remote or rural area (+1.5%), to speak English only at home (+15.4%), to be younger (+7.7%), to be in a de facto relationship (+7.4%), and to be a first-time mother (+16.5%). Mothers in the online survey were less likely to have not completed high school (-5.5%). Mothers in the online LYBS had poorer general health and higher psychological distress than those in the HILDA study. Multivariate logistic regression (final column in Multimedia Appendix 1) showed that including all sociodemographic characteristics did little to attenuate the association between poor general health (and poor mental health) and participation in the LYBS online sample (compared to the HILDA sample). Those with fair/poor general health (as opposed to excellent health) remained 2.66 times more likely to participate in the LYBS online sample, compared to the HILDA sample. Those with moderate distress (as opposed to low distress) remained 2.73 time more likely to participate in the LYBS sample; those with high distress were 2.03 times more likely, and those with very high distress were 3.92 times more likely.

Discussion

The online recruitment strategy was highly time-efficient and low-cost. Over a period of thirteen days, 1083 participants were recruited for a total direct cost of Aus $448.68. The recruitment cost for the current online study is significantly lower than has been reported previously in studies conducting online recruitment [1,21]. This result is likely due to the combined strategy of utilizing free website advertising and commercial Facebook advertising, and because the current recruitment approach targeted a very specific population (postpartum women).

There were several significant differences in sociodemographic characteristics between the online LYBS sample and the HILDA sample. One of the greatest differences was that the LYBS recruited more first-time mothers. First-time mothers may be more likely to self-select into research focused on postpartum experiences, given the experience of motherhood is new and highly salient. The higher education levels observed in the LYBS sample likely reflect greater education among social media users in general [22], and in the context of motherhood, those who engage with infant care and development websites. Women in the online LYBS sample had poorer general health and mental health. Previous research has similarly found that online recruitment for mental health surveys attracts a sample with higher levels of psychological distress than is reported by the general population [1]. This finding may be due to the fact that online recruitment is more susceptible to uncontrolled snowballing as participants recruit others that they think will be interested in the research. It is also possible that reports from the general population under-represent levels of psychological distress [23,24]. Given that the poorer general health and mental health of postpartum mothers recruited online was not simply due to sociodemographic variation, further investigation is needed to understand who participates in online health research and why, and how the characteristics of this population may affect the results obtained.

The extent to which sample differences associated with recruitment method will impact on the validity of research findings largely depends on the research question being investigated [5,25,26]. The current findings suggest that when the goal is to estimate the prevalence of physical and mental health problems in postpartum women, Internet recruitment will likely provide an overestimate. Alternatively, when the focus is on the relationship between exposure and illness (etiology), Hatch et al state, “representativeness of a source population is arguably not a prerequisite for either internal validity or generalizability” [5]. Nonrepresentation is chiefly a problem when characteristics that differentiate those online from those not online (eg, in this study: primiparity, non-English speaking background, education), distort or moderate the association between exposures and outcomes of interest [25].

This study recruited a large sample of postpartum mothers online, demonstrating both efficiency and low-cost. Online samples may over-represent first-time mothers with higher education and English-speaking backgrounds, as well as those experiencing physical and mental health problems. Unmeasured differences in survey methodology play a selection role (ie, length of survey, anonymity in the LYBS), and the findings may be unique to the Australian context. While the monetary figures clearly demonstrate that online recruitment is more susceptible to uncontrolled snowballing that online recruitment is more susceptible to uncontrolled snowballing. Researchers adopting Internet methods to investigate postpartum health should consider the implications of sample nonrepresentation in relation to their specific research aims (eg, prevalence, etiology, intervention).
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Abstract

Background: Web-based surveys have become a new and popular method for collecting data, but only a few studies have directly compared postal and Web-based surveys among physicians, and none to our knowledge among general practitioners (GPs).

Objective: Our aim is to compare two modes of survey delivery (postal and Web-based) in terms of participation rates, response times, and completeness of questionnaires in a study assessing GPs’ preventive practices.

Methods: This randomized study was conducted in Western Switzerland (Geneva and Vaud) and in France (Alsace and Pays de la Loire) in 2015. A random selection of community-based GPs (1000 GPs in Switzerland and 2400 GPs in France) were randomly allocated to receive a questionnaire about preventive care activities either by post (n=700 in Switzerland, n=400 in France) or by email (n=300 in Switzerland, n=2000 in France). Reminder messages were sent once in the postal group and twice in the Web-based group. Any GPs practicing only complementary and alternative medicine were excluded from the study.

Results: Among the 3400 contacted GPs, 764 (22.47%, 95% CI 21.07%-23.87%) returned the questionnaire. Compared to the postal group, the participation rate in the Web-based group was more than four times lower (246/2300, 10.70% vs 518/1100, 47.09%, P<.001), but median response time was much shorter (1 day vs 1-3 weeks, P<.001) and the number of GPs having fully completed the questionnaire was almost twice as high (157/246, 63.8% vs 179/518, 34.6%, P<.001).

Conclusions: Web-based surveys offer many advantages such as reduced response time, higher completeness of data, and large cost savings, but our findings suggest that postal surveys can be still considered for GP research. The use of mixed-mode approaches is probably a good strategy to increase GPs’ participation in surveys while reducing costs.

(J Med Internet Res 2017;19(3):e83) doi:10.2196/jmir.6308

KEYWORDS
participation rate; response time; completeness; survey methods; primary care
**Introduction**

Three main methods of collecting general data were usually used in the past in clinical and epidemiological research (face-to-face interviews, telephone interviews, and postal surveys). They were considered to be more or less equivalent in terms of validity of the data obtained, although postal surveys had the advantage of promoting more truthful responses to sensitive questions, costing less, and requiring fewer staff [1].

More recently, Web-based surveys became a new and popular method for collecting data because they are simple to use, inexpensive (no costs for printing, postage and data entry), less time-consuming (immediate survey delivery, real-time data tracking, and no data entry) and correct (high data quality because a structured format minimizes entry of erroneous or unacceptably data and automatic data transfer minimizes data entry errors) [2-6]. In addition, they offer other advantages, such as flexibility in display design (questions can be revised or removed, new questions can be added according to preliminary results) and almost no limit to the number of respondents [2,4,6,7]. Web-based surveys were developed to study various conditions [8-13] or assess the efficacy of Internet-based programs, for example, in preventing smoking relapse [14]. Several authors compared Web-based and postal surveys in terms of validity and/or reliability, and showed little or no difference between the two methods of data collection [8,10-13].

However, Web-based surveys can give rise to specific concerns about response rates, ethical issues (ie, whether researchers truly can promise anonymity and confidentiality, what constitutes informed consent), and selection bias (in relation to age, socioeconomic and education-related bias in access to the Internet) [2]. In particular, response rates seem clearly lower compared to postal-based surveys both in studies surveying nondoctors (either patients or general population) [5,15,16] and doctors [3,7,17,18]. Only a few studies have directly compared postal and Web-based surveys among physicians, usually using mixed-mode designs (making it more difficult to interpret); none to our knowledge studied this question among general practitioners (GPs). Using these mixed-mode designs, Beebe et al [3] (n=326 physicians) showed a statistically significant difference in response rates between two groups after one reminder (post 57% vs Web 47%), but the difference observed was not significant after switching groups for the second reminder, and McMahon et al [7] (n=181 pediatricians) found that response rates after one reminder were 41% by post and 26% in the Web-based group.

In general, response rates to surveys conducted among doctors are lower than surveys among nondoctors [3,6,19]. In addition, GPs are known to be more difficult to recruit than other doctors [20] and more likely to drop out [3,20,21]. Therefore, the results of studies conducted among physicians other than GPs will not necessarily be similar to studies performed in primary care settings.

The aim of our study was to determine through a randomized design whether Web-based surveys are feasible in primary care by assessing GPs’ participation rates, response times, and completeness of data using two modes of questionnaire delivery: postal and Web-based.

**Methods**

**Study Site, Population, and Sample Size**

This randomized trial was conducted in Western Switzerland (canton of Geneva and Vaud) and France (Alsace and Pays de la Loire) in 2015, as part of a study of GPs’ preventive practices. Based on previous studies, the expected participation rate was 50% in the postal-based group and 20% in the Web-based group [7,19,22]. Assuming that we wanted to detect a difference in response rate of 10% or more between the two groups, with a power of 80%, and a type I error rate of 5%, a minimum of 408 questionnaires had to be completed in each group (postal and Web-based), which led to a sample size of 816 for the postal group and 2040 for the Web-based group. Taking into account anticipated incomplete questionnaires, both samples were increased by approximately 250, and rounded to 1100 and 2300, respectively. For this purpose, a random sample of 600 community-based GPs practicing in the canton of Geneva was selected from a sampling frame consisting of all the GPs who were members of the physicians’ professional organization and had a valid and available email address. They were allocated to the postal (n=300) or the Web-based (n=300) group at random, using simple (unrestricted) randomization based on computer-generated random numbers, and invited to participate by post or by email. In addition, 400 GPs were randomly selected in the canton of Vaud. Because a list of email addresses was unavailable (the professional organization of this canton does not make the list available for research purposes), all GPs from the canton of Vaud were allocated to the postal group. Therefore, in Switzerland, 700 GPs were included in the postal group and 300 in the Web-based group. The same procedure—recruitment of community-based GPs by post (n=400) and by email (n=2000)—was carried out in France (Alsace and Pays de la Loire). Reminder messages (once for the postal group and twice for the Web-based group) were sent at one-month intervals. No monetary incentives were offered to the participating GPs. All community-based GPs practicing were eligible for the study, except those practicing only complementary and alternative medicine. There were no other exclusion criteria. This recruitment process is summarized in Figure 1.
Data Collection

In Switzerland, a research assistant contacted each randomly selected GP by email or by post, according to group allocation. In France, this task was done by the Union Régionale des Professionnels de Santé Alsace and Pays de la Loire. They informed the GPs about the aim of our study and the practical procedures for completing the questionnaire. The postal letters included a cover letter and a stamped return envelope. GPs were asked to send the completed questionnaires back to the research assistant. Participants in the Web-based group received the same cover letter in a Web-based format. GPs were asked to connect through a hyperlink and complete the online questionnaire. The paper questionnaire was designed first, closely following recently published recommendations for optimal survey content and layout [23]. The Web-based questionnaire was then created to be as similar as possible to the paper version, including regarding text formatting. Note that completion of all questions was not required before submission of the Web-based questionnaire.

The questionnaire included questions about sociodemographic characteristics (age, gender, location of the practice, certification, number of working days per week, number of working years in the current practice), as well as about current preventive practices, scored on a five-point Likert scale ranging from “never performed” to “always performed.” There were 37 items in the questionnaire. The analysis of these data will be presented in a separate paper.

The questionnaire was piloted with seven GPs in a primary care clinic (Centre Médical des Trois Chêne, Geneva, Switzerland) to identify any source of difficulties or misunderstanding that colleagues may face when responding to the questions, but only minor changes in the layout were suggested during this pretest phase. All collected data remained confidential. Only the research assistants knew the name and participation code of the GPs taking part in our study; they were not known at any time by the researchers who analyzed the study data. Tacit consent was presumed from the doctors if they completed a questionnaire. We did not collect data about nonresponding GPs. For Switzerland, a waiver from obtaining informed consent was granted by the Research Ethics Committee of Geneva (approval by the Ethics Committee is unnecessary in Switzerland when only physicians are surveyed about their practice), whereas for France the research protocol was approved by the Research Ethics Committee of Nantes (ref: 2015-09-06).
Statistical Analysis
Comparisons of different categorical variables within contingency tables were made with chi-square tests. Continuous data were summarized by means and standard deviations, and comparisons were made with t tests. When the data were clearly asymmetric, medians and interquartile ranges were used, and Wilcoxon rank sum tests for comparisons. The association between the completeness of questionnaires and various variables (gender, age group, country, type of survey, number of half-days worked per week, number of working years) were investigated with generalized linear models with binomial link functions. All significant variables were included in a multivariate model, and the final multivariate model was chosen with a backward and forward stepwise procedure based on the Akaie information criterion [24].

All analyses were run on R 2.15.3 (the R Foundation for Statistical Computing) and TIBCO Spotfire S+ 8.1 for Windows (TIBCO Software Inc).

Results
Characteristics and Representability of the Respondents
Among the 3400 GPs who were contacted at random (2400 in France and 1000 in Switzerland), 764 (22.47%) responded to the survey, 336 (14.00%) in France and 428 (42.80%) in Switzerland. Figure 1 shows the flowchart of the study and Table 1 presents the sociodemographic characteristics of the responders according to the group (postal vs Web-based) they were allocated to. There were more men (62.5%, 318/509 vs 49.8%, 110/221, P=.002) and GPs older than 55 years (51.6%, 266/516 vs 39.6%, 88/222, P=.005) in the postal group compared to the Web-based group. The GPs’ profiles were similar in the two countries (men: 59.1%, 240/406 in Switzerland vs 58.0%, 188/324 in France, P=.82; age ≥55 years: 48.9%, 199/407 vs 46.8%, 155/331, P<.001).

Table 1. General practitioners’ characteristics (N=764).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Web group</th>
<th>Postal group</th>
<th>P</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n/N (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>110/221 (49.8)</td>
<td>318/509 (62.5)</td>
<td>0.002</td>
<td>428/730 (58.6)</td>
</tr>
<tr>
<td>Female</td>
<td>111/221 (50.2)</td>
<td>191/509 (37.5)</td>
<td></td>
<td>302/730 (41.4)</td>
</tr>
<tr>
<td>Age group (years), n/N (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;35</td>
<td>16/222 (7.2)</td>
<td>13/516 (2.5)</td>
<td>0.005</td>
<td>29/738 (3.9)</td>
</tr>
<tr>
<td>35-44</td>
<td>53/222 (23.9)</td>
<td>104/516 (20.2)</td>
<td></td>
<td>157/738 (21.3)</td>
</tr>
<tr>
<td>45-54</td>
<td>65/222 (29.3)</td>
<td>133/516 (25.8)</td>
<td></td>
<td>198/738 (26.8)</td>
</tr>
<tr>
<td>55-64</td>
<td>75/222 (33.8)</td>
<td>207/516 (40.1)</td>
<td></td>
<td>282/738 (38.2)</td>
</tr>
<tr>
<td>&gt;64</td>
<td>13/222 (5.9)</td>
<td>59/516 (11.4)</td>
<td></td>
<td>72/738 (9.8)</td>
</tr>
<tr>
<td>Mean number of half-days worked per week, mean (SD)</td>
<td>8.5 (2.1)</td>
<td>8.6 (2.3)</td>
<td>0.80</td>
<td>8.6 (2.2)</td>
</tr>
<tr>
<td>Number of working years in the current practice, mean (SD)</td>
<td>16.4 (11.0)</td>
<td>18.7 (11.0)</td>
<td>0.01</td>
<td>18.0 (11.1)</td>
</tr>
</tbody>
</table>

For Switzerland, the postal sample appeared to be slightly more representative of all community-based GPs (median age of 56 years and 78% men in 2015 [25]) regarding the median age (median 53.7, IQR 45.7-60.9, for the postal group, and 45.9, IQR 42.9-60.9, for the Web-based group) and gender distribution (men: 215/353, 60.9%, for the postal group and 25/53, 47%, for the Web-based group).

For France (data from Pays de Loire only; median age of 51 years and 57% men in 2013 [26]) the results were similar. The postal sample appeared to be slightly more representative of all community-based GPs regarding the median age (50.9, IQR 41.5-58.7, for the postal group and 47.1, IQR 38.5-56.2, for the Web-based group) and gender distribution (men: 58/97, 60%, for the postal group and 53/114, 46.5%, for the Web-based group).

Differences in Response Rates Between Groups
Table 2 compares GPs’ participation rates in the two groups. Overall, participation rates were more than four times higher in the postal compared to the Web-based group (47.09%, 518/1100 vs 10.70%, 246/2300, P<.001), although the difference was less pronounced in Switzerland (50.7%, 355/700, vs 24.3%, 73/300, P<.001) compared to France (40.8%, 163/400 vs 8.65%, 173/2000, P<.001). In the Web-based group, the rates of GPs who participated after the initial request, the first, or the second reminder were relatively similar, whereas in the postal group, only half as many GPs completed the questionnaire after the reminder compared to the initial request.
Table 2. General practitioners’ participation rates in Web and postal groups stratified by country and by initial request or reminders.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Web group</th>
<th>Postal group</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n/N (%)</td>
<td>95% CI</td>
<td>n/N (%)</td>
</tr>
<tr>
<td>Switzerland</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial request</td>
<td>73/300</td>
<td>19.5%-29.2%</td>
<td>355/700</td>
</tr>
<tr>
<td>Reminder #1</td>
<td>21/7.0</td>
<td>4.1%-9.9%</td>
<td>245/35.0</td>
</tr>
<tr>
<td>Reminder #2</td>
<td>22/7.3</td>
<td>4.4%-10.3%</td>
<td>110/15.7</td>
</tr>
<tr>
<td>France</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial request</td>
<td>173/2000</td>
<td>7.4%-9.9%</td>
<td>163/400</td>
</tr>
<tr>
<td>Reminder #1</td>
<td>65/3.3</td>
<td>2.5%-4.0%</td>
<td>101/25.3</td>
</tr>
<tr>
<td>Reminder #2</td>
<td>66/3.5</td>
<td>2.5%-4.1%</td>
<td>62/15.5</td>
</tr>
<tr>
<td>Total</td>
<td>246/2300</td>
<td>9.4%-12.0%</td>
<td>518/1100</td>
</tr>
</tbody>
</table>

Differences in Response Time Between Groups

In Switzerland, the median response time for paper surveys was approximately 3 weeks for initial request and reminder (Table 3), whereas in France, the response time was 1 week for initial request and 3 weeks for the reminder. In contrast, in both countries, GPs allocated to the Web-based group completed the questionnaire about 1 day after they had received the initial request, the first, or the second reminder.

Table 3. General practitioners’ response times in the two groups stratified by country and by initial request or reminders.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Web group (days), median (IQR)</th>
<th>Postal group (days), median (IQR)</th>
<th>Total (days), median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Switzerland</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial request</td>
<td>1 (1-3)</td>
<td>21 (16-26)</td>
<td>19 (14-24)</td>
</tr>
<tr>
<td>Reminder #1</td>
<td>0 (0-1)</td>
<td>19 (15-25)</td>
<td>18 (14-25)</td>
</tr>
<tr>
<td>Reminder #2</td>
<td>1 (1-3)</td>
<td>NA</td>
<td>1 (1-3)</td>
</tr>
<tr>
<td>France</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial request</td>
<td>1 (0-2)</td>
<td>10 (6-24)</td>
<td>4 (0-10)</td>
</tr>
<tr>
<td>Reminder #1</td>
<td>0 (0-3)</td>
<td>25 (20-28)</td>
<td>6 (0-24)</td>
</tr>
<tr>
<td>Reminder #2</td>
<td>1 (0-2)</td>
<td>NA</td>
<td>1 (0-2)</td>
</tr>
<tr>
<td>Total</td>
<td>1 (0-3)</td>
<td>20 (14-25)</td>
<td>14 (2-23)</td>
</tr>
</tbody>
</table>

Differences in Questionnaire Completion Between Groups

The number of GPs who fully completed the Web-based questionnaire was nearly 1.5 times higher in Switzerland and more than twice as high in France compared to the completion of postal questionnaires (Table 4). In multivariate analyses, the proportion of fully completed questionnaires was higher for GPs working more (>8 half-days per week), those being less experienced (≤18 years in the current practice), and those having completed the online version of the questionnaire, whereas GP gender and age group, and location of the practice (Switzerland or France) were not associated with full completion of the questionnaire (Table 5).
Table 4. Number of general practitioners in the Web and postal groups who fully completed the questionnaire, without missing data, stratified by country.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Web group n/N (%)a</th>
<th>95% CI</th>
<th>Postal group n/N (%)a</th>
<th>95% CI</th>
<th>P</th>
<th>Total n/N (%)a</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Switzerland</td>
<td>37/73 (50.7)</td>
<td>39.2%-62.15%</td>
<td>125/355 (35.2)</td>
<td>30.2%-40.2%</td>
<td>&lt;.001</td>
<td>162/428 (37.9)</td>
<td>33.3%-42.4%</td>
</tr>
<tr>
<td>France</td>
<td>120/173 (69.4)</td>
<td>62.5%-76.2%</td>
<td>54/163 (31.1)</td>
<td>25.9%-40.3%</td>
<td>&lt;.001</td>
<td>174/336 (51.8)</td>
<td>46.4%-57.1%</td>
</tr>
<tr>
<td>Total</td>
<td>157/246 (63.8)</td>
<td>57.8%-69.8%</td>
<td>179/518 (34.6)</td>
<td>30.5%-38.7%</td>
<td>&lt;.001</td>
<td>336/764 (44.0)</td>
<td>40.5%-47.5%</td>
</tr>
</tbody>
</table>

a n=number of GPs having agreed to participate; N=number of GPs contacted.

Table 5. Proportion of fully completed questionnaires by sociodemographic characteristics of the responders and type of survey.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>n/N (%)</th>
<th>OR (95% CI)</th>
<th>P</th>
<th>AOR (95% CI)a</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td>.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>185/428 (43.2)</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>151/302 (50.0)</td>
<td>1.31 (0.98-1.77)</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age group (years)</td>
<td></td>
<td></td>
<td>.007</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;35</td>
<td>16/29 (55.2)</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35-44</td>
<td>78/157 (49.7)</td>
<td>0.80 (0.31-2.02)</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>45-54</td>
<td>107/198 (54.0)</td>
<td>0.96 (0.38-2.41)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-64</td>
<td>115/282 (40.8)</td>
<td>0.56 (0.23-1.39)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;64</td>
<td>20/72 (27.8)</td>
<td>0.31 (0.11-0.90)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of half-days worked per week</td>
<td></td>
<td></td>
<td>.005</td>
<td>.007</td>
<td></td>
</tr>
<tr>
<td>≤8</td>
<td>127/315 (40.3)</td>
<td>1.00</td>
<td></td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>&gt;8</td>
<td>209/412 (50.7)</td>
<td>1.52 (1.13-2.05)</td>
<td></td>
<td>1.55 (1.12-2.16)</td>
<td></td>
</tr>
<tr>
<td>Number of working years in the current practice</td>
<td></td>
<td></td>
<td>.009</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>≤18</td>
<td>192/374 (51.3)</td>
<td>1.00</td>
<td></td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>&gt;18</td>
<td>144/346 (41.6)</td>
<td>0.68 (0.50-0.91)</td>
<td></td>
<td>0.66 (0.48-0.91)</td>
<td></td>
</tr>
<tr>
<td>Location of the practice</td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>France</td>
<td>174/336 (51.8)</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Switzerland</td>
<td>162/428 (37.9)</td>
<td>0.57 (0.42-0.76)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type of survey</td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Postal</td>
<td>179/518 (34.6)</td>
<td>1.00</td>
<td></td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Web</td>
<td>157/246 (63.8)</td>
<td>3.34 (2.43-4.59)</td>
<td></td>
<td>4.42 (3.10-6.30)</td>
<td></td>
</tr>
</tbody>
</table>

a Adjusted for all variables listed in the table.

Discussion

Main Findings
Participation rates were more than four-fold higher when GPs were sent a questionnaire by post than by email. But Web-based questionnaires were completed in a timelier and more complete manner compared to postal questionnaires. The findings were similar in two French-speaking countries.

Comparison With Previous Studies
Response Rates
Previous studies compared participation rates between postal and Web-based surveys among nonphysicians (either general population or patients), and their findings point in the same direction. In a study involving Danish women referred for mammography (N=376), Kongsved et al [15] showed that the response rates were much higher for the postal (73%) compared to the Web-based survey (18%); the questionnaire consisted of 17 pages with a total of 119 items. Another study by Bergeson et al [5] assessed patient experiences with care in Minnesota (N=1392) and found a response rate of 33% by post (vs 14% for a Web-based survey). Finally, Sinclair et al [16] carried out a community survey of greywater use (N=1621) and showed a 10.5% and 7.5% response rate for a personalized and for a generic postal survey, vs 4.7% and 2.2% for a personalized and for a generic postal invitation with Web survey. The low participation rates in this study are probably explained by the
study population (general population) and the absence of reminders.

Only a few studies addressed this issue among physicians, usually using mixed-mode designs (making it more difficult to interpret), and none to our knowledge among GPs. These studies provide findings similar to our own results. Beebe et al [3] recruited 326 physicians from 12 divisions within the Mayo Clinic Department of Medicine and showed a statistically significant difference in response rate between the two groups after one reminder (post 57% vs Web 47%), but the difference observed was not significant after switching groups for the second reminder (mail/Web group, that is mail invitation, mail reminder #1, Web reminder #2: 71%; Web/mail group: 63%, P=0.07). According to the authors, the relatively high response rates in this study could be explained by the fact that Mayo Clinic physicians are particularly interested in research. In a survey that recruited 181 pediatricians in Georgia (USA), McMahon et al [7] found that response rates after one reminder were 41% by post and 26% in the Web-based group. Lower participation rates (26% in the postal vs 11% in the Web-based group) were noted by Hardigan and al [17] among practicing dentists (N=1232) in the Florida Tobacco Control Survey. Finally, in a survey on attitudes toward the screening and treatment of hepatitis C (N=398), Kroth and al [18] showed that, despite a total of five rounds of online solicitation, 24% of the responses were in paper form (the paper version was mailed only to the nonrespondents to the online solicitation).

We found that sending reminders improved response rates in both groups. However, in the Web-based group, the percentage of GPs agreeing to participate after the initial request and the reminders was relatively similar, whereas in the postal group, approximately half as many GPs completed the questionnaire following a reminder (vs the initial request). This finding means that it is probably useful in Web-based surveys to send two or even more reminders, which can be done without extra costs, bearing in mind that too many reminders may be considered as possible harassment of potential respondents [20]. In contrast, the cost-effectiveness of reminders can be unfavorable in postal surveys because costs are constant whereas participation rates tend to decrease for reminders. In addition to increasing the number of reminders, the following strategies have been shown to favor higher response rates in Web-based surveys: attaching a copy of the questionnaire to the email invitation, recruiting physicians with prior experience with Web surveys, using mixed-mode designs (Web/mail or mail/Web), and allowing participants to respond in the desired format (Web or mail) using personalized invitations and financial incentives [3,6,20,27,28].

An important limitation with Web-based surveys is related to the fact that the physicians’ email addresses are neither always available nor regularly updated, which happens less frequently for postal addresses because the physicians have to use them in their current practice for contact with the authorities, other health care providers, and their patients.

Response Time

We found that the median response time was significantly longer for postal compared to Web-based surveys; therefore, if a short response time is required, a Web-based survey could be more appropriate than a postal survey. Our results are only in part explained by the fact that postal surveys require several days to be sent and returned, whereas Web-based surveys and responses are delivered immediately. Indeed, the much longer delay for postal responses suggests a longer delay both in opening the invitation letter and in sending back responses. Our results are consistent with previous research; in Beebe et al’s study [3], the median response time was approximately two days shorter in the Web/postal compared to the postal/Web group, but the results are somewhat difficult to analyze because the two groups were mixed. In McMahon et al’s study [7], 23% of the Web-based questionnaires were returned on the same day versus none in the postal survey. Finally, Akl et al [29] randomized 119 residents in a university-based internal medicine residency program and showed a shorter mean response time (by 3.8 days) in a Web-based survey compared to a postal survey.

Completeness of Questionnaires

We showed that the number of GPs who fully completed the questionnaire was higher in the Web-based group compared to the postal group. Although both questionnaire formats were designed to be similar, this suggests that completion of a Web-based questionnaire is less subject to attention errors than a paper questionnaire. Our data are supported by Kongsved et al’s study [15] in which 98% filled in a complete questionnaire in the Web group versus 35% in the mail group, and by McMahon et al’s study [7] in which 2.1% of the questions were not answered in the mail group versus only 0.4% in the Web group. Interestingly, in the multivariate analysis, the proportion of fully completed questionnaires was higher for GPs working more days in the practice and for those who were less experienced, who may be more interested in research because they were involved in clinical research in their recent residency program. To our knowledge, this study is the first to describe questionnaire completeness by sociodemographic characteristics of the respondents. Because completeness of data are as important as response rates, researchers should probably take these results into consideration when conducting questionnaire studies among GPs.

Profile of Responders

The GPs in the postal group were a little more representative of the whole community than the Web-based group. The finding that older GPs were less prone to participate in the Web survey is well-known [2]. Interestingly, despite the conventional tendency to view the Web as rather male dominated, we also showed that women were more likely than men to participate in the Web survey; this is probably related to the demographic shift in GP populations with a higher proportion of female GPs in the younger age groups (<35 years: 72% women vs 28% men; >64 years: 15% women vs 85% men). This is also in line with recent studies that tend to show that a growing number of women take part in online research and that, with regard to gender, the so-called “digital divide” tends to disappear [4]. These findings also highlight the fact that in primary care a Web-based survey is more likely to introduce selection bias than a postal survey.
Limitations
First, only GPs with an available email address (with the exception of GPs practicing in the canton of Vaud) and those practicing in Western Switzerland and two regions in France were invited to participate; this sample could not be representative of all GPs practicing in French-speaking parts of Europe. In addition, email addresses are not regularly updated (which is less the case for postal addresses because the doctors have to use them regularly in their current practice), which could lead to a decrease in participation rates because doctors with incorrect email address may not have received the request to take part in the study. Second, the sampling procedure led to having groups that were considerably different in size. In addition, group allocation cannot be considered to be completely at random because all GPs from the canton of Vaud were allocated to the postal group due to unavailability of email addresses; this might have introduced selection bias. However, the multivariate analysis suggested this bias to be minimal because patterns of responses depended more on the format of the survey and the experience in years and level of activity of the GPs than on the location of activity. Third, only 764 GPs took part in the survey when 816 were expected. The targeted sample size could not be reached in the Web-based group, although the objective was reached for the postal group. Therefore, the study was slightly underpowered. Fourth, although the theme of our study could theoretically have an influence on participation rates, we did not think that this was the case because our results were comparable with many previous studies on various topics and populations. Fifth, the Web- and the paper-based questionnaires were similar regarding text formatting. However, we cannot entirely exclude some degree of measurement error related to minor differences between the two versions of the questionnaire. For example, responders to the four-paged paper version had to turn pages and continue on the back of the sheet, which was not the case for responders of the Web version. However, analysis of the pattern of missing responses showed that there were not significantly more missing responses for questions on the back page of the paper questionnaire compared to the Web version. Finally, we applied recommended strategies to improve response rates in the development of the paper questionnaire. The Web-based questionnaire was then created to be very similar to the paper version, but the extent to which the design of the Web-based version was equally optimal to favor response is unknown.

In conclusion, Web-based surveys lead to reduced response times, higher completeness of data, and cost savings, but postal surveys can still be considered for studies involving GPs to limit low response rates and selection bias. Mixed-mode approaches (postal and Web-based surveys) are probably a good strategy to increase GPs’ participation in surveys while reducing costs. Researchers can use these mixed-mode designs in two ways: they can allow respondents to respond to the form that is the most appropriate for them or they can use a two-step strategy, including an initial postal survey followed by a Web-based reminder to nonrespondents or vice versa.
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Abstract

Background: There is a critical need for real-time tracking of behavioral indicators of mental disorders. Mobile sensing platforms that objectively and noninvasively collect, store, and analyze behavioral indicators have not yet been clinically validated or scalable.

Objective: The aim of our study was to report on models of clinical symptoms for post-traumatic stress disorder (PTSD) and depression derived from a scalable mobile sensing platform.

Methods: A total of 73 participants (67% [49/73] male, 48% [35/73] non-Hispanic white, 33% [24/73] veteran status) who reported at least one symptom of PTSD or depression completed a 12-week field trial. Behavioral indicators were collected through the noninvasive mobile sensing platform on participants’ mobile phones. Clinical symptoms were measured through validated clinical interviews with a licensed clinical social worker. A combination hypothesis and data-driven approach was used to derive key features for modeling symptoms, including the sum of outgoing calls, count of unique numbers texted, absolute distance traveled, dynamic variation of the voice, speaking rate, and voice quality. Participants also reported ease of use and data sharing concerns.

Results: Behavioral indicators predicted clinically assessed symptoms of depression and PTSD (cross-validated area under the curve [AUC] for depressed mood=.74, fatigue=.56, interest in activities=.75, and social connectedness=.83). Participants reported comfort sharing individual data with physicians (Mean 3.08, SD 1.22), mental health providers (Mean 3.25, SD 1.39), and medical researchers (Mean 3.03, SD 1.36).

Conclusions: Behavioral indicators passively collected through a mobile sensing platform predicted symptoms of depression and PTSD. The use of mobile sensing platforms can provide clinically validated behavioral indicators in real time; however, further validation of these models and this platform in large clinical samples is needed.

(J Med Internet Res 2017;19(3):e75) doi:10.2196/jmir.6678
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Introduction

Exploring behavioral patterns has tremendous potential to aid clinicians and patients in the real-time recognition and treatment of symptoms and symptom clusters across a variety of disease states. Early recognition of subsyndromal mood and anxiety symptoms is crucial to reduce the pernicious impact of chronic psychological distress and loss of function [1-3]. Yet many affected individuals are unable to receive timely and adequate mental health resources [4]. A key objective of the National Institute of Mental Health’s strategic plan is to identify clinically useful behavioral indicators to determine effective intervention strategies and deliver those interventions at the appropriate time in the illness trajectory [5].

Barriers exist to objectively identifying behaviors in real time. Mobile sensing platforms allow for not only the collection of these behavioral indicators, but also can provide the complex architecture for securely storing, analyzing, and providing feedback. More specifically, mobile sensing platforms can enable the identification and tracking of behaviors (eg, mood, fatigue, social connectedness, physical isolation) from digital trace data passively collected from sensors embedded on mobile devices (eg, call logs, global positioning system [GPS] meta-data, phone activity) [6]. However, this approach still needs to be clinically validated and shown to be scalable; the application of mobile sensing platforms in clinical care is currently limited. A National Institutes of Health (NIH) mHealth evidence workshop cautioned that, despite the promise of these new technologies in clinical care, theoretically based empirical evidence is needed [7]. In this paper, we present a field trial of the implementation of a mobile sensing platform to provide clinically validated behavioral indicators of symptoms of depression and PTSD.

Digital trace data has been used to track and predict behavioral outcomes (eg, GPS data to predict friendship networks amongst graduate students [8] and location and proximity data to predict changes in an individual’s physical health [9]). Mobile sensing platforms using mobile phone trace data have shown some success in predicting self-reported depression [10,11]; however, they have focused on diagnosis and not on tracking specific symptoms.

In addition to digital trace data, the analysis of cues from the voice as a behavioral indicator is another tremendous potential of mobile sensing platforms. Vocal cues can provide valuable insights into physical and mental states, not just through lexical content but also through prosody, voice quality, and overall tone of voice. Analysis of vocal cues can be useful for inferring emotional states [12,13]; for example, various aspects of vocal prosody have been linked to depression severity [14-16]. Vocal cue analysis has recently been supported in a clinical use-case for detecting and telemonitoring symptom progression in Parkinson’s disease [17-19]. However, the potential of audio processing has been largely understudied for clinical use cases outside of Parkinson’s disease. Human experts can identify changes in speech properties of depressed individuals [20] and recent efforts have been made to quantify these vocal features [21].

There is potential to complement or replace traditional methods of assessing mental health and well-being that rely upon an individual’s self-report (ie, surveys, questionnaires, diagnostic interviews) with passively collected indicators derived from behavioral indicators and vocal cues [22,23]. Clinicians would not have to rely solely on subjective retrospective self-reports of symptoms during clinical visits that are subject to recall and other response biases or symptom tracking by self-report that has low levels of sustained adherence.

Identifying and tracking behavioral indicators also has clinical relevance beyond diagnosis. These behavioral indicators, even if validated against a specific clinical symptom, can provide information to clinicians across a number of chronic or comorbid conditions. Patients can have complex profiles of symptoms and underlying behavioral patterns that can be present in a number of different conditions. The Research Domain Criteria (RDoC) framework emphasizes the clinical value for considering underlying behaviors and thinking across categories of mental health disorders [24]. Having access to objectively measured behavioral indicators can help subtype mood and anxiety disorders and recognize patterns in individual patients.

The goal of this project was to test the ability of a scalable mobile sensing platform to collect, store, and analyze objective behavioral indicators underlying mood and anxiety disorder symptoms. Specifically, we hypothesized that models of behavioral indicators of PTSD and depression symptoms could be derived from mobile-based digital trace data and auditory signals.

Methods

Participants

Participants were recruited through Web-based advertisements and local veteran service organizations. Inclusion criteria included: age 18 years or older, English speaker, current subscriber to a cellular and data plan, and if they reported at least one symptom of PTSD or depression (measured by Primary Care PTSD Screen, PC-PTSD [25] and the Patient Health Questionnaire, PHQ-2 [26]). Participants were excluded if they had plans to permanently leave the Boston area during the study period, if they shared their cell phone with another person, or if they were active duty military personnel. The protocol was approved by an accredited institutional review board, and all participants were consented. Additional participant and safety details are included in the Multimedia Appendix 1.

Procedure

Each participant had an initial study visit, 12 weeks of data gathering, and a follow-up study visit. At the initial visit, participants completed a baseline questionnaire and replaced their existing phone with the study mobile phone, equipped with
the research app. At the time of the study, the app was limited to a small number of devices so participants transferred their cellular plan and all personal cell phone data to the study Android device. The mobile app has since been made compatible across devices.

The participant used the phone as usual during the study period. In addition, participants were instructed to leave an audio diary entry in the app at least weekly. The audio recordings were designed to be short “voicemail” style entries about how participants were feeling or how their days were going. At the end of the 12-week period, participants returned to the study site and completed a semistructured clinical interview with a trained clinician. In addition, participants completed a close-out survey, were debriefed, and the mobile app and all study data were removed from the phone. Participants were paid US $15/hour for study visits, a 1-time US $50 incentive for completing at least 75% of all assessments, and given the option of keeping the study phone (valued at US $300).

**Mobile Sensing Platform Architecture**

Digital trace data (Table 1) were collected on intermittent fixed schedules from predefined, configured probes built into the phone’s operating system. The mobile software data gathering and analysis platform was developed by Cogito with funding from the Defense Advance Research Project Agency (DARPA). Details of the platform architecture are in the Multimedia Appendix 1.

| Table 1. Categories of digital trace data. |
|-----------------|---------------------------------|
| Category   | Description                                      |
| Activity    | The physical handling of the phone. The phone hardware includes an accelerometer and gyroscope. The gyroscope was used to determine angle, velocity, direction, and acceleration of the phone. The accelerometer provided data on rate of rotation on the X, Y, and Z axes. |
| Social      | How the user is interacting with others through the phone. Collected the time and deidentified descriptor (see privacy and security section) of all outgoing and incoming phone calls and SMS (short message service, SMS) text messages. |
| Location    | Where the phone is physically located. Data are combined by the phone operating system from global positioning service (GPS), mobile phone tower triangulation, and WiFi network locations. These data consist of time stamp, longitude, and latitude readings. WiFi network names, WiFi access, usernames, or passwords were not collected. |
| Device interaction | When the phone is being used. Data are timestamps of when the phone screen is turned on or activated and when it is turned off. We did not record app usage, keystrokes, or any other measure of active use of the device. |
| Device information | Data describing the physical device. This included variables on phone make, model, battery status (% full), and phone operating system version. This data is used for quality assurance testing. |
| Vocal cues  | Digital recordings of audio-diaries were processed to extract measurements related to speaking, rate, prosody, intonation, and voice quality. These measurements were computed on short-term overlapping frames and then aggregated (using descriptive statistics) over the entire audio diary entry. The lexical content of the recordings was not analyzed. |

**Data Privacy and Security**

Participants’ data were protected by a NIH Certificate of Confidentiality, and utilized best practice technical approaches to protect identity. This included both the identity of the participant and the identity of individuals in contact, and communication log data. Encrypted, hashed, deidentified descriptors were used to label all data. Details on the security methodology and algorithms are in the Multimedia Appendix 1.

**Measures**

**Main Outcomes**

Clinical symptoms were measured through validated clinical interviews with a trained clinician using the depression and PTSD modules of the Structured Clinical Interview for Mental Disorders (SCID) [27]. We focused our models on 4 behaviorally relevant symptoms (Depression A1—depressed mood most of the day; Depression A2—diminished interest or pleasure in all or most activities; Depression A6—fatigue or loss of energy; and PTSD C2—avoids activities, places, people).

**Digital Trace Data**

Digital trace data collected on the mobile sensing platform fell into 6 categories (Table 1). Details on the schedule and quantity of digital trace data gathered are in the Multimedia Appendix 1.

**Additional Measures**

Participants reported age, race, current annual income, employment, level of education, marital status, and veteran status. At the end of the study participants also reported ease of use, interest in future use, and their perception of data sharing and privacy concerns for both personal and anonymized health data. All questions were 1 (very unlikely) to 5 (very likely) Likert questions. Survey instruments are in Multimedia Appendix 1.

**Analysis**

The primary analysis goal was to develop models utilizing digital trace data and audio recordings to predict the presence of clinician-assessed psychiatric symptoms. A secondary goal was to have a model whose inputs reflected types and quantities of data that could be realistically gathered in real world clinical environments with minimal participant burden. A third goal to facilitate clinical utilization and acceptability by clinicians was to develop models with a hypothesis-driven approach from data sources which were clinically interpretable.

Three symptoms of depression and PTSD with strong behavioral components were chosen a priori as target goals for model
development from digital trace data (fatigue, interest in activities, and social connectedness). One symptom of depression (depressed mood) was chosen a priori as the target goal for model development from audio data. For each symptom, a binary target variable was defined to characterize the presence or absence of the symptom. To best model clinically relevant differences in symptomatology, we removed participants with only subthreshold symptoms or with insufficient information to determine symptom presence or absence.

Participant audio and mobile features were derived using the most recent week of data (1 week of data prior to the SCID symptom assessment). An initial modeling approach predicted symptoms based on the entire 12-week data collection period; however, high discrimination of the classes was achieved using features temporally closer to the target assessment.

For the 3 models trained from digital trace data, we used the following methodology. Through data exploration and a priori hypotheses on how mobile phone data would capture relevant behaviors, we created a set of features using descriptive statistics over a week of digital trace data. These features included means, counts, and standard deviations of social and location digital trace data (number of texts received in a week, number of minutes spent on outbound calls in the last week). Activity data (see Table 1) was excluded after extensive data exploration failed to yield conceptually meaningful features. Device interaction data (see Table 1) was excluded as data exploration determined that events were being captured for push notifications, not just user-device interactions; therefore, the interaction data did not accurately represent user behavior. The set of features were further reduced by cluster analysis to enhance interpretability on the resulting models and improve prediction performance. The set of 14 features were reduced to prevent over-fitting and interfere feature correlation. Reduction method consisted of identifying clusters of features such that within group correlation is high with respect to between group correlation, which highlighted 3 clusters that conceptually matched a digital trace data source (location, social calls, social texts). From each grouping, a single feature was chosen, that conceptually matched a digital trace data source (location, social calls, social texts). Combinations of features were utilized to create 10 candidate models per symptom. Candidate models consisted of logistic models describing the probability of having the corresponding symptom. To select the best model from the list of candidates, we utilized 10-fold cross validation. The model with the highest cross-validated area under the ROC curve (AUC) was chosen (Table 2).

Table 2. Model characteristics and performance.

<table>
<thead>
<tr>
<th>Symptom target</th>
<th>Input features</th>
<th>Cross-validated area under the curve (AUC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depressed mood most of the day</td>
<td>MeanPitchVar+MeanVocalEffort+MeanVocalEffort:MeanPitchVar</td>
<td>.74</td>
</tr>
<tr>
<td>Diminished interest or pleasure in all or most activities</td>
<td>sms.address.count+travel.distance.sum</td>
<td>.56</td>
</tr>
<tr>
<td>Fatigue or loss of energy</td>
<td>call.out.sum+sms.address.count</td>
<td>.75</td>
</tr>
<tr>
<td>Avoid activities, places, people</td>
<td>call.out.sum+sms.address.count+(call.out.sum)(sms.address.count)</td>
<td>.83</td>
</tr>
</tbody>
</table>

One model was trained using audio data. The audio was sampled at 8 kHz with 16-bit precision. M4A compression was applied to audio captured by the device and the format was subsequently converted to waveform audio file format (WAV) before computing audio features. Candidate audio features to develop this model were defined by an existing library of features providing temporal information about voice quality, prosody, and intonation. Audio features were aggregated over time as an average and standard deviation per recording. A penalized logistic regression approach, least absolute shrinkage and selection operator (LASSO) [28], was used to reduce the initial set of features using the depressed mood symptom target as the dependent variable. The penalization parameter was determined by 10-fold cross validation. Five candidate features remained following this reduction strategy. Candidate models were created in the same fashion as models created from digital trace data, and the model with the highest cross-validated AUC following 10-fold cross-validation was selected.

Details on the set of reduced features for each model, representative examples from the published literature which include audio feature algorithms, and the full list of candidate models are in the Multimedia Appendix 1.

Results

Participant Characteristics

Ninety-five participants consented to the study. One participant called to withdraw and 21 were withdrawn due to technical issues (most commonly a lost phone). Seventy-three participants (67% male, 48% non-Hispanic white, 33% veterans) completed all 12-weeks of data collection and a follow-up clinical interview (see Multimedia Appendix 1 for detailed participant characteristics). There was no difference between participants who completed the study and those that did not in terms of demographic characteristics. All participants reported a lifetime history of at least one traumatic event during clinical interview. The 12-week dataset included 1217 participant audio recordings and 51,080,131 digital trace data points.

Models and Model Fit

The resulting models for each of the 4 dependent variable modeling targets are in Table 2. See Figure 1 for receiver operating characteristic (ROC) curves. Detailed model performance, including positive and negative predictive values and accuracy at varying thresholds, are included in the Multimedia Appendix 1. At a .5 threshold, models predicted...
clinically assessed symptoms of depression and PTSD (cross-validated AUCs for depressed mood .74, fatigue .56, interest in activities .75, and social connectedness .83). No information on prior diagnoses, current comorbidities, lifestyle, or demographic characteristics was included in the models to achieve these AUCs.

Figure 1. Receiver operating characteristic curves (ROC) and area under the curve (AUC).

Acceptability and Feasibility
Adherence to study protocol was extremely high with 96% of participants (N=70) completing at least one audio diary per week. Participants found the mobile app easy to use (Mean 4.05, SD 1.14) and were interested in using the app in the future (Mean 3.59, SD 1.27). Overall participants reported moderate comfort with sharing individual data (Mean 2.48, SD 0.91) and anonymized data (Mean 3.00, SD 1.23). There were no significant differences by age, gender, or veteran status in comfort with sharing. For individualized data, participants were most comfortable with sharing their personal data with primary care physicians (Mean 3.08, SD 1.22), mental health providers (Mean 3.25, SD 1.39), and medical researchers (Mean 3.03, SD 1.36). Participants reported the least comfort with sharing individualized data with insurance providers (Mean 1.63, SD 1.06) and friends (Mean 1.95, SD 1.12).

Discussion
Principal Findings
In this study, we examined the use of a mobile sensing platform to passively collect and analyze digital trace and voice data as behavioral indicators of clinically-validated symptoms of
depression and PTSD. The models were predictive of clinician-assessed symptoms of depressed mood, fatigue, interest in activities, and social connectedness. This study highlights the power of mobile sensing platforms to gather and compute behavioral indicators of symptoms of mood and anxiety disorders.

To have clinical relevance, modeling strategies for behavioral indicators should be parsimonious (simple), objective (unbiased), and actionable (useful in real-world clinical settings). The modeling strategy in the present analysis was parsimonious, distilling millions of raw data points into a small number of key features. The models were objective, utilizing passively collected digital trace data, and extracted vocal features of tonality and speaking style. Adding self-reported predictors to the models reported here did not significantly increase model performance. There are established biases in self-reporting of mental states [29]. Biases may be intentional or unintentional, as the disorders themselves can change the way patients perceive their own actions. Finally, the models were actionable. Predictive models that have been developed for other disorders, including suicidality, rely on social determinants and clinical characteristics that have to be extracted from electronic medical records [30]. Clinicians may want to know what is happening with patients, but asking patients may not always yield accurate results [31,32].

In addition, these behavioral indicators described by the models are clinically meaningful. The models are based off of clinician-assessed symptoms and not self-report instruments. These models include behavioral indicators that can capture clinically relevant levels of impairment. For example, the models are not concerned with whether a patient walked 9000 steps versus 10,000 steps, but if the patient has not left their house in the past week. The models use macro level behavioral features as inputs, such as distance traveled over a week, to predict symptoms that both patients and clinicians can understand and potentially intervene upon. The present models do not assume a causal link between the behavioral indicators and clinical symptoms; nevertheless, the models may be of interest to clinicians and patients regardless of their causal pathways, as a means to track and alert to changes in symptoms in real time. These models are not designed to replace clinical decision-making or diagnose a particular mental health condition, but rather to assess a number of behavioral indicators underlying mood and anxiety disorders. These models are a resource to provide clinically relevant behavioral information to augment clinical care.

This study also demonstrates the feasibility and scalability of mobile sensing platforms for capturing, sharing, and analyzing behavioral data. Participants reported comfort with sharing even personal data with clinicians and medical researchers. They were willing to use the app in the future and reported that it did not change their behavior. Future research should continue to explore feasibility and acceptability of mobile sensing platforms in different populations and how this technology influences patients, clinicians, and their interactions.

Clinical Relevance
The behavioral indicator algorithms created in this study, when embedded within a high performance, highly scalable, cloud computing architecture has distinct advantages in clinical care. The models described in this study utilize only 1 week of data to make predictions, and when implemented in high-performance code can automatically provide new values on patient behavior daily. Continuous monitoring can allow patients, clinicians, or researchers to view changes and symptom trajectories over time. Passive data collection does not burden patients and is free from self-report subject to biases. Current mHealth approaches for mental health assessment, including mobile phone apps and ecological momentary assessment methods, may be an improvement over paper and pencil measures, but still require direct patient input [22,33] and many have not been clinically validated [34]. The use of mobile sensing platforms could allow clinicians and researchers to track episode onset, symptom progression, and relapse across populations with less patient burden [35]. Patients, caregivers, or clinicians could be alerted to clinically meaningful changes in behavioral indicators between clinical interactions.

Currently, there is no real-time, continuous, and objective solution to collect, analyze, and track mental health symptom-related behavioral indicators. The mobile sensing approach validated in this study streamlined the process by which clinically-relevant indicators are gathered and transmitted. Each year, approximately 6.9% of all US adults experience major depressive disorder [36] and PTSD prevalence is estimated at 6.8% over a lifetime [37]. The rates of mood and anxiety disorders are even higher among veterans. Although estimates vary by study and service era, current prevalence of depression in veterans of Iraq and Afghanistan conflicts is estimated at 13.8% [38] and lifetime prevalence of PTSD is estimated at 30.9% for male veterans and 26.9% for female veterans [39]. This innovative mobile sensing platform offers a scalable approach to care for millions with mood and anxiety disorders.

This study sample is larger than in previous studies of mobile sensing platforms and weighted to prevalence estimates; however, it is a convenience sample from the community and, subsequently, results may lack generalizability. Although the study demonstrates proof of concept, additional validation of these models is needed.

The use of this innovative approach could empower patient health self-management. Recognizing warning signs and changes in behavioral patterns can be difficult for patients with mood and anxiety disorders, particularly those without easy access to care or those experiencing symptoms near episode onset. Disability and behavior are closely linked and mental disorders represent a leading cause of disability. Developing approaches to identify functional disability that do not rely on self-report is an important extension to this work. Patients who are more aware of their own behavioral patterns, particularly between or before clinical appointments, maybe are better able to manage their own health. A mobile sensing platform could be capable of providing real-time feedback to patients and clinicians, enabling increased help seeking behavior and access to needed
care. Patients and providers can use behavioral data to recognize more objectively and definitively when they need to seek additional services. These additional novel metrics may enable clinicians to provide better informed clinical care. The efficacy of such a platform in improving clinical care remains to be tested.
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Abstract

Background: Virtual focus groups—such as online chat and video groups—are increasingly promoted as qualitative research tools. Theoretically, virtual groups offer several advantages, including lower cost, faster recruitment, greater geographic diversity, enrollment of hard-to-reach populations, and reduced participant burden. However, no study has compared virtual and in-person focus groups on these metrics.

Objective: To rigorously compare virtual and in-person focus groups on cost, recruitment, and participant logistics. We examined 3 focus group modes and instituted experimental controls to ensure a fair comparison.

Methods: We conducted 6 1-hour focus groups in August 2014 using in-person (n=2), live chat (n=2), and video (n=2) modes with individuals who had type 2 diabetes (n=48 enrolled, n=39 completed). In planning groups, we solicited bids from 6 virtual platform vendors and 4 recruitment firms. We then selected 1 platform or facility per mode and a single recruitment firm across all modes. To minimize bias, the recruitment firm employed different recruiters by mode who were blinded to recruitment efforts for other modes. We tracked enrollment during a 2-week period. A single moderator conducted all groups using the same guide, which addressed the use of technology to communicate with health care providers. We conducted the groups at the same times of day on Monday to Wednesday during a single week. At the end of each group, participants completed a short survey.

Results: Virtual focus groups offered minimal cost savings compared with in-person groups (US $2000 per chat group vs US $2576 per in-person group vs US $2,750 per video group). Although virtual groups did not incur travel costs, they often had higher management fees and miscellaneous expenses (eg, participant webcams). Recruitment timing did not differ by mode, but show rates were higher for in-person groups (94% [15/16] in-person vs 81% [13/16] video vs 69% [11/16] chat). Virtual group participants were more geographically diverse (but with significant clustering around major metropolitan areas) and more likely to be non-white, less educated, and less healthy. Internet usage was higher among virtual group participants, yet virtual groups still reached light Internet users. In terms of burden, chat groups were easiest to join and required the least preparation (chat = 13 minutes, video = 40 minutes, in-person = 78 minutes). Virtual group participants joined using laptop or desktop computers, and most virtual participants (82% [9/11] chat vs 62% [8/13] video) reported having no other people in their immediate vicinity.

Conclusions: Virtual focus groups offer potential advantages for participant diversity and reaching less healthy populations. However, virtual groups do not appear to cost less or recruit participants faster than in-person groups. Further research on virtual group data quality and group dynamics is needed to fully understand their advantages and limitations.

(J Med Internet Res 2017;19(3):e80) doi:10.2196/jmir.6980
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Introduction
Overview
Qualitative research is a critical component of public health interventions and evaluations, providing in-depth information that can be difficult to obtain through surveys and other quantitative methods [1]. Focus groups, in particular, are a valuable tool for identifying and dissecting the knowledge, attitudes, and perceptions that influence individuals’ behavior as well as the barriers and facilitators to behavioral change [2,3]. Market research firms are increasingly offering and promoting the use of virtual focus groups to collect qualitative data. Virtual groups are generally defined as qualitative research sessions in which multiple individuals congregate remotely to discuss a specific topic [4,5]. Virtual focus groups may be conducted via phone, chat, or video platforms and may be held either synchronously during a 1- to 2-hour period or asynchronously over multiple days [5].

Presumed Benefits of Virtual Focus Groups
Hypothetically, virtual focus groups offer multiple advantages over traditional, in-person focus groups [5-7]. First, virtual groups theoretically should be less expensive, eliminating travel costs for research staff as well as other incidental expenses (e.g., snacks, parking fees). Second, the turnaround time for virtual groups should be faster because they eliminate travel between research sites and, depending on the platform, offer instantaneous transcripts. Third, virtual sessions should facilitate greater geographic diversity both within and across focus groups by enrolling participants from a greater number of locations.

Fourth, virtual groups should reach populations that are often excluded from or under-represented in traditional focus groups, including rural residents, individuals with less than a high school education, individuals of lower socioeconomic status, and individuals with health and mobility impairments. Likewise, researchers can theoretically use virtual platforms to convene individuals from rare populations (e.g., low prevalence health conditions) where in-person gatherings would be impossible. Finally, virtual focus groups should reduce the travel and logistical burdens on participants, resulting in higher show rates and faster recruitment.

Evidence on Virtual Focus Groups
Despite the promise of this methodology, the evidence base for virtual focus groups is extremely thin. Few studies have examined whether these hypothesized benefits materialize in practice, and even fewer studies have rigorously compared traditional and virtual focus groups on the aforementioned metrics [6,8]. In terms of cost, no study has directly compared the expenses of virtual and in-person focus groups, although several articles report anecdotal cases of unquantified cost savings [5,7-10]. Likewise, only 1 study has directly examined recruitment differences between traditional and chat focus groups, finding that virtual group participants were slightly younger than in-person participants [11]. Finally, no study has compared the participant logistics of traditional and virtual focus groups, such as travel and preparation time, technology requirements, interference from nearby individuals, and barriers to participation.

In addition to the lack of direct comparisons between traditional and virtual groups, the few studies that have examined virtual focus groups have several methodological limitations. First, the modes compared in the literature are very limited. Most of the chat-based groups have been asynchronous rather than real time [7,8,12-14], and only 1 study has examined video-based groups [15], which are an increasingly common offering from market research firms. Second, almost all virtual group participants either have been drawn from panels of known Internet users [14,16] or represent specialized populations, such as college students and active military personnel [6-9,13,15,17], all of which restrict the generalizability of study findings.

Third, many studies employ weak or subjective measurements to assess virtual focus group characteristics, including expert rankings, research team commentaries, or self-reported participant preferences [4,7,9,14,16,18]. Almost no study has employed rigorous or objective measures to assess virtual group performance [15]. Finally, most studies that compare focus group modes lack strong experimental controls, with studies frequently employing different moderators, durations, sample sizes, and eligibility criteria by mode [8,16] or failing to employ any type of comparison group [7,9,13]. Ultimately, these limitations dilute the evidence base on virtual focus groups, making it difficult to assess their true benefits and limitations.

The purpose of this study was to address these gaps in evidence by rigorously comparing virtual and traditional focus groups on cost, recruitment, and participant logistics. We examined 3 focus group modes—in-person, live chat, and video—and instituted strong experimental controls to ensure a fair comparison. Specifically, we sought to answer the following 3 research questions:

1. Cost: How do costs—both projected and actual—differ by focus group mode?
2. Recruitment: How do recruitment timing and participant characteristics differ by focus group mode?
3. Participant Logistics: How do participant logistics—such as difficulty attending and preparation time—differ by focus group mode?

Methods
Study Design
We planned and conducted a series of 6 focus groups using 3 different modes—in-person (n=2), live chat (n=2), and video (n=2)—with individuals who had type 2 diabetes (Figure 1). The topic of all 6 groups was using technology to communicate with health care providers, with groups discussing actual and
intended use of email, patient portals, and wearable devices to share health information with clinicians. We selected this topic because it was applicable across all demographic groups (e.g., sex, age, race, education, income), and we structured the moderator guide so that participants could engage in group discussion regardless of their actual technology use.

We conducted the groups in August 2014 at the same times of day (6:00-7:00 PM and 8:00-9:00 PM Eastern Daylight Time) from Monday to Wednesday during a single week. We held the in-person groups in Atlanta, GA. Each focus group comprised a 1-hour moderated discussion, and we recruited 8 people per group with no over-recruitment. We ultimately enrolled 48 individuals in the study, of which 39 individuals participated in the groups.

**Figure 1.** Study design and sample sizes.

### Study Population, Eligibility Criteria, and Participant Quotas

The study population comprised individuals diagnosed with type 2 diabetes. We selected this population because public health professionals often conduct formative research with a specific illness population and because type 2 diabetes is broadly distributed across demographic groups (i.e., study population does not introduce demographic bias).

Within this population, we established eligibility criteria to ensure participants could actively engage in the discussion and were not frequent research participants (Table 1). These criteria mirror the eligibility criteria typically adopted in other formative health research studies [19-21]. For the virtual focus groups, we also required individuals to have sufficient Internet access to participate in an online discussion. Chat group participants needed to have at least a dial-up Internet connection, and video group participants needed to have a high-speed Internet connection.

<table>
<thead>
<tr>
<th>Table 1. Participant eligibility criteria.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eligibility criteria</td>
</tr>
<tr>
<td>Age 18 years or older</td>
</tr>
<tr>
<td>Diagnosed with type 2 diabetes</td>
</tr>
<tr>
<td>Not employed in health care or research fields</td>
</tr>
<tr>
<td>No focus group participation in last 6 months</td>
</tr>
<tr>
<td>English as primary language</td>
</tr>
<tr>
<td>Have a regular health care provider</td>
</tr>
<tr>
<td>Visited health care provider within the last year</td>
</tr>
</tbody>
</table>

In addition to these eligibility criteria, we also set several participant quotas for the recruitment firms (Table 2). We established these quotas both to ensure greater demographic diversity within each focus group and to assess recruitment of key demographic groups by mode (for example, we wanted to examine recruitment of less educated individuals for virtual groups versus in-person groups).
Table 2. Participant enrollment quotas.

<table>
<thead>
<tr>
<th>Category</th>
<th>Enrollment quota per group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>Minimum of 2 individuals aged 35 years or younger</td>
</tr>
<tr>
<td></td>
<td>Minimum of 2 individuals aged 55 years or older</td>
</tr>
<tr>
<td>Sex</td>
<td>Minimum of 3 males</td>
</tr>
<tr>
<td></td>
<td>Minimum of 3 females</td>
</tr>
<tr>
<td>Education</td>
<td>Minimum of 2 individuals with a high school education or less</td>
</tr>
<tr>
<td></td>
<td>Minimum of 2 individuals with some college education or more</td>
</tr>
</tbody>
</table>

Platform and Vendor Selection

First, we solicited bids from multiple vendors to measure average recruitment and hosting costs by focus group mode. Specifically, we collected itemized bids from 4 recruitment firms to recruit participants for all 3 modes, and we collected itemized bids from these same 4 firms to host the in-person focus groups. We also collected itemized bids from 6 Web-based vendors (3 live chat, 3 video) for hosting the virtual groups. We used these bids to calculate projected costs by mode.

We ultimately selected a single recruitment firm to host the in-person focus groups and recruit participants for all 6 groups across all modes. We selected a single firm to ensure consistent recruitment practices across modes and eliminate the possibility that recruitment strategies would confound mode-versus-mode comparisons. We also selected one online vendor to host the chat focus groups and another online vendor to host the video focus groups.

When selecting vendors, we considered cost competitiveness, past experience, and—in the case of virtual focus groups—platform functionality. Specifically, we required that the virtual group platform offer interactive capabilities, such as electronic consent forms, Web-based exit questionnaires, handout sharing and markup, and polling. Although we did not use all of these features in this study, these capabilities are essential for many scientific and public health research studies and were important to consider. Given that the study discussed personal health information, we also required platforms that could guarantee data privacy and that would protect participants’ identities at a level sufficient to meet or exceed the institutional review board guidelines. Because no publicly available platform (eg, Skype, Facetime) offered these features, we ultimately selected proprietary virtual group platforms to ensure that study results were generalizable to a wide range of scientific research studies.

Recruitment and Enrollment

We selected a single recruitment firm with national reach to recruit participants for all 3 modes. The firm was blinded to the study’s purpose and was not aware that we would be comparing recruitment by mode. To ensure experimental control, the recruitment firm assigned separate recruiters to each focus group mode and provided them with identical eligibility requirements (with the exception of Internet speed). To minimize bias (eg, mode preference) and learning curves (eg, recruitment skill improves with time), the recruiters were blinded to recruitment efforts for the other modes. Recruiters had 2 weeks to complete enrollment. During the enrollment period, recruiters provided daily spreadsheets showcasing their progress.

For all modes, recruiters identified potential participants using contact databases and advertisements. The recruiters contacted potentially eligible individuals by telephone, screened them for eligibility using a 25-item questionnaire, and scheduled eligible individuals for focus groups at preselected dates and times.

Data Collection

We developed a semistructured moderator guide containing questions and probes on the topics of email communication with health care providers, patient portals, sensors and wearable devices (eg, Fitbit), automatic sharing of personal biomedical information (eg, blood glucose level) with health care providers, and privacy concerns or preferences related to technology. A single moderator conducted all 5 focus groups using this same guide.

In-Person Groups

For the in-person groups, we conducted 1-hour focus groups at a market research facility in Atlanta. We administered written informed consent to participants upon arrival, and a trained moderator conducted each group by asking questions, probing for details, and leading participants in verbal discussion. At the end of each session, participants completed a 15-item hardcopy exit questionnaire. We also audio and video recorded the sessions and produced verbatim transcripts. Participants received a US $75 incentive after each session.

Chat Groups

For the chat groups, we conducted 1-hour focus groups on a real-time live chat platform hosted by an online research vendor (see Figure 2 for example). We had emailed consent forms and confirmation letters with login credentials to participants several days in advance. Upon login, participants acknowledged an electronic consent form. A trained moderator posted questions and probes from the guide in a chat box, and participants typed responses visible to the entire group. At the end of each session, participants completed an 18-item Web-based exit questionnaire. The platform produced verbatim transcripts of the typed responses from the open group discussion. Participants were mailed a US $75 incentive after each session.
Video Groups

For the video groups, we conducted 1-hour focus groups on a real-time video platform hosted by an online research vendor (see Figure 3 for example). We had emailed consent forms and confirmation letters with login credentials to participants several days in advance. Upon login, participants acknowledged an electronic consent form. Participants joined the sessions using Web cameras connected to their computer or mobile devices. (If participants did not have a Web camera, we supplied them with one.) The moderator and participants were able to see and hear other individuals’ video feeds on screen, and the moderator conducted each group by asking questions, probing for details, and leading participants in verbal discussion. At the end of each session, participants completed an 18-item Web-based exit questionnaire. We also audio and video recorded the sessions and produced verbatim transcripts. Participants were mailed a US $75 incentive after each session.

During all groups, a note taker documented major themes in the discussion. The note taker also completed an observer worksheet that documented participant logistics, such as late arrivals, no-shows, cancellations, and early departures.
Measurements and Data Analysis

Cost Measures
We measured projected costs by averaging the itemized cost estimates on the vendor bids we solicited. Specifically, we measured recruitment costs (e.g., recruitment, proposed incentives) by averaging costs for each mode across the 4 recruitment firm bids. We used an identical approach for measuring in-person facility costs (e.g., facility rental, video recording, transcripts) and virtual platform costs (e.g., platform rental, management fees, recording, transcripts). We measured projected travel expenses by securing an estimate through our institutional travel vendor for roundtrip airfare, 1 night of lodging, and 1 day of meals.

We measured actual costs by tracking invoiced expenses for the 6 focus groups. We calculated actual costs on 3 levels: costs per participant, costs per group with actual participation (i.e., actual show rates), and costs per group assuming full participation (i.e., 8 participants per group).

Recruitment Measures
We measured recruitment in several ways. First, we examined enrollment timing by using the daily recruitment updates to assess how quickly participants were enrolled in each mode. Second, we examined show rates for each focus group mode. Third, we examined participant demographics by mode, including age, sex, race, education, income, employment status, geographic location, urban-rural classification, public transportation use, Internet use, health care utilization, body mass index (BMI), and personal health ratings. We captured this demographic information on the recruitment screener. Most measures were self-reported; however, we calculated BMI using self-reported height and weight, and we identified participants’ urban-rural classifications by comparing their home zone improvement plan (ZIP) codes against the National Center for Health Statistics’ urban-rural classification scheme for counties [22].

Participant Logistic Measures
We measured participant logistics using several items from the exit questionnaire. Specifically, we assessed willingness to participate in future groups (“If I were invited to join another [in-person or online] focus group, I would do it.”); perceived difficulty attending (“How easy or difficult was it to join today’s focus group?”); and preparation and travel time (“How much time did you spend preparing for and traveling to today’s focus group?”). The first 2 items had 6-point response scales, and the last item was open ended (measured in minutes).

For virtual group participants, we also assessed participant location during groups (“Where were you during today’s focus
group?”); device used by participant (“What type of device did you use to join today’s focus group?”); and individuals in the vicinity (“How many people—besides yourself—were near you during the focus group?”). We calculated percentages and means by mode for the participant logistic measures.

Results

Costs (Projected and Actual)

The differences in projected costs by focus group mode were minimal, with in-person groups projected to cost US $3000 per session compared with US $2515 per session for chat groups and US $3028 per session for video groups (Table 3 and Figure 4). Although video recording and travel costs were notably higher for in-person groups, the platform costs and miscellaneous costs were considerably higher for chat and video groups. Recruitment and recommended incentive costs were nearly identical across modes.

Several competing factors accounted for the minimal differences in price. On one hand, recording costs were minimal for video groups and nonexistent for chat groups, and transcription costs also were nonexistent for chat sessions. Likewise, neither chat nor video groups budgeted for research team travel. On the other hand, platform rental for chat and video groups was slightly more expensive than space rental for in-person focus groups, and virtual groups also projected multiple miscellaneous expenses, such as management fees (US $250 per project), incentive mailing fees (US $5-10 per participant), and Web cameras (US $75 per participant, as needed).

Table 3. Projected costs by focus group mode.

<table>
<thead>
<tr>
<th>Expense category</th>
<th>Focus group mode</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>In-person</td>
</tr>
<tr>
<td>Facility or platform</td>
<td>394</td>
</tr>
<tr>
<td>Recruitment</td>
<td>984</td>
</tr>
<tr>
<td>Incentives</td>
<td>720</td>
</tr>
<tr>
<td>Video recording</td>
<td>106</td>
</tr>
<tr>
<td>Transcription</td>
<td>156</td>
</tr>
<tr>
<td>Miscellaneous</td>
<td>40</td>
</tr>
<tr>
<td>Travel</td>
<td>600</td>
</tr>
<tr>
<td>Total expenses</td>
<td>3000</td>
</tr>
</tbody>
</table>

aDepicts projected cost per 1-hour focus group, assuming full participation (n=8).

bN/A: not applicable.

The differences in actual costs by focus group mode were very similar to the differences in projected costs, with chat groups (US $2000) being less expensive than in-person (US $2666) and video (US $2675) groups (Table 4 and Figure 5). Although in-person groups incurred travel costs and higher recording and transcription fees, virtual groups still had higher platform costs and more miscellaneous expenses (eg, incentive mailing fees, participant Web cameras). Of particular note, 14 of the 16 individuals enrolled in the video groups did not have Web cameras, and the research team needed to purchase cameras for these participants (We standardized actual incentive amounts across the study to ensure a fair comparison on recruitment metrics. Consequently, incentive costs did not differ by mode).

Actual costs for the focus groups in all 3 modes were slightly lower than projected for several reasons. First, the facility or platform costs were lower than anticipated, especially for video groups. Second, we offered slightly lower participant incentives than recommended by the recruitment firms (US $75 vs US $90-98); we selected this incentive based on the amount typically approved for federal government research. Finally, actual travel costs were only two-thirds of projected travel expenses.
Figure 4. Projected costs by focus group mode.

Table 4. Actual costs by focus group mode.

<table>
<thead>
<tr>
<th>Expense category</th>
<th>Focus group mode</th>
<th>Chat</th>
<th>Video</th>
</tr>
</thead>
<tbody>
<tr>
<td>(in US $)^a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Facility or platform</td>
<td>In-person</td>
<td>300</td>
<td>400</td>
</tr>
<tr>
<td>Recruitment</td>
<td></td>
<td>1000</td>
<td>960</td>
</tr>
<tr>
<td>Incentives</td>
<td></td>
<td>600</td>
<td>600</td>
</tr>
<tr>
<td>Video recording</td>
<td></td>
<td>75</td>
<td>N/A^b</td>
</tr>
<tr>
<td>Transcription</td>
<td></td>
<td>275</td>
<td>No cost</td>
</tr>
<tr>
<td>Miscellaneous</td>
<td></td>
<td>17</td>
<td>175</td>
</tr>
<tr>
<td>Travel</td>
<td></td>
<td>399</td>
<td>No cost</td>
</tr>
<tr>
<td>Total expenses</td>
<td></td>
<td>2666</td>
<td>2675</td>
</tr>
</tbody>
</table>

^a Depicts actual cost per 1-hour focus group, assuming full participation (n=8). In reality, incentive costs were slightly lower, given that not all enrolled participants attended the groups.

^b N/A: not applicable.
Recruitment and Participant Characteristics

Enrollment Timing

Recruiters for all 3 focus group modes were able to complete participant enrollment in 7 days, with enrollment finishing on the same day for all 3 modes (Figure 6). However, chat groups initially enrolled participants more quickly, with in-person and video groups lagging behind until the final day. Conversely, the in-person and video group enrollment rates were nearly identical throughout the recruitment period.
Show Rates

Although all 6 focus groups were fully enrolled (n=8 per group), show rates were noticeably different by group mode (Figure 7). In-person groups had the highest show rates (94%, 15/16), followed by video groups (81%, 13/16) and chat groups (69%, 11/16). Of the enrolled individuals who did not participate, those in the in-person and video groups all cancelled by alerting recruiters a few hours in advance that they would not be able to attend. By contrast, most of the enrolled individuals who did not participate in the chat groups simply did not show up for the sessions or were excluded because they arrived more than 20 minutes late.
Geographic Diversity

As anticipated, chat and video group enrollees represented a greater number of US states and a slightly broader range of geographic areas in terms of urban-rural classification (Figure 8). Specifically, individuals enrolled in the in-person groups all came from the same state (Georgia) and resided in central and fringe metro areas. In contrast, chat and video groups enrolled individuals from 11 states and 10 states, respectively, and enrolled at least a few individuals who resided in more outlying areas (eg, medium metro, micropolitan). Nevertheless, chat and video groups still recruited heavily from central and fringe metro areas and no focus group mode enrolled individuals from rural areas.

We also examined enrolled individuals’ geographic proximity to the recruitment firm’s satellite offices to determine how often virtual group recruiters relied on satellite office participant databases (rather than searching nationally for potential participants). Surprisingly, more than half of the individuals enrolled in the chat (62%, 10/16) and video (81%, 13/16) groups lived within 50 miles of one of the recruitment firm’s 14 satellite offices (Figure 9). Thus, the geographic diversity of the virtual group enrollees was closely tied to the recruitment firm’s physical locations rather than dispersed across the country.

Figure 8. Number of participants per urban-rural classification by focus group mode.
**Participant Demographics**

We examined age, race or ethnicity, education, and income by focus group mode. On average, individuals enrolled in the in-person groups (mean 52.3 years) were slightly older than individuals enrolled in the chat (mean 48.8 years) and video (mean 45.2 years) groups. Moreover, no video group enrollees were older than age 60 years, whereas almost 40% (6/16) of the in-person and chat group enrollees were 61 years or older.

In terms of race, the chat and video group enrollees were more diverse than the in-person group enrollees. The chat and video groups also enrolled individuals from a broader range of racial categories, representing 4-5 different races (white, black, Hispanic, Asian, and other) whereas the in-person groups enrolled only white and black individuals.

Chat and video groups enrolled individuals with a broader range of educational backgrounds than those enrolled in the in-person groups. Although chat groups enrolled the highest number of individuals with post-graduate degrees, the chat and video groups also enrolled a sizeable number of individuals with less than a high school education—25% (4/16) and 38% (6/16), respectively. In contrast, the in-person groups were unable to recruit any individuals without a high school education, despite considerable pressure to do so from the research team.

On average, chat group enrollees had a noticeably higher household income (mean US $71,438) than in-person (mean US $51,750) and video (mean US $49,500) group enrollees. In-person groups also enrolled a greater number of low-income individuals (household income less than US $30,000) than the other two modes. This is surprising, given that in-person groups were unable to recruit individuals with less than a high school education, and it might suggest that in-person groups were more likely to recruit educated individuals who worked low-income jobs or were retired.

**Internet Use**

Given that virtual focus groups require online access, we examined differences in daily Internet use by focus group mode. Not surprisingly, chat and video group enrollees reported higher daily Internet use at both work and home than in-person group enrollees (Figures 10 and 11). However, chat and video groups still enrolled a sizeable number of light Internet users, especially individuals who use the Internet infrequently at work.
Figure 10. Participant’s Internet use at work by focus group mode.
Health Status and Utilization

Chat and video group enrollees reported being in poorer health than in-person group enrollees on several dimensions, including BMI (Figure 12) and health interference in daily activities (Figures 13 and 14). Chat group enrollees, in particular, reported very high BMI values, with all but 1 categorized as obese. One video group enrollee also reported a BMI value of 65.2, more than double the threshold for obesity. Likewise, chat and video group enrollees were more likely to report that their health interfered with their relationships and, among video group enrollees, their jobs.

In terms of health care utilization, fewer video group enrollees reported visiting a health care provider in the last month compared with enrollees in the other modes. Specifically, only 31% (5/16) of video group enrollees reported visiting a health care provider in the previous month compared with 63% (10/16) of chat enrollees and 75% (12/16) of in-person enrollees. On one hand, this finding may suggest better health among video group enrollees because they use health services less frequently. On the other hand, this finding may indicate that video group enrollees encounter more barriers to accessing health services (e.g., no insurance, long distance from facility).
Figure 12. Participant body mass index (BMI) values by focus group mode.
Participant Logistics

Overall, individuals who joined in-person focus groups reported a slightly higher participation burden than individuals who joined chat and video groups. Specifically, participants rated in-person groups as slightly more difficult to join (mean rating 2.4 out of 6.0) than chat (mean rating 1.0) and video (mean rating 1.3) groups. Participants also spent noticeably more time preparing for and traveling to in-person groups than they did preparing for virtual groups (Figure 15). Nevertheless, this additional burden was not reflected in participants’ intentions, and participants generally expressed a high willingness to participate in future focus groups using the same mode.
(in-person = mean rating 5.9 out of 6.0; chat = mean rating 6.0; video = mean rating 5.5).

In terms of virtual focus group logistics, almost all chat and video group participants reported joining the sessions from their homes (91% [10/11] and 100% [13/13], respectively), and all virtual group participants logged onto the platforms using a laptop or desktop computer. No participant joined a group using a tablet, smartphone, or other mobile device. Most participants (71%, 17/24) also joined the virtual groups with no other individuals in their immediate vicinity. However, a handful of participants reporting having 1 or 2 individuals nearby, and 2 chat group participants reported having 5 or more people near them during the sessions.

Figure 15. Average participant preparation and travel time by focus group mode.

Discussion

Principal Findings

There are a number of hypothetical benefits to conducting virtual focus groups, including reduced expenses, faster turnaround time, increased participant diversity, recruitment of hard-to-reach and low-prevalence populations, and reduced participant burden. However, no study has rigorously compared virtual and in-person focus groups to determine whether these benefits materialize in practice. This study presented the most thorough research to date on virtual focus group costs, recruitment, and logistics, and the findings provided a concrete evidence base for understanding the advantages and limitations of virtual qualitative research. We address each of the proposed benefits of virtual focus groups in the following sections.

Claim #1: Virtual Focus Groups Are Less Expensive

We found that both projected and actual cost differences by focus group mode were minimal, with chat groups costing only about US $500- US $600 less and video groups costing approximately the same as in-person groups. Although virtual groups do eliminate the need for travel, they typically incur other costs (eg, management fees, Web camera purchases) that offset this potential savings. Moreover, despite the allegedly decreased burden of participating in a virtual group, recruitment firms often recommended monetary incentives that were higher for virtual groups than for in-person groups.

Show rates are another cost factor that should be considered. We experienced a higher number of cancellations and no-shows among virtual group participants, especially in the chat groups (One possible explanation is that the lack of visual interaction in chat groups leads to a decreased sense of accountability among enrolled individuals). Because cancellations and no-shows still incur recruitment costs and because researchers may need to enroll additional individuals to offset those who withdraw, this reduced participation has cost implications.

Claim #2: Virtual Focus Groups Provide Faster Data

Factoring in travel time, chat and video groups clearly require less time to conduct, and they enable researchers to conduct groups in multiple geographic locations within a single day. That said, when excluding travel, we found that research team preparation time for virtual groups was roughly equivalent to preparation time for in-person groups. On one hand, virtual groups might require additional preparation activities that were unnecessary during in-person groups, such as uploading questions into the chat platform, programming electronic consent forms and exit questionnaires, sending confirmation letters, mailing incentives, and addressing unforeseen technology issues (eg, Web camera not working properly).
On the other hand, virtual groups might streamline or eliminate activities that require more time during in-person groups, such as transcripts (instantly available from chat groups), bathroom breaks (no need for participants to ask), and directing lost participants (no facility for participants to locate). Other activities—such as participant enrollment—did not appear to differ by focus group mode.

**Claim #3: Virtual Focus Groups Increase Participant Diversity**

Virtual groups theoretically increase participant diversity by accessing a broader range of individuals, particularly in terms of geography. Our study findings support this claim. Participants in the chat and video groups represented a wider range of geographic areas in terms of both states and urban-rural classification. However, we also found that most virtual group participants lived in close proximity to 1 of the recruitment firm’s satellite offices, suggesting that virtual participant diversity was likely tied to the recruitment firm’s geographic locations. In addition, people residing in rural areas still were not represented in virtual groups. These findings suggest that researchers might need to push recruiters to enroll individuals outside of their established recruitment pools in order to maximize the geographic reach offered by virtual groups.

We also found that virtual groups enrolled more diverse participants in terms of race or ethnicity, education, and household income. In particular, virtual groups were more effective at enrolling individuals with less than a high school education, individuals of Asian and Hispanic background, and individuals with higher household incomes—all groups that could be difficult to reach through focus groups. Conversely, in-person and chat groups were equally adept at enrolling individuals of different ages, but video groups were unable to enroll any individuals older than 60 years.

One hypothetical limitation was that virtual focus groups might enroll primarily individuals who were frequent Internet users and who were adept at online technology. Although daily Internet use was generally higher among virtual group participants than among in-person group participants, virtual groups still enrolled a sizeable number of light Internet users who spent less than 1 hour per day on the Internet at work. This might suggest that virtual groups were able to enroll individuals who worked in blue collar, retail, and service fields and spent little time working at a computer.

**Claim #4: Virtual Focus Groups Capture Hard-to-reach Populations**

Given that we intentionally recruited individuals with diabetes for this study, we did not assess whether virtual focus groups enrolled individuals with low-prevalence health conditions. Nevertheless, we did find that virtual groups enrolled less healthy individuals than in-person groups, as evidenced by the number of participants with extremely high BMIs (extremely obese) and the number of individuals who reported that their health interfered with their relationships. As mentioned previously, virtual focus groups also enrolled more individuals from hard-to-reach demographic groups, such as those with a high school education or less, those with high family incomes, and those of a race other than black or white.

**Claim #5: Virtual Focus Groups Reduce Participant Burden**

We found that chat and video groups slightly reduced the logistical burden on participants compared with in-person focus groups. On average, virtual group participants spent noticeably less time preparing for the sessions, and they rated the groups as easier to join. However, virtual groups did have higher cancellation and no-show rates, and there was no meaningful difference by mode in participants’ willingness to join another focus group using the same methodology. These findings suggest that, although virtual focus groups reduced participant burden, this feature did not necessarily translate into more active or engaged participants.

**Limitations**

This study offered several advantages over previous research on virtual focus groups, including a direct comparison of 3 modes, objective measurements, and strong experimental controls. Nevertheless, this study does have limitations that need to be considered when interpreting the findings. First, the study had a modest sample size, in terms of both groups and participants, which increases the likelihood that a few data points might have skewed the findings. Second, we conducted the study with a single illness population (type 2 diabetes), which might restrict the generalizability of the findings. Although we selected this population because of its demographic diversity, it is possible that replicating this study with other populations would lead to different results.

Third, we used a single recruitment firm to identify and enroll participants, which means that some results might be influenced by the firm’s procedures and infrastructure. We selected a single firm to standardize recruitment across modes, and we blinded recruiters to the other modes to ensure impartiality. Although we believe these experimental controls outweigh the potential for firm bias, it is a possible limitation. Finally, we encountered a video group scheduling error (ie, second video group scheduled at 7:00-8:00 PM Eastern Daylight Time instead of 8:00-9:00 PM Eastern Daylight Time) that inferred with the study’s experimental time control. All participants were aware of the group starting time. Therefore, it is unlikely that this error affected show rates; however, the earlier timeslot might have affected participant availability.

**Future Research**

This study is an important and rigorous step in establishing the evidence base on virtual focus groups. However, we recommend additional research in this area to broaden and deepen our understanding of this methodology. First, future research should replicate and expand this study with more focus groups, more participants, and more timeslots to see whether the results change. Second, future studies should examine additional populations beyond type 2 diabetes, including hard-to-reach groups (eg, health care providers, individuals with physical disabilities) and sensitive illness populations (eg, sexually transmitted illnesses, clinical depression). Finally, this study addressed only the cost, recruitment, and logistical aspects of...
virtual focus groups, and future studies need to compare virtual and in-person groups in terms of data quality (eg, group dynamics, data breath, data saturation). This final piece is particularly important, as the recruitment and logistical advantages of virtual focus groups may carry less weight if these groups produce inferior data.

Conclusions
Virtual focus groups are an appealing and reasonable option for health and medical researchers who seek faster data, increased participant diversity, and inclusion of hard-to-reach populations in qualitative research (Figure 16). Although virtual groups are unlikely to save money, they do appear to reach a broader range of individuals in terms of geography, race or ethnicity, education, and income, and they seem to offer an advantage when it comes to reaching less healthy individuals and those with mobility impairments. Virtual focus groups also reduce the burden on participants by eliminating travel and minimizing preparation time; however, these advantages do not translate into more active participation, and virtual groups are likely to have higher cancellation and no-show rates. Future research on virtual focus groups should examine data quality to determine whether the methodology’s recruitment and logistical advantages lead to useful data.

**Figure 16.** Summary of hypothetical advantages and supporting evidence for virtual focus groups.

<table>
<thead>
<tr>
<th>Hypothetical advantage</th>
<th>Evidence rating</th>
<th>Evidence summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Virtual focus groups are less expensive</td>
<td>🟢🟢🟢</td>
<td>Chat groups only slightly less expensive. Video groups same cost as in-person groups.</td>
</tr>
<tr>
<td>Virtual focus groups provide faster data</td>
<td>🟢🔴🟢</td>
<td>Travel time eliminated. However, researcher prep time same or longer as in-person groups.</td>
</tr>
<tr>
<td>Virtual focus groups increase participant diversity</td>
<td>🟢🟢🟢</td>
<td>Offer greater geographic, racial, educational, and income diversity. Still reach light Internet users. Watch for geographic clustering near recruitment firm offices.</td>
</tr>
<tr>
<td>Virtual focus groups capture hard-to-reach populations</td>
<td>🟢🟢🟢</td>
<td>Able to reach less healthy populations (e.g., obese). More evidence needed on low-prevalence health conditions.</td>
</tr>
<tr>
<td>Virtual focus groups reduce participant burden</td>
<td>🟢🟢🟡</td>
<td>Easier for participants to join, less prep time needed. However, higher cancellation and no-show rates.</td>
</tr>
</tbody>
</table>
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Abstract

Background: Web-based surveys are increasingly used to capture data essential for human immunodeficiency virus (HIV) prevention research. However, there are challenges in ensuring the informed consent of Web-based research participants.

Objective: The aim of our study was to develop and assess the efficacy of alternative methods of administering informed consent in Web-based HIV research with men who have sex with men (MSM).

Methods: From July to September 2014, paid advertisements on Facebook were used to recruit adult MSM living in the United States for a Web-based survey about risk and preventive behaviors. Participants were randomized to one of the 4 methods of delivering informed consent: a professionally produced video, a study staff-produced video, a frequently asked questions (FAQs) text page, and a standard informed consent text page. Following the behavior survey, participants answered 15 questions about comprehension of consent information. Correct responses to each question were given a score of 1, for a total possible scale score of 15. General linear regression and post-hoc Tukey comparisons were used to assess difference \( P < .001 \) in mean consent comprehension scores. A mediation analysis was used to examine the relationship between time spent on consent page and consent comprehension.

Results: Of the 665 MSM participants who completed the comprehension questions, 24.2% (161/665) received the standard consent, 27.1% (180/665) received the FAQ consent, 26.8% (178/665) received the professional consent video, and 22.0% (146/665) received the staff video. The overall average consent comprehension score was 6.28 (SD=2.89). The average consent comprehension score differed significantly across consent type \( P < .001 \), age \( P = .04 \), race or ethnicity \( P < .001 \), and highest level of education \( P = .001 \). Compared with those who received the standard consent, comprehension was significantly higher for participants who received the professional video consent (score increase=1.79; 95% CI 1.02-2.55) and participants who received the staff video consent (score increase=1.79; 95% CI 0.99-2.59). There was no significant difference in comprehension for those who received the FAQ consent. Participants spent more time on the 2 video consents (staff video median time=117 seconds; professional video median time=115 seconds) than the FAQ (median=21 seconds) and standard consents (median=37 seconds). Mediation analysis showed that though time spent on the consent page was partially responsible for some of the differences in comprehension, the direct effects of the professional video (score increase=0.93; 95% CI 0.39-1.48) and the staff-produced video (score increase=0.99; 95% CI 0.42-1.56) were still significant.
Conclusions: Video-based consent methods improve consent comprehension of MSM participating in a Web-based HIV behavioral survey. This effect may be partially mediated through increased time spent reviewing the consent material; however, the video consent may still be superior to standard consent in improving participant comprehension of key study facts.


(J Med Internet Res 2017;19(3):e64) doi:10.2196/jmir.6710
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Introduction

Men who have sex with men (MSM) continue to be the group most impacted by human immunodeficiency virus (HIV) in the United States. In 2014, 70% of all new infections in the United States occurred among MSM [1]. In many regions around the world, HIV incidence rates among MSM have been increasing [2-4]. This increase has been theorized, in part, to result from an increase of MSM using the Internet to facilitate sexual relationships through partner selection websites [4-7]. There is evidence that men who arrange Web-based sexual encounters may have increased odds of having unprotected anal intercourse [5,6,8], which presents an increased risk for HIV transmission. As a result, Web-based HIV research and prevention opportunities can be particularly valuable.

Increasing Internet accessibility also can improve the delivery of health services among all MSM. Internet usage is highest among young Americans: 96% of 18-29 year olds used the Internet in 2015 [9]. This high coverage provides an opportunity to deliver Web-based HIV prevention and treatment information on a large scale [10,11]. However, HIV prevention research is first needed to establish the efficacy of prevention programs.

The Internet is increasingly being used to recruit underserved MSM and engage them in HIV prevention research [7]. Compared with face-to-face interviews, Web-based research can collect data from a large number of people in a short period of time [12]. Web-based studies can anonymously include MSM who might be stigmatized if their sexual interests were known publicly [13]. Furthermore, Web-based research can provide access to men who might be at an elevated risk of HIV infection. Compared with participants recruited at physical venues, MSM recruited through the Web are more likely to self-report sexually transmitted infections (STIs), anal intercourse, and unprotected anal intercourse [14-18].

However, there are challenges to using the Internet for HIV prevention research [19]. The data can be subject to selection bias because of demographic differences in Internet use and access [9]. Willingness to click on an advertisement, provide consent, and begin a Web-based survey differs by age, race, education, and urbanicity of residence [20]. Furthermore, there are ethical challenges that are unique to Web-based research [11,21]. When consent is administered on the Web, it is difficult to confirm the age, competency, and comprehension of a potential participant [22]. This is particularly concerning because many of the topics that are typically covered in HIV prevention research (sexual behavior, drug use, commercial sex work, and so on) contain confidential and sensitive information.

Most Web-based consent processes involve the respondent reading a document and then indicating that they agree to participate by clicking a button. This is similar to the lengthy terms-of-service documents that many Internet and mobile phone services require, and participants may develop a habit of accepting documents without fully reviewing them. An ethical review of a Web-based HIV prevention study called for innovative ways to provide informed consent to participants [23]. Better alignment between a participant’s typical Web-based experience and the informed consent process may improve their consumption of Web-based consent information.

Many Web-based social media interactions now involve the use of photos and videos [24]. Internet users may also be more acclimated to list-based or brief summaries when they do choose to consume textual information. Previous Web-based research with MSM has also shown that brief consent summaries may improve consent information comprehension over a standard consent process, but this research was done before Web-based interactions became more photo- or video-focused and therefore we did not examine this alternative [19,25]. The objective of our study was to assess if comprehension of key informed consent facts improved through the use of these new techniques versus a standard text-based informed consent form.

Methods

Study Design

A randomized trial (Clinicaltrials.gov NCT02139566) was conducted to assess alternative methods of administering informed consent in a Web-based HIV behavioral research study with young adult MSM residing in the United States. All survey data were collected through a Health Insurance Portability and Accountability Act (HIPAA)–compliant Web-based survey platform (SurveyGizmo, Boulder, CO). Participants were recruited from Facebook from July 28 to September 8, 2014. Banner advertisements were presented to men who indicated they were interested in media and services targeted toward gay men or interested in men on their Facebook profiles. Respondents who clicked on the banners were taken to an eligibility screener. To be eligible, respondents had to report that they lived in the United States, were 18 to 34 years old, were male at birth, and have had sex with another man in the past 12 months. Eligible respondents were randomized by the survey into one of the 4 consent groups: standard informed consent, frequently asked questions (FAQs) informed consent,
a video informed consent produced by a professional company (Tom Coggia, iconAtomic), or a video informed consent produced by study staff (Figure 1). The 3 alternative consent methods were developed based on the results of 5 online focus groups which engaged MSM in discussions about how they considered and interacted with Web-based informed consent documents.

The standard informed consent consisted of a consent document presented in a scrolling window. The FAQ informed consent consisted of 19 questions (e.g., “What is the purpose of the study?” “Who is conducting the study?”) that revealed short paragraphs of information when the participant clicked on them (Multimedia Appendix 1). The 2 video consents were each about 3.5 minutes long and covered the same topics as the standard and FAQ consents, but used a different script written by the researchers and were presented verbally with bullets of key points highlighted on the screen (Multimedia Appendices 2 and 3). The level of reading comprehension was consistent between the video scripts, the standard consent, and the FAQ consent. All respondents also had the option to open or download the full standard informed consent document as a portable document format (PDF). This study was reviewed and approved by Emory University Institutional Review Board that approved a waiver of written informed consent. After providing consent, participants were directed to a 15-minute Web-based survey on demographic characteristics, sexual history, HIV and STI testing history, and use of HIV prevention services. At the end of the survey, we asked 15 questions about essential elements covered in the informed consent process (Multimedia Appendix 4). Participants did not know there would be questions about the informed consent process. Participants who completed the survey and answered the comprehension questions were given a US $20 Amazon gift card sent by email.
Measures

The primary analytic outcome was total consent comprehension score, which was calculated by tabulating the number of consent comprehension questions that each participant got correct. Similar to previously used methods, 1 point was given for each correct question for a minimum total score of 0 and maximum of 15 [26]. The 15 consent comprehension questions were selected from a larger pool of 29 possible questions with multiple questions from each of the essential elements of informed consent [27]. Before the main study, consent comprehension questions were pilot-tested among MSM recruited in the same manner as the main study (banner advertisements on Facebook) and were presented with a standard consent form. The pilot study recruited 132 MSM who completed a short survey and the 29 comprehension questions. The data were analyzed for frequencies of correct responses to the 29 pilot consent comprehension questions. At least one question from each of the essential elements was retained. If there were multiple questions from a category, questions with very low or very high correct response rates were removed in order to allow for variability in responses to assess difference in comprehension during the main study.

Time spent on consent was measured by amount of time the respondent stayed on the Web page with the consent information. In order to progress to the next page, respondents had to click on a button indicating they agree (or do not agree)
to participate in the study. Demographic variables (race or ethnicity, highest level of education, and age) were summarized as frequencies and percentages in each consent group. Race or ethnicity was coded into 6 categories: Asian, black, Hispanic, multiracial, American Indian or Alaska Native, and white.

Analyses
All analyses were done in SAS version 9.4 (SAS Institute, Cary, NC). As recommended for Web-based participant recruitment, a deduplication protocol was determined before data collection to remove duplicate or artificial survey attempts [28]. While implementing the study, we noted a pattern of frequent responses from the same Internet protocol (IP) address, very short survey completion times, and unusual email addresses—all indicators of potential fraudulent responses from artificial hacking or bot programs possibly aimed at getting the monetary incentive. We immediately put measures in place to curtail this activity, including Completely Automated Public Turing test to tell Computers and Humans Apart (CAPTCHA) codes and verification of email addresses submitted for incentives [29]. For purposes of analyses, the following types of responses were excluded: a single IP address submitted 5 or more responses, total completed survey time was less than 5 minutes, or invalid email address as determined by staff member reviewing all submitted emails. All analysis was intent-to-treat and all participants were analyzed in the original randomization groups.

Pearson chi-square tests were used to assess demographic differences by consent randomization group. Time spent on consent and consent comprehension score were analyzed as continuous variables and summarized using medians and interquartile ranges (IQRs) or means and standard deviations, where appropriate. Residuals for both continuous variables were gauged for normality by inspecting histograms, boxplots, and quantile-quantile probability plots. As the time spent on consent was not normally distributed, Kruskal-Wallis tests were used to assess differences in time spent on consent by demographic variables. Time spent on consent was log transformed to assess the correlation with consent comprehension score using Pearson correlation coefficient.

Factors associated with consent comprehension score were assessed using general linear regression. Analyses were conducted for consent group, age, race, and highest level of education. Least-squares means and 95% CIs were reported. When overall significant differences were found, pairwise comparisons were considered using the Tukey-Kramer method [30]. A mediation analysis was conducted to determine if time spent on consent was a mediator in the relationship between consent group and consent comprehension score. Direct effects were calculated to determine the change in consent comprehension score when time on consent was held constant. Indirect effects were calculated to determine the change in consent comprehension score when consent group was held constant and time on consent differed by the amount it differed between consent groups. We used methods for mediation analysis with a multicategorical independent variable as described by Hayes et al [31]. Asymmetric bootstrap procedure with 10,000 resamples was used to calculate bias-corrected CIs around the relative indirect effect estimates. All statistical tests were assessed at alpha=.05.

Results
Of the 2849 survey responses, there were 665 (23.34%, 665/2849) eligible participants who consented to be part of the study and complete the survey and comprehension questions (Figure 1). There were 161 (24.2%, 161/665) participants in the standard consent group, 180 (27.1%, 180/665) in the FAQ group, 178 (26.8%, 178/665) in the professional video group, and 146 (22.0%, 146/665) in the staff video group (Table 1). When subsetting the data to only include survey responses submitted after the artificial hacking or bot was curtailed, the percentage of valid, eligible surveys didn’t substantially differ (data not presented).
Table 1. Demographic characteristics of 665 men who have sex with men who participated in a randomized trial of informed consent methods, by informed consent group randomization, United States, 2014.

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Consent group</th>
<th>P value&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
<td>Standard n (%)</td>
</tr>
<tr>
<td>All</td>
<td>161 (24.2)</td>
<td>180 (27.1)</td>
</tr>
<tr>
<td>Race or ethnicity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian or Pacific Islander</td>
<td>24 (3.6)</td>
<td>3 (1.9)</td>
</tr>
<tr>
<td>Black</td>
<td>22 (3.3)</td>
<td>5 (3.1)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>147 (22.1)</td>
<td>31 (19.4)</td>
</tr>
<tr>
<td>Multiracial</td>
<td>26 (3.9)</td>
<td>6 (3.8)</td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>8 (1.2)</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>White</td>
<td>430 (64.7)</td>
<td>114 (71.3)</td>
</tr>
<tr>
<td>Missing</td>
<td>8 (1.2)</td>
<td></td>
</tr>
<tr>
<td>Highest level of schooling</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤ High school</td>
<td>88 (13.3)</td>
<td>18 (11.2)</td>
</tr>
<tr>
<td>Some college</td>
<td>288 (43.4)</td>
<td>75 (46.6)</td>
</tr>
<tr>
<td>Bachelor's degree</td>
<td>183 (27.6)</td>
<td>46 (28.6)</td>
</tr>
<tr>
<td>Graduate or professional</td>
<td>104 (15.7)</td>
<td>22 (13.7)</td>
</tr>
<tr>
<td>Missing</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Age, in years</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-22</td>
<td>164 (24.7)</td>
<td>46 (28.6)</td>
</tr>
<tr>
<td>23-27</td>
<td>236 (35.5)</td>
<td>57 (35.4)</td>
</tr>
<tr>
<td>28-34</td>
<td>265 (39.8)</td>
<td>58 (36.0)</td>
</tr>
<tr>
<td>Age in years, median (IQR&lt;sup&gt;c&lt;/sup&gt;)</td>
<td>26 (23-29)</td>
<td>25 (22-28)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Frequently asked questions.

<sup>b</sup>Calculated by Pearson chi-square test for categorical variables and by Kruskal-Wallis test for age as a continuous variable. All tests were assessed with alpha=.05.

<sup>c</sup>Interquartile range.

Of the participants that reported a race or ethnicity, most identified as white (64.7%, 430/657) or Hispanic (22.1%, 147/657). The median age was 26 years (IQR: 23-39). There were 88 (13.3%, 88/663) participants who reported that they did not receive any schooling past high school. There was not a statistically significant difference in participant race, highest level of education, or age across the 4 randomized consent groups.

Among all participants, the median time spent on the informed consent was 60.5 seconds (Table 2). The time spent on the consent page significantly differed by type of consent (P<.001), with participants in the professional video (median=115.0 seconds, IQR: 37.0-208.0) and staff video (median=117.0 seconds, IQR: 39.0-212.0) consent groups spending more time than participants in the standard (median=37.0 seconds, IQR: 14.5-88.0) and FAQ (median=20.5 seconds, IQR: 11.0-82.0) consent groups. About 36.5% (65/178) of participants in the professional video group and 19.9% (29/146) of participants in the staff video group stayed on the consent page for an amount of time that was longer than the duration of the video (professional video: 200 seconds; staff video: 218 seconds, Figure 2). The amount of time spent on the informed consent page differed by race (P=.02) and education (P=.01). Time on consent was significantly correlated with consent comprehension score in all consent groups (all P<.001; Figure 2).
Table 2. Time spent on informed consent and consent comprehension scores among men who have sex with men in a randomized trial of informed consent methods, United States, 2014.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Time spent on consenta</th>
<th>Consent comprehension score</th>
<th>Post-hoc Tukey comparisonsf</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>Median</td>
<td>IQRb</td>
</tr>
<tr>
<td>All</td>
<td>660</td>
<td>60.5</td>
<td>17.0-162.0</td>
</tr>
<tr>
<td>Consent group</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standard</td>
<td>160</td>
<td>37.0</td>
<td>14.5-88.0</td>
</tr>
<tr>
<td>FAQg</td>
<td>178</td>
<td>20.5</td>
<td>11.0-82.0</td>
</tr>
<tr>
<td>Professional video</td>
<td>177</td>
<td>115.0</td>
<td>37.0-208.0</td>
</tr>
<tr>
<td>Staff video</td>
<td>145</td>
<td>117.0</td>
<td>39.0-212.0</td>
</tr>
<tr>
<td>Race or ethnicity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>24</td>
<td>71.0</td>
<td>18.0-212.0</td>
</tr>
<tr>
<td>Black</td>
<td>22</td>
<td>95.5</td>
<td>30.0-200.0</td>
</tr>
<tr>
<td>Hispanic</td>
<td>147</td>
<td>25.0</td>
<td>13.0-146.0</td>
</tr>
<tr>
<td>Multiracial</td>
<td>26</td>
<td>67.0</td>
<td>24.0-201.0</td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>8</td>
<td>27.5</td>
<td>17.0-64.5</td>
</tr>
<tr>
<td>White</td>
<td>425</td>
<td>68.0</td>
<td>20.0-166.0</td>
</tr>
<tr>
<td>Highest level of education</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤ High school</td>
<td>88</td>
<td>39.0</td>
<td>14.0-103.5</td>
</tr>
<tr>
<td>Some college</td>
<td>287</td>
<td>53.0</td>
<td>15.0-154.0</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>180</td>
<td>65.0</td>
<td>18.0-173.0</td>
</tr>
<tr>
<td>Graduate or professional</td>
<td>103</td>
<td>93.0</td>
<td>37.0-205.0</td>
</tr>
<tr>
<td>Age, in years</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-22</td>
<td>164</td>
<td>52.5</td>
<td>16.0-157.0</td>
</tr>
<tr>
<td>23-27</td>
<td>234</td>
<td>71.0</td>
<td>21.0-168.0</td>
</tr>
<tr>
<td>28-34</td>
<td>262</td>
<td>53.5</td>
<td>15.0-165.0</td>
</tr>
</tbody>
</table>

aIn seconds.
bIQR: interquartile range.
cCalculated using Kruskal-Wallis tests with alpha=.05.
dSD: standard deviation.
eANOVA: analysis of variance.
fThe null value for mean difference is 0.0.
gFAQ: frequently asked questions.
hReference: Reference category for all mean difference comparisons within each characteristic.

Participants in each consent group recorded the following mean comprehension scores: professional video, 7.3 (SD 2.8, range: 1-13); staff-produced video, 7.3 (SD 2.8, range: 1-13); FAQ, 5.2 (SD 2.7, range: 0-13); and standard consent, 5.5 (SD 2.7, range: 1-13; Figure 3). The average consent comprehension score differed significantly by consent group (P<.001), age (P=.04), race or ethnicity (P<.001), and highest level of education (P=.001; Table 2). On average, participants in the professional video group scored 1.79 (95% CI 1.02-2.55) points higher than participants in the standard consent group. Similarity, the average score of participants who were in the staff-produced video group was 1.79 (95% CI 0.99-2.59) points higher than the standard consent group. There was not a significant difference in the average scores of participants in the FAQ and standard consent groups (P=.75). The number of correct responses significantly differed by consent group for 11 of the 15 consent comprehension questions (Multimedia Appendix 5).
From the mediation analysis, the direct effects of both the professional video (0.93, 95% CI 0.39-1.48) and the staff-produced video (0.99, 95% CI 0.42-1.56) were statistically significant when time spent on consent was held constant. Both video consent methods (relative to standard consent) also indirectly influence consent comprehension score through time spent on consent (professional video 95% CI 0.57-1.16, staff-produced video 95% CI 0.55-1.10; Table 3). This indicates that time on consent functions as a partial mediator of the effect of consent group on consent comprehension score.

Table 3. Results of a mediation analysis of time spent on consent in the relationship between consent type and consent comprehension score among 665 men who have sex with men in a randomized trial of informed consent methods, United States, 2014.

<table>
<thead>
<tr>
<th>Consent group</th>
<th>Total effect</th>
<th>Direct effect</th>
<th>Relative indirect effect through time spent on consent</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient</td>
<td>SE</td>
<td>95% CI</td>
</tr>
<tr>
<td>FAQ†</td>
<td>−0.32</td>
<td>0.30</td>
<td>−0.91 to 0.26</td>
</tr>
<tr>
<td>Professional video</td>
<td>1.78</td>
<td>0.30</td>
<td>1.19 to 2.36</td>
</tr>
<tr>
<td>Staff video</td>
<td>1.80</td>
<td>0.31</td>
<td>1.19 to 2.42</td>
</tr>
</tbody>
</table>

aTotal change in average consent comprehension score.
bChange in consent comprehension score when time spent on consent is held constant.
cChange in consent comprehension score when consent group is held constant and time spent on consent changes by the amount it differs by consent group.
dBC: bias-corrected; number of bootstrap resamples=10,000.
eSE: standard error.
fFAQ: frequently asked questions.
Figure 2. Correlation of time spent on informed consent and consent comprehension score, by type of informed consent, among 665 MSM in a randomized trial of informed consent methods, United States, 2014.
Discussion

Principal Findings

The results of our study highlight the need to improve consent comprehension in Web-based HIV research among MSM. On average, participants were missing one-half (video consent group) to two-thirds (standard consent group) of the informed consent information deemed essential for understanding their participation in it. In particular, questions that focused on personal health information, contacts for questions about the study, or HIPAA authorization were answered correctly by less than half of the participants in every group (Multimedia Appendix 5).

Our study also indicates that video-based methods of administering informed consent can lead to increased consent comprehension (compared with traditional consent forms) in Web-based research. Similar improvements in consent comprehension have been seen when video-based consent is used in clinical and surgical settings [32]. The 4 questions that did not see a difference in consent comprehension focused on benefits of participating (“What benefit can you or others reasonably expect from this research?”), voluntary participation (“True or false: Participation in this study is voluntary”), questions about the study (“Who can you contact if you have questions, concerns or complaints about the study?”), and revoking HIPAA authorization (“What will happen if you revoke your authorization?”). The latter 2 questions were incorrectly answered by the majority of participants in each consent group. Researchers may need to provide these questions early in the consent process or find other ways to highlight this information.
Although the median amount of time spent on consent was much higher in the 2 video groups, many participants still passed through the consent page quickly. About half of the participants in the FAQ group spent less than 20.5 seconds on the consent page, indicating many people read very quickly or did not read every question. Whereas the videos may have held the attention of participants longer, half of the participants in the video group spent less than 2 minutes on the consent page, even though the videos were 3.5 minutes long. It is not clear why time spent on consent varied by race or ethnicity.

Comprehension test scores were almost identical between the 2 video groups, indicating a professionally produced video does not provide additional understanding of informed consent over a staff-produced video. The FAQ group did not demonstrate higher consent comprehension compared with the standard group. This could be because the FAQ consent page still required participants to click on each question and read several lines of text, thus making it less accessible to participants who have lower levels of literacy or susceptible to respondents who click on each question but don’t read each one. In addition, the FAQ consent page did not prohibit users from “clicking through” to the survey, even if they did not open any of the FAQ topics.

Time spent on the consent page was significantly correlated with consent comprehension across all groups. Although the correlation coefficient was largest among participants in the FAQ group, comprehension improved as time spent on the consent page (and, presumably, engagement with the consent materials) increased in all groups. The results from the mediation analysis indicate that time on consent does not entirely explain the association between consent group and consent comprehension, which means participants may understand the content in the video better than other methods. Our survey design did not prevent participants from clicking through to the next page before the entire video had finished, and a large number of participants in each group remained on the video page for a period of time that was shorter than the duration of the video. To ensure that all participants are presented the necessary consent information, researchers could design a survey that prevents the user from advancing to the next page until after the video has finished.

Limitations

There are several limitations to consider when interpreting these results. First, with all Web-based research, decisions made during the deduplication process can lead to biased results [28,33]. As a result of possible fraudulent activity, we had to exclude a large proportion of surveys from this analysis to be most conservative. Though other Web-based research studies that offer incentives have reported similar levels of potentially duplicate or fraudulent surveys, this was uncharacteristically high for many other Web-based research studies with MSM that use a similar deduplication process [33-35]. It is possible our process excluded legitimate responses or failed to exclude some fraudulent responses which may bias findings.

Second, we tested comprehension of consent materials using a survey only among respondents who provided their consent to participate in the main study. We don’t know how many legitimate respondents clicked on the advertisement, encountered the consent materials, and then declined to participate. Although the data would allow us to determine the number of survey responses that landed on the consent page and the number that agreed to participate by each consent randomization group, those data include artificial and duplicate responses. It is possible that one of the consent methods was more likely to discourage participation in the study and if this behavior was also associated with consent, comprehension could lead to biased results. Similarly, all participants had the opportunity to download a PDF version of the written consent and we were not able to track which participants did that. It is possible, though unlikely, that participants in some groups were more likely to download the PDF version. Future implementation of alternative consent methods will also include this option in order to ensure that guidelines for the documentation of informed consent are met [27].

Recruitment for this study targeted social media users and this convenience sample may not be representative of the general community of MSM. However, this type of recruitment is common in research among MSM and allows researchers to collect behavior data for a large number of MSM in a short period of time [36]. Finally, our sample is limited to MSM who report living within the United States, which limits the generalizability of these results to other groups or cultures affected by the HIV epidemic. Although some Web-based HIV risk and prevention research has been conducted in low or middle income countries [37,38], there are additional ethical concerns that must be considered when designing informed consent procedures in these settings [39,40].

Despite these limitations, this research advances the development of innovative methods of administering informed consent in Web-based HIV prevention research among MSM. Although our study tested consent comprehension for a comparative analysis, researchers might also include a Web-based quiz of consent information and require correct answers before proceeding to the actual research [22]. Web-based HIV prevention researchers can also adapt the “teaching then testing” methods used in drug or alcohol abuse research [41].

Future Research

Future research should continue to improve on these innovative consent procedures and ensure they are optimized for use on mobile phone apps. About 64% of American adults now own a mobile phone that can access the Internet [42] and there is indication that MSM continue to adopt mobile phone technology faster than the general population [43] and are increasingly seeking sexual partners on mobile phone apps [7]. Social media mobile sites and mobile phone apps will continue to be a source of recruitment for HIV prevention research. In the current environment, using videos to administer informed consent are likely to be more effective than traditional, text-based approaches. People are currently used to interacting and receiving information through Web-based videos and matching research processes to these user experiences can improve how we conduct key activities. However, the continued use of studies similar to this one will help determine best practices as they arise and develop in this changing environment.
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Abstract

Background: As a legal obligation, the Dutch government publishes online information about tobacco additives to make sure that it is publicly available. Little is known about the influence this website (“tabakinfo”) has on visitors and how the website is evaluated by them.

Objective: This study assesses how visitors use the website and its effect on their knowledge, risk perception, attitude, and smoking behavior. The study will also assess how the website is evaluated by visitors using a sample of the Dutch general population, including smokers and nonsmokers.

Methods: A randomized controlled trial was conducted, recruiting participants from an online panel. At baseline, participants (N=672) were asked to fill out an online questionnaire about tobacco additives. Next, participants were randomly allocated to either one of two experimental groups and invited to visit the website providing information about tobacco additives (either with or without a database containing product-specific information) or to a control group that had no access to the website. After 3 months, follow-up measurements took place.

Results: At follow-up (n=492), no statistically significant differences were found for knowledge, risk perception, attitude, or smoking behavior between the intervention and control groups. Website visits were positively related to younger participants (B=-0.07, 95% CI -0.12 to -0.01; t11=-2.43, P=.02) and having a low risk perception toward tobacco additives (B=-0.32, 95% CI -0.63 to -0.02; t11=-2.07, P=.04). In comparison, having a lower education (B=-0.67, 95% CI -1.14 to -0.17; t11=-2.65, P=.01) was a significant predictor for making less use of the website. Furthermore, the website was evaluated less positively by smokers compared to nonsmokers (t324=-3.55, P<.001), and males compared to females (t324=-2.21, P=.02).

Conclusions: The website did not change perceptions of tobacco additives or smoking behavior. Further research is necessary to find out how online information can be used to effectively communicate about the risks of tobacco additives.

Trial Registration: Nederlands Trial Register NTR4620
http://www.trialregister.nl/trialreg/admin/rctview.asp?TC=4620
(Archived by WebCite at http://www.webcitation.org/6oW7w4Gnj)

(J Med Internet Res 2017;19(3):e60) doi:10.2196/jmir.6785
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Introduction

Cigarettes and other manufactured tobacco products contain numerous additives [1]. A total of 673 different tobacco additives are used during the production of cigarettes [2]. Indeed, one cigarette contains, on average, 68 different additives [3]. Additives such as sugar or vanillin may be perceived as being harmless, but they can develop into harmful carcinogenic substances (eg, formaldehyde) during the combustion process [1,4,5]. Some tobacco additives are thought to cause a higher bioavailability of nicotine, which increases nicotine addiction [6]. From the perspective of those in the tobacco industry, one of the main reasons to use tobacco additives is to improve the taste and to make the smoke milder and consumable [6].

Since 2003, tobacco producers and importers in the Netherlands are legally obliged to list all tobacco additives used in their products and to provide this information to the government [7]. Information about the amount of additives used—including their function and known impact on health—must be declared [8]. Since 2012, the Dutch National Institute for Public Health and the Environment (RIVM) has published information about tobacco additives on a dedicated website (“tabakinfo”). The aim of this website is to provide neutral and objective information to the general population. In contrast to the Netherlands, most other European countries that collect information about tobacco additives do not publish this information. In the United Kingdom, for example, this information is not published because it is feared that people might misunderstand the information [3].

Only two studies—one in Australia [9] and one in the United States [10]—have investigated the influence of the public dissemination of information about components in tobacco or smoke. Results from focus group interviews in Australia demonstrated that information about tobacco additives is desired by the general public. In this case, despite feeling that information about tobacco additives might have an influence on smoking behavior, they were not interested in looking up this information. Moreover, some information appeared to be too detailed or confusing. Additionally, information related to tobacco additives led to some misconceptions. For example, some people thought that cigarettes with fewer additives were less dangerous than cigarettes containing more additives [9].

A cross-sectional quantitative survey in the United States looked at the impact of information about smoke components on smokers and nonsmokers by assessing awareness, worries, and smoking discouragement [10]. The study participants were aware of six of the 20 mentioned components. Reading information related to tobacco additives was associated with increased levels of worry about the harmfulness of substances that were added to tobacco products, such as tobacco additives, compared to substances that naturally occur in cigarette smoke. However, smoke components differ from tobacco additives. Tobacco additives are intentionally added during the manufacturing process of the tobacco product to improve taste or product quality, whereas smoke components are substances to which smokers are exposed to during use of the product. Still, the US study is informative with regard to how people perceive information on tobacco additives.

It is conceivable that information about tobacco additives and smoke components may not be interesting to everyone. Smokers are known to be less interested in information about the risks of smoking [11] in comparison to nonsmokers. It might also be that people with different educational levels understand information about tobacco additives and smoke components differently, or might even misunderstand them. Previous studies that underpin this assumption are rarely about tobacco additives, but have been conducted for potential reduced exposure products (PREPs) (eg, light cigarettes). Some studies demonstrated that smokers believed that light products were less harmful compared to regular cigarettes [12,13]. Although the information given about PREPs in these studies did not contain any statements about positive health outcomes, smokers thought that these products were healthier compared to regular cigarettes [12]. Furthermore, those with a higher education level were more aware of those products. However, no differences were found with regard to risk perceptions of these products when comparing different educational levels [14].

Another study about reactions to reduced risk tobacco advertisements found that people with a lower educational level misinterpreted the advertisement and thought those products were completely free of health risks [15]. Moreover, those with a higher educational level used PREPs more frequently than those with a lower educational level [16]. These results show that information can have a misleading impact. There is a risk that smokers and nonsmokers, as well as people with different educational levels, can misunderstand information provided online about tobacco additives and smoke components. Given that information on tobacco additives is mandatory nowadays, it is important to find out whether this information may result in changing knowledge, risk perceptions, and attitudes about tobacco additives. Indeed, these determinants are important in the intention-forming process in health-related behaviors [17-19]. Currently, there is a lack of insight into these determinants in the Netherlands.

The current website has the aim to provide information to the general public, not to change attitudes and behavior, a goal also strictly guided by policies from the Dutch government on these matters. Yet, because the website could influence attitudes and behavior, these outcomes were also the subject of our evaluation, as well as assessing potential negative side effects of the new website on these outcomes. Therefore, the first aim of our study is to describe the effects of a randomized controlled trial (RCT) in terms of knowledge, risk perception, attitude change about tobacco additives, and smoking behavior. This will be in terms of the amount of daily smoked cigarettes. The second aim is to assess the usage of the website. Finally, we will describe evaluation of the website by the visitors.

Methods

The Tabakinfo Website

For this study, we made a copy of the original website and deactivated hyperlinks to information that was not about tobacco
additives, which were also available on the original website. By doing this, we wanted to reduce attention to other information and be able to measure the usage behavior of participants. On the tabakinfo website, participants could find information about legislation on tobacco additives, why tobacco additives are used, and in which products they are added. Furthermore, 15 specific tobacco additives (e.g., sugar or vanillin) were listed on fact sheets. These provided more information about the function of these additives and their potential harms. The website also provided a database where visitors could search for specific products by brand and get an overview about composition and additives.

**Design**

An RCT with three study groups (tobacco info, tobacco info plus database, and control group) and two measurement times (baseline and follow-up) was conducted (Figure 1). Participants in all three groups had to fill in the baseline questionnaire.

![Figure 1. Flowchart of study design.](image)

Procedure and Participants

Participants older than 18 years were recruited via a Dutch independent Internet panel that operates in line with ISO standards [21]. All members of this panel expressed their willingness to participate in scientific research studies. In total, 1000 panel members were invited to participate in this study, of which 672 panel members did (67.21% response rate). Data collection took place in July (baseline) and October (3-month follow-up) 2014. After receiving an email invitation, participants had 1 week to fill in the questionnaire. One email reminder was sent to participants who had not responded after 5 days. To be able to make a comparison between smoker and nonsmoker perceptions of the website, we aimed to have 50% of the participants in the study sample as smokers and 50% as nonsmokers. Panel members received an email with a link to the online questionnaire. At the end of the questionnaire, a unique link to the study website was included for participants from one of the experimental groups. The email for participants allocated to the control group did not include this. The use of a unique link for each participant from the experimental groups provided the opportunity to track behavior of the participants on the website (i.e., what parts of the website the participants visited) using the software ComScore by Sistat [22]. The invitation for the follow-up measurement was only sent to participants who completed the baseline questionnaire. Participants received incentives in the form of points they can collect and exchange for vouchers.

**Questionnaire**

The questionnaire was administered in Dutch. Personal characteristics were assessed only at baseline and included gender (1=male, 2=female), age (1=18-19, 2=20-24, 3=25-29, 4=30-34, 5=35-39, 6=40-44, 7=45-49, 8=50-54, 9=55-59,
10\text{=}60-64, 11\text{=}65 years or older), educational status (1\text{=}low: no education, primary or lower vocational school, 2\text{=}middle: secondary vocational school or high school, 3\text{=}high: higher education or university), and income (1\text{=}low: <€12,500; 2\text{=}middle: €26,000-€39,000; 3\text{=}high: €39,000 or more). As described by Statistics Netherlands, distribution of the sample was representative of the Dutch population with regard to age, gender, income, and level of education [23].

At baseline, participants were asked with one item if they already knew the website: “Are you familiar with the tabakinfo website?” (1\text{=}yes, 2\text{=}no).

Smoking behavior, knowledge, risk perception, and attitude toward tobacco additives were measured at baseline and at 3-month follow-up. In line with World Health Organization guidelines for measurements of smoking status, all participants were asked whether they smoked at least once a month (1\text{=}yes, 0\text{=}no) [24]. If yes, participants were categorized as smokers. They were then asked to indicate through multiple choice questions how many they smoked a day, the brand they smoked, and the type of cigarettes they smoked (eg, cigarillos, cigars, rolling tobacco, or pipe).

Omega was used to assess the internal structure of the scales [25]; this value represents a less biased alternative to Cronbach alpha [26]. Similar to Cronbach alpha, omega values can range from 0 to 1, where higher values indicate a more coherent internal structure. In other words, the proportion of variance due to a general factor (ie, omega) provides important information about the extent to which a scale score estimates a latent variable common to all items [27]. Knowledge about tobacco additives was assessed with 10 right or wrong statements (omega=0.82, 95% CI 0.80-0.84). To dichotomize knowledge, we recoded “I don’t know” answers as answering the question wrong because they did not know the right answer. For example, “Tobacco with additives consists of less carcinogenic substances compared to tobacco without additives” (wrong).

To measure risk perception toward tobacco additives, six items were assessed; three items covered cognitive aspects and three items covered affective aspects of risk perception. These questions were based on earlier questionnaires assessing risk perception and were adjusted for tobacco additives [28]. Answers were given on a five-point Likert scale (5\text{=}totally agree, 1\text{=}totally disagree; omega=0.81, 95% CI 0.77-0.84). “If I smoke tobacco with additives I have a high chance of getting cancer,” is an example item of a cognitive risk perception item.

Attitude toward tobacco additives was assessed by 14 items on a five-point Likert scale (5\text{=}totally agree, 1\text{=}totally disagree); there were eight items about the pros with regard to tobacco additives and six items about the cons of tobacco additives (pro: omega=0.83, 95% CI 0.79-0.86; con: omega=0.79, 95% CI 0.76-0.82). These questions were based on an earlier questionnaire assessing attitude and were adjusted for tobacco additives [29,30]. As an example, for a pro attitude item, participants were asked, “If I would smoke tobacco with additives, I feel good.” Items with regard to the evaluation of the questionnaire was included in all studies that were conducted in the panel used in the study at hand. On a visual analog five-point Likert scale, participants rated whether they evaluated the questionnaire as interesting (1) or uninteresting (5), pleasurable (1) or not (5), too long (5) or too short (1), and difficult (1) or easy (5) to answer. We also documented how many minutes it took to complete the questionnaire.

The follow-up measurement contained items about the website evaluation, which were only answered by participants from the two experimental groups. Participants’ perceptions about the website were assessed using 10 concepts about diverse aspects of the website, such as content, layout, language, or navigation [31]. These different constructs are useful in evaluating different aspects of visitor experiences on the website. Positive experiences are associated with detailed use [32]. Completeness and layout were assessed with two items, and the other concepts with three items each: efficiency (eg, I easily find information I am looking for on this website; omega=0.92, 95% CI 0.90-0.93), effectiveness (eg, The website provides useful information; omega=0.92, 95% CI 0.91-0.94), enjoyment (eg, I found my visit on this website enjoyable; omega=0.96, 95% CI 0.95-0.96), active trust (eg, I would act on the information presented on this website if needed; omega=0.89, 95% CI 0.86-0.91) [31,33], relevance (eg, The information on the website was new to me; omega=0.78, 95% CI 0.71-0.80), understanding (eg, I found many words on the website difficult to understand; omega=0.83, 95% CI 0.82-0.88), completeness (eg, The website contains enough information; r=.79), layout (eg, I found that the layout of the website looks good; r=.29), recommendation to others (eg, I would recommend the website to others; omega=0.83, 95% CI 0.84-0.89), and intention to revisit (eg, I would revisit the website again; omega=0.84, 95% CI 0.81-0.87). All items could be answered on a five-point Likert scale (1\text{=}totally disagree, 3\text{=}neither disagree nor agree, 5\text{=}totally agree).

Website use was assessed based on tracking the unique links that participants received. Using these unique links, it was possible to see which pages each participant visited.

Statistical Analyses

Data was analyzed using the software SPSS version 24 and R was used to calculate omegas as scale reliability for knowledge, risk perception, attitude pro, attitude con, and website evaluation constructs. Logistic regression analysis was used to evaluate whether dropout was higher among specific subgroups. Frequencies and descriptive statistics were used to describe the study sample at baseline.

Linear regression using the enter method was used to analyze differences in knowledge, risk perception, attitude, and the amount of cigarettes smoked per day between control and study groups after visiting the website. All analysis was done for these five outcome variables, with age, gender, level of education and income, and smoking status as independent variables. Further, interaction between of study group*age, study group*smoking status, and study group*education were used in order to determine any differences among the subgroups using the website. If one of these interaction terms were significant at a
Analyses on the relevant subgroups were undertaken. All analyses were corrected for age, gender, educational level, income, and smoking status. When analyzing the follow-up effects of knowledge, risk perception, attitude pro, attitude con, and smoking, the corresponding baseline measurement was included on each of the analysis.

Linear regression analyses using the enter method were conducted to determine the predictors of website use. For this purpose, a continuous dependent variable was calculated which summed up the numbers of visited pages within the website. This included specific information about tobacco additives. Independent variables included age, gender, education, income, knowledge, attitude, risk perception, smoking status, amount of smoked cigarettes, duration of questionnaire, and questionnaire evaluation. In total, 19 participants reported at baseline that they knew the website (tobacco info group: n=9; tobacco info plus database group: n=7; control group: n=3) and were excluded from analyses.

Finally, we analyzed how the website was evaluated by the different subgroups. For this purpose, we conducted independent sample t tests to compare males with females, and smokers with nonsmokers, using ANOVA Tukey post hoc tests we compared educational and income levels and used the means of each of the 10 evaluation concepts (efficiency, effectiveness, active trust, relevance, enjoyment, understanding, completeness, layout, recommendation to others, and intention to revisit).

### Results

#### Sample Characteristics and Attrition

The study sample (Table 1) consisted of 672 participants (tobacco info plus database group: n=218; tobacco info group: n=218; control group: n=236) at baseline (male: 54.8%, 368/672). In terms of age and gender, the distribution within the study sample was in line with distribution in the Netherlands, as was distribution of income (high: 31.7%, 213/672; middle: 45.2%, 304/672; low: 23.1%, 155/672) and education (high: 24.6%, 165/672; middle: 43.2%, 290/672; low: 32.3%, 217/672). Furthermore, the sample consisted of 53.9% (632/672) smokers. Table 2 presents perceptions about tobacco additives at baseline and follow-up for each of the study groups.

<table>
<thead>
<tr>
<th>Variables</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
</tr>
<tr>
<td>18-19</td>
<td>23 (3.4)</td>
</tr>
<tr>
<td>20-24</td>
<td>58 (8.9)</td>
</tr>
<tr>
<td>25-29</td>
<td>61 (9.1)</td>
</tr>
<tr>
<td>30-34</td>
<td>50 (7.4)</td>
</tr>
<tr>
<td>35-39</td>
<td>47 (7.0)</td>
</tr>
<tr>
<td>40-44</td>
<td>60 (8.9)</td>
</tr>
<tr>
<td>45-49</td>
<td>69 (10.3)</td>
</tr>
<tr>
<td>50-54</td>
<td>66 (9.8)</td>
</tr>
<tr>
<td>55-59</td>
<td>61 (9.1)</td>
</tr>
<tr>
<td>60-64</td>
<td>50 (7.4)</td>
</tr>
<tr>
<td>≥65</td>
<td>127 (18.9)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>368 (54.8)</td>
</tr>
<tr>
<td>Female</td>
<td>304 (45.2)</td>
</tr>
<tr>
<td>Smoking</td>
<td></td>
</tr>
<tr>
<td>Smoker</td>
<td>362 (53.9)</td>
</tr>
<tr>
<td>Nonsmoker</td>
<td>310 (46.1)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>217 (32.3)</td>
</tr>
<tr>
<td>Middle</td>
<td>290 (43.2)</td>
</tr>
<tr>
<td>High</td>
<td>165 (24.6)</td>
</tr>
<tr>
<td>Income</td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>155 (23.1)</td>
</tr>
<tr>
<td>Middle</td>
<td>304 (45.2)</td>
</tr>
<tr>
<td>High</td>
<td>213 (31.7)</td>
</tr>
</tbody>
</table>

---

*Table 1. Participant characteristics (N=672).*
The loss to follow-up after 3 months was 26.8% (180/672). Dropout was significantly higher for participants with a lower income (OR 0.42, 95% CI 0.19-0.90, \(P=0.03\)), higher within the experimental group tobacco info plus database (OR 2.17, 95% CI 1.12-4.22, \(P=0.02\)), and among participants who indicated at baseline that they did not like filling out the questionnaire (OR 0.48, 95% CI 0.30-0.77, \(P=0.002\)). With regard to all other variables, including age, gender, smoking behavior, educational level, evaluation of the questionnaire (clear: mean 1.9, SD 1.1; interesting: mean 2.1, SD 1.2; length: mean 3.0, SD 0.6; pleasurable: mean 2.1, SD 1.1), for knowledge, attitude, and risk perception, no significant differences in dropout were found.

**Determinants and Smoking Status**

Table 2 indicates the mean values of tobacco additives perceptions at baseline and follow-up. ANOVA and Tukey post hoc tests did not reveal differences between the three study groups. As can been seen in Tables 3 and 4, after the 3-month follow-up, when compared to the control group, neither one of the measured concepts with regard to tobacco additives (knowledge: \(R^2=0.39\); risk perception: \(R^2=0.30\); attitude pro: \(R^2=0.34\); attitude con: \(R^2=0.38\)) or the amount of cigarettes smoked per day (\(R^2=0.62\)) changed within the experimental groups. Furthermore, smokers had significantly lower risk perception and a less negative attitude toward tobacco additives than nonsmokers. None of the interaction terms were significant, indicating that there were no subgroup effects for smoking status, people with different educational levels, and age groups.

### Table 2. Baseline and 3-month follow-up perceptions about tobacco additives.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Tobacco info group, mean (SD)</th>
<th>Tobacco info plus database group, mean (SD)</th>
<th>Control group, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Knowledge (score 0-1)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>0.42 (0.28)</td>
<td>0.44 (0.28)</td>
<td>0.42 (0.29)</td>
</tr>
<tr>
<td>Follow-up</td>
<td>0.56 (0.28)</td>
<td>0.54 (0.28)</td>
<td>0.53 (0.26)</td>
</tr>
<tr>
<td><strong>Risk perception (score 1-5)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>3.45 (0.62)</td>
<td>3.42 (0.61)</td>
<td>3.41 (0.61)</td>
</tr>
<tr>
<td>Follow-up</td>
<td>3.47 (0.61)</td>
<td>3.49 (0.60)</td>
<td>3.45 (0.66)</td>
</tr>
<tr>
<td><strong>Attitude pro (score 1-5)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>2.64 (0.52)</td>
<td>2.54 (0.62)</td>
<td>2.60 (0.64)</td>
</tr>
<tr>
<td>Follow-up</td>
<td>2.53 (0.58)</td>
<td>2.53 (0.60)</td>
<td>2.43 (0.63)</td>
</tr>
<tr>
<td><strong>Attitude con (score 1-5)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>3.40 (0.58)</td>
<td>3.50 (0.64)</td>
<td>3.43 (0.67)</td>
</tr>
<tr>
<td>Follow-up</td>
<td>3.48 (0.66)</td>
<td>3.49 (0.61)</td>
<td>3.55 (0.73)</td>
</tr>
</tbody>
</table>
Table 3. Linear regression results for knowledge, risk perception, and attitude pro after follow-up measurement among study groups.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Knowledge</th>
<th>Risk perception</th>
<th>Attitude pro</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B (95% CI)(^a)</td>
<td>P</td>
<td>B (95% CI)(^a)</td>
</tr>
<tr>
<td>Tobacco info group</td>
<td>0.08 (–0.14, 0.30)</td>
<td>.46</td>
<td>0.22 (–0.31, 0.75)</td>
</tr>
<tr>
<td>Tobacco info + database group</td>
<td>0.16 (–0.07, 0.38)</td>
<td>.17</td>
<td>0.52 (–0.02, 1.07)</td>
</tr>
<tr>
<td>Age</td>
<td>0.00 (–0.01, 0.01)</td>
<td>.77</td>
<td>0.02 (–0.01, 0.05)</td>
</tr>
<tr>
<td>Gender</td>
<td>–0.01 (–0.06, 0.03)</td>
<td>.52</td>
<td>–0.03 (–0.14, 0.07)</td>
</tr>
<tr>
<td>Education low</td>
<td>–0.03 (–0.12, 0.07)</td>
<td>.61</td>
<td>–0.17 (–0.41, 0.06)</td>
</tr>
<tr>
<td>Education middle</td>
<td>–0.05 (–0.14, 0.03)</td>
<td>.21</td>
<td>–0.10 (–0.30, 0.10)</td>
</tr>
<tr>
<td>Income low</td>
<td>0.01 (–0.04, 0.07)</td>
<td>.65</td>
<td>–0.10 (–0.23, 0.04)</td>
</tr>
<tr>
<td>Smoking status</td>
<td>0.00 (–0.05, 0.04)</td>
<td>.93</td>
<td>0.10 (–0.01, 0.21)</td>
</tr>
<tr>
<td>Tobacco info group*age</td>
<td>–0.01 (–0.03, 0.01)</td>
<td>.26</td>
<td>–0.02 (–0.06, 0.02)</td>
</tr>
<tr>
<td>Tobacco info group*education low</td>
<td>0.01 (–0.12, 0.14)</td>
<td>.88</td>
<td>0.06 (–0.26, 0.38)</td>
</tr>
<tr>
<td>Tobacco info group*education middle</td>
<td>0.05 (–0.07, 0.17)</td>
<td>.43</td>
<td>0.09 (–0.19, 0.38)</td>
</tr>
<tr>
<td>Tobacco info + database group*edu-</td>
<td>–0.02 (–0.16, 0.11)</td>
<td>.76</td>
<td>0.03 (–0.30, 0.35)</td>
</tr>
<tr>
<td>Smoking status</td>
<td>0.01 (–0.11, 0.14)</td>
<td>.82</td>
<td>–0.14 (–0.44, 0.16)</td>
</tr>
<tr>
<td>Tobacco info group*smoking</td>
<td>–0.04 (–0.14, 0.06)</td>
<td>.39</td>
<td>–0.09 (–0.32, 0.15)</td>
</tr>
<tr>
<td>Tobacco info + database group*smok</td>
<td>–0.04 (–0.14, 0.06)</td>
<td>.42</td>
<td>–0.17 (–0.41, 0.07)</td>
</tr>
<tr>
<td>Baseline assessment(^b)</td>
<td>0.60 (0.52, 0.67)</td>
<td>&lt;.001</td>
<td>0.47 (0.39, 0.55)</td>
</tr>
</tbody>
</table>

\(^a\) Unstandardized B.

\(^b\) Baseline assessment for the corresponding outcome.
Table 4. Linear regression results for outcome for attitude con and cigarettes per day after follow-up measurement among study groups.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Attitude con</th>
<th>Cigarettes per day</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B (95% CI)a</td>
<td>P</td>
</tr>
<tr>
<td>Tobacco info group</td>
<td>0.12 (–0.42, 0.65)</td>
<td>.66</td>
</tr>
<tr>
<td>Tobacco info + database group</td>
<td>0.40 (–0.14, 0.95)</td>
<td>.15</td>
</tr>
<tr>
<td>Age</td>
<td>0.00 (–0.03, 0.03)</td>
<td>.90</td>
</tr>
<tr>
<td>Gender</td>
<td>0.06 (–0.05, 0.16)</td>
<td>.27</td>
</tr>
<tr>
<td>Education low</td>
<td>0.06 (–0.18, 0.29)</td>
<td>.64</td>
</tr>
<tr>
<td>Education middle</td>
<td>–0.13 (–0.34, 0.07)</td>
<td>.21</td>
</tr>
<tr>
<td>Income low</td>
<td>–0.02 (–0.16, 0.11)</td>
<td>.75</td>
</tr>
<tr>
<td>Income middle</td>
<td>0.06 (–0.06, 0.17)</td>
<td>.32</td>
</tr>
<tr>
<td>Smoking status</td>
<td>0.27 (0.10, 0.45)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Tobacco info group*age</td>
<td>0.00 (–0.04, 0.04)</td>
<td>.85</td>
</tr>
<tr>
<td>Tobacco info + database group*age</td>
<td>–0.01 (–0.05, 0.03)</td>
<td>.69</td>
</tr>
<tr>
<td>Tobacco info group*education low</td>
<td>–0.12 (–0.44, 0.20)</td>
<td>.48</td>
</tr>
<tr>
<td>Tobacco info group*education middle</td>
<td>0.23 (–0.06, 0.53)</td>
<td>.11</td>
</tr>
<tr>
<td>Tobacco info + database group*education low</td>
<td>–0.34 (–0.67, 0.01)</td>
<td>.40</td>
</tr>
<tr>
<td>Tobacco info + database group*education middle</td>
<td>–0.13 (–0.44, 0.17)</td>
<td>.39</td>
</tr>
<tr>
<td>Tobacco info group*smoking</td>
<td>–0.17 (–0.41, 0.07)</td>
<td>.17</td>
</tr>
<tr>
<td>Tobacco info + database group*smoking</td>
<td>–0.15 (–0.39, 0.09)</td>
<td>.23</td>
</tr>
<tr>
<td>Baseline assessmentB</td>
<td>0.54 (0.46, 0.63)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

a Unstandardized B.
b Baseline assessment for the corresponding outcome.

Website Use

All participants from the tobacco info group visited the website. From the tobacco info plus database group, 159 of 163 participants (97.6%) visited the website; specific information about tobacco additives, another part of the website, was looked up by 129 of 346 (37.3%) participants from both groups. Only a small minority of participants browsed the website to gain more information about one of the 14 specific tobacco additives, such as vanilla (23/346, 6.7%) or sugar (25/346, 7.2%). Of those participants from the tobacco info plus database group who visited the website (n=159), 33.3% (53/159) visited the subwebsite that provided the database.

The model in Table 5 accounted for 78% of the total variance in predicting website usage. It shows that being younger (B=–0.07, t11=–2.43, P=.03) and having a low risk perception toward tobacco additives (B=–0.32, t11=–2.07, P=.04) were significant predictors for website usage, but having a lower educational level (B=–0.67, t11=–2.65, P=.01) was a significant predictor for using the website less.
Table 5. Linear regression analysis of predictors of website use (n=337).

<table>
<thead>
<tr>
<th>Variables</th>
<th>B (95% CI)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smoking</td>
<td>-0.08 (-0.43, 0.27)</td>
<td>.66</td>
</tr>
<tr>
<td>Age</td>
<td>-0.07 (-0.12, -0.01)</td>
<td>.02</td>
</tr>
<tr>
<td>Gender</td>
<td>-0.15 (-0.48, 0.18)</td>
<td>.37</td>
</tr>
<tr>
<td>Education low</td>
<td>-0.66 (-1.14, -0.17)</td>
<td>.05</td>
</tr>
<tr>
<td>Education middle</td>
<td>-0.32 (-0.75, 0.11)</td>
<td>.14</td>
</tr>
<tr>
<td>Income low</td>
<td>-0.03 (-0.51, 0.44)</td>
<td>.89</td>
</tr>
<tr>
<td>Income middle</td>
<td>-0.10 (-0.49, 0.29)</td>
<td>.61</td>
</tr>
<tr>
<td>Knowledge</td>
<td>0.43 (-0.21, 1.07)</td>
<td>.19</td>
</tr>
<tr>
<td>Risk perception</td>
<td>-0.32 (-0.63, -0.02)</td>
<td>.04</td>
</tr>
<tr>
<td>Attitude pro</td>
<td>-0.05 (-0.39, 0.28)</td>
<td>.75</td>
</tr>
<tr>
<td>Attitude con</td>
<td>0.10 (-0.25, 0.46)</td>
<td>.57</td>
</tr>
</tbody>
</table>

a Unstandardized B.

Website Evaluation

The website was evaluated through use of the following 10 concepts: efficiency, effectiveness, active trust, relevance, enjoyment, understanding, completeness, layout, recommendation to others, and intention to revisit. Table 6 shows the mean scores of these scales for the study sample. As can be seen, participants tended to evaluate all these concepts negatively because their answers ranged between disagree and neutral.

Table 6. Website evaluation.

<table>
<thead>
<tr>
<th>Evaluation variables</th>
<th>Tobacco info group, mean (SD) (n=158)</th>
<th>Tobacco info plus database group, mean (SD) (n=157)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enjoyment</td>
<td>2.73 (0.70)</td>
<td>2.38 (0.65)</td>
</tr>
<tr>
<td>Layout</td>
<td>2.58 (0.58)</td>
<td>2.67 (0.63)</td>
</tr>
<tr>
<td>Intention to revisit</td>
<td>2.74 (0.77)</td>
<td>2.88 (0.86)</td>
</tr>
<tr>
<td>Active trust</td>
<td>2.60 (0.70)</td>
<td>2.61 (0.69)</td>
</tr>
<tr>
<td>Recommending to others</td>
<td>2.64 (0.70)</td>
<td>2.66 (0.73)</td>
</tr>
<tr>
<td>Relevance</td>
<td>2.38 (0.65)</td>
<td>2.48 (0.59)</td>
</tr>
<tr>
<td>Completeness</td>
<td>2.32 (0.58)</td>
<td>2.41 (0.69)</td>
</tr>
<tr>
<td>Efficiency</td>
<td>2.28 (0.62)</td>
<td>2.38 (0.65)</td>
</tr>
<tr>
<td>Effectiveness</td>
<td>2.25 (0.61)</td>
<td>2.33 (0.64)</td>
</tr>
<tr>
<td>Understanding</td>
<td>2.22 (0.66)</td>
<td>2.34 (0.65)</td>
</tr>
</tbody>
</table>

a Scales: 1=totally disagree, 3=neither disagree nor agree, 5=totally agree.

For all these concepts, we did not find significant differences between participants with different educational levels, income groups, or different ages. Females (mean 2.70, SD 0.73) were found to put a significantly higher degree of active trust in the website compared to males (mean 2.53, SD 0.65; mean difference=–0.17, 95% CI –0.33 to –0.17; t_{324}=–2.21, P=.03). Furthermore, smokers (mean 2.66, SD 0.79) compared to nonsmokers (mean 2.90, SD 0.80) had a significantly lower intention to revisit the website again (mean difference=–0.32, 95% CI –0.49 to –0.14; t_{324}=–3.55, P<.001).

Discussion

Main Findings

This study showed that participants at baseline did not have a high level of knowledge about tobacco additives, which is in line with a recent study from the United States [34]. Furthermore, our participants had no strong positive or negative risk perception or attitude regarding tobacco additives.

We demonstrated that, at 3-month follow-up, visiting the website resulted in no changes between the control group and the experimental groups. This could be explained by several factors. Firstly, the participants from our study visited the website only once. This single exposure to new information might not be
enough to expect any changes in smoking behavior, nor
determinants such as knowledge, risk perception, or attitude
[35]. Furthermore, participants showed low levels of engagement
with the website in terms of visiting subwebsites and specific
information. Also, participants did not evaluate the website
positively and had low intentions to revisit the website, which
could have limited the impact of the website. In addition, it
might also be possible that participants from the control group
became curious about the topic of tobacco additives and
searched for more information about this topic (eg, using
Google). Those participants might have visited the original
website and received the same information about tobacco
additives as the experimental groups or found other information
about tobacco additives on the Web.

Secondly, with regard to predictors of website use, we found
that personal characteristics, such as an older age, higher
educational level, and having a high risk perception toward
tobacco additives is associated with more extensive website
use. This included visiting more subwebsites (ie, looking up
specific information about tobacco additives). This is in line
with previous findings that people with a higher socioeconomic
status are more interested in health-related topics and search
the Internet more frequently for health information [36,37].
Furthermore, a content analysis of information provided online
on tobacco indicated that most websites require high grades of
reading levels [38]. These requirements might explain why
participants with a lower educational level visited less
information on the evaluated website. Besides, participants with
a low risk perception toward tobacco additives had visited the
website in more detail, supporting earlier findings indicating
that high risk perception is associated with the avoidance of
seeking information [39,40].

In general, the overall results show that only one-third of the
participants from the experimental group visited the database,
a minority visited the website in detail, and that the evaluation
of the website was not positive. It is important to mention that
smokers had a lower intention to revisit the website again and
these people are the target markets of this website. Visitors
should benefit from the website, for example, in terms of
increasing their knowledge. There may be several reasons why
people do not visit a website in-depth: the layout, design,
structure, and function of a website are essential elements that
determine how a website will be perceived and used [41]. The
evaluation of the website indicates important concepts of the
website should be improved, such as understanding, relevance,
trust, or enjoyment. Improving the website might motivate
visitors to stay longer on the website, which in turn increases
the chance that visitors receive information about tobacco
additives. Furthermore, the website might be improved by
changing the navigation into a clearer display, thereby avoiding
hyperlinks within the text. Instead, a navigation path next to the
main text may be provided. Given the fact that participants from
this study did not visit pages with in-depth information about
specific tobacco additives, it might be worth changing the
content of the information into more general and less-specific
information. This is because the majority of participants only
looked at general information. More in-depth information about
tobacco additives might be offered on the website and could
also be labeled as “in-depth information” to help visitors to
distinguish between broad and deep information. It might also
be helpful to guide visitors through the website using options
such as “what information are you looking for?” These
recommendations must be examined in further studies.

Limitations

There are some limitations to this study. Our participants were
recruited via a panel and received a reward for participating.
The information given on the website might have a greater
impact on people who visited the website proactively. Yet,
inclusion of visitors only could have jeopardized the
generalizability of our findings to the overall Dutch population.

Our model of predicted website use had a very low explained
variance (8%). This indicates that there must be other variables
that we did not measured and are related to website use. It is
conceivable that there are topic-related variables about tobacco
additives that we did not assess, such as interest, or variables
associated with Internet usage, including health literacy [42].

Furthermore, we only assessed which hyperlinks participants
used; other measures of website engagement, such as time
people spent online, might be of interest.

Another limitation of our study is that we cannot preclude the
possibility that participants from the control group visited the
original website between the baseline and the follow-up
measurement. This is because the website could be found on
the Web just as other websites about tobacco additives on the
Web (eg, by means of a Google search). Finally, hyperlinks to
topics other than tobacco additives on the website were
deactivated, possibly resulting in bias to the observed website
usage.

Conclusion

With the tabakinfo website and disclosure of information about
tobacco additives, the Dutch government fulfills their
requirements to inform the general population [43]. Visiting
the website did not influence knowledge, risk perception,
attitudes toward tobacco additives, and smoking behavior. If
website-based health-related information is to have an impact
on concepts such as knowledge, risk perception, or attitude, it
will be necessary to adapt the website more to the needs of the
visitors. That could be achieved, for example, by making the
information easily accessible on the home page, thus avoiding
long browsing activities. This is because most of the participants
only visited the first subwebsite. Furthermore, it may be
desirable to make the website more attractive to those who are
less educated and to smokers. It might also be also possible that
the website was not encouraging participants to look up
information in detail, but this notion needs to be evaluated
through further studies. Additionally, as the needs of visitors
may differ, tailoring the information to their needs is
recommended. Indeed, further research is needed to gain a
deep insight into these needs and requirements.
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Abstract

Background: Growing evidence that patient engagement improves health outcomes and reduces health care costs has fueled health providers’ focus on patient portals as the primary access point for personal health information and patient-provider communication. Whereas much attention has been given to identifying characteristics of older adults who do and do not adopt patient portals and necessary adaptions to portal design, little is known about their attitudes and perceptions regarding patient portal use as a tool for engagement in their health care within the context of health literacy, experience navigating Web-based health information, and previous patient portal use.

Objective: The specific aims of this study were to explore attitudes toward portal adoption and its perceived usefulness as a tool for health care engagement among adults (65 years and older) who have varying levels of health literacy and degrees of prior patient portal use.

Methods: A phone survey of 100 community dwelling adults gathered sociodemographic, health, and technology related information. Older adults were purposefully selected for 4 follow-up focus groups based on survey responses to health literacy and previous patient portal use. A mixed-method approach was used to integrate phone survey data with thematic analysis of 4 focus groups. Due to variability in attitudes between focus group participants, an individual case analysis was performed and thematic patterns were used as the basis for subgroup formation.

Results: Differences in health literacy, comfort navigating health information on the Web, and previous portal experience explained some but not all differences related to the 7 themes that emerged in the focus groups analysis. Individual cases who shared attitudes were arranged into 5 subgroups from least to most able and willing to engage in health care via a patient portal. The subgroups’ overall portal adoption attitudes were: (1) Don’t want to feel pushed into anything, (2) Will only adopt if required, (3) Somebody needs to help me, (4) See general convenience of the portal for simple tasks and medical history, but prefer human contact for questions, and (5) Appreciates current features and excited about new possibilities.

Conclusions: Most of the older adults are interested in using a patient portal regardless of health literacy level, previous patient portal adoption, or experience navigating health information on the Web. Research targeting informal caregivers of older adults who are unable or unwilling to engage with information technology in health care on their own is warranted. Health care organizations should consider tailored strategies to meet the needs of older adults (and their informal caregivers) and explore alternative workflows that integrate patient portal information into phone conversations and face-to-face contact with health care providers.
Introduction

Growing evidence that patient engagement improves health outcomes and reduces health care costs [1] coupled with government reforms to promote efficiency, quality, and safety [2] has fueled health providers’ focus on patient portals as the primary access point for personal health information and patient-provider communication [3]. Additionally, health systems have added convenience features such as prescriptions refills and appointment scheduling. Consequently, consumer adoption of patient portals is becoming increasingly critical for receipt of quality health care including interactions with health providers outside of clinical visits and quick access to one’s personal health information.

Although the intention of patient portals is to promote patient engagement, numerous large-scale survey studies have demonstrated that older adults are less likely to adopt portals even though they utilize the greatest proportion of health care resources [4-6]. Low adoption rates are most pronounced among older adults who have less access to and experience with technology, less education, and who demonstrate low health literacy and numeracy skills [7,8]. These barriers have been aptly described as the “gray digital divide” [9].

Qualitative studies examining the known barriers that contribute to the gray digital divide discuss a strong need for supplementary support to assist vulnerable patients with portal navigation, particularly those with limited health literacy [10,11]. In addition, user-satisfaction, usability, and task analysis studies [12-15] have focused on older adults’ experiences navigating portal functionality and evaluating their performance of specific tasks. Results from these studies indicate that previous computer experience and adequate health literacy and numeracy are strong contributing factors to ones’ ability to successfully perform health management tasks using a patient portal.

Whereas much attention has been given to identifying the characteristics of older adults who do and do not adopt patient portals and necessary adaptions to portal functionality, little is known about their attitudes and perceptions regarding portal use as a tool for engagement in their health care within the context of health literacy level, experience navigating Web-based health information, and previous patient portal use. A better understanding of the relationships connecting these concepts could help health care systems align their organizational practices and system design (ie, people, process, and technology) [16] to better meet the unique needs of the older adult populations they serve [8,10]. Therefore, the specific aims of this study were to explore attitudes toward portal adoption and its perceived usefulness as a tool for health care engagement among older adults with varying levels of health literacy and degrees of prior patient portal use.

Methods

Design

A mixed-method study design was chosen for the purpose of complementarity [17], meaning findings from quantitative and qualitative methods were integrated in a complementary fashion to produce a more complete understanding of the phenomena of interest. Integration occurred at multiple stages. First, a phone survey was used to assess sociodemographic and other health- and technology-related characteristics in a sample of 100 community dwelling older adults. Second, subsamples of older adults were purposefully selected to participate in follow-up focus groups based on responses to health literacy score and patient portal use. Third, the quantitative data from the phone survey and thematic analysis results of the focus group were integrated to form a rich description of older adults’ experiences with navigating health information on the Web and attitudes toward the patient portal’s usefulness as a tool for engagement in their health care. Finally, distinct patterns among individuals across all 4 focus groups were identified, resulting in the formation of subgroups ranging from least to mostly likely to adopt a patient portal. Refer to Figure 1 for an overview of the study design. Ethics approval for this research was obtained through the University of Pittsburgh Institutional Review Board (REN16060086/PRO15050313).
**Sample**

A convenience sample of English-speaking community-dwelling older adults (defined as living in an independent residence, i.e., not in an assisted living facility or nursing home) who were at least 65 years of age and cognitively equipped to answer a full battery of questions were recruited from the institutional review board (IRB)-approved research registry maintained by University of Pittsburgh’s University Center for Social and Urban Research (UCSUR). The registry (n=1000) was assembled from a variety of population-based surveys conducted by UCSUR in the Pittsburgh area; thus, it is generally representative of the regional population.

A final sample of 100 registry participants was contacted by phone by experienced interviewers and a 45-minute survey was completed. Each participant received US $10 for participation. Seventy-five of the phone survey participants agreed to be contacted for possible participation in a follow-up focus group. Those who agreed were then stratified by level of health literacy and portal use based on responses to two survey items: (1) whether or not the participant had experience using a patient portal (yes, no), and (2) level of health literacy (high, low). Purposive sampling was used to include representation of participants in terms of age, race, and gender in each of the 4 focus groups. The first 10 participants who met criteria for one of the 4 groups and were willing and able to commit to a common meeting date and time were invited to participate.

**Phone Survey Data Collection**

The selection of survey measures was based on evidence-based criteria related to the gray digital divide. Instruments were selected from the core battery for demographics, health and disability from the Quality of Life Technology (NSF 0540865), and the core battery from the Center for Research and Education in Aging and Technology Enhancement (CREATE) which includes sociobehavioral factors proposed by the Institute of Medicine for inclusion in the electronic health record [18].

**Sociodemographics**

Demographic variables included age (years), gender, race (white, African American, other), marital status (single or divorced or widowed, married or living with partner), education (high school degree or general educational development (GED), associate
or vocational training, bachelor’s, master’s degree), and income (less than or US $14,999, US $15,000-US $39,000, US $40,000-US $69,000, US $70,000 or more).

Health Status and Disease Burden
Health characteristics included the number of comorbidities endorsed from a list of 12 potential conditions with the option of “other” and responses to 2 questions about perceived health status: (1) “In general, would you say your health is” (poor or fair, good, very good, or excellent), and (2) “How often are your daily activities limited due to your physical health” (never or seldom, sometimes, often, or always).

Health Literacy
The brief health literacy screen (BHLS), a subjective health literacy screening measure [19], includes 3 Likert-scale questions addressing one’s confidence completing medical forms, reading hospital materials, and understanding written health information. On the basis of previous research [20,21], the response cutoff that optimized sensitivity and specificity for low health literacy was ≤ 3 (ie, “somewhat” or “some of the time”), meaning only participants who scored a 4 or 5 on all 3 questions were considered to have adequate health literacy (although we refer to the dichotomy as high and low literacy for simplicity in the study results). These questions have been previously shown to correlate with the Short Test of Functional Health Literacy in Adults (S-TOFHLA) and Rapid Estimate of Adult Literacy in Medicine as criterion standards [20-22].

Level of Engagement in Health and Health Care
The short form Patient Activation Measure (PAM-13) created by Hibbard and colleagues, a reliable and valid tool that is widely used in both research and clinical settings [23-25], was used to measure engagement. The PAM-13 includes 13 items with 4 response options ranging from 1(disagree strongly) to 4 (agree strongly). The raw score is then converted to an overall score ranging from 0-100 using the table provided in PAM licensing materials [25]. Scores are categorized into one of four levels of activation ranging from least to most active: level one (47.0 or lower), patients believe taking an active role in their health is important but are unprepared for this role; level two (47.1 to 55.1), patients have adopted self-management behaviors and work on maintaining them in stressful life situations; level three (55.2 to 67.0), patients do not have the skills to support or sustain their behavior; and level four (67.1 or above), patients have adopted self-management behaviors and work on maintaining them in stressful life situations.

Technology Use and Attitudes
Two items of the Technology and Computer/Web Experience Questionnaire [18] were included in the survey. First, use of technology was measured by whether participants ever searched on the Web for health-related information: “During the past three months, did you or someone who helps you look online for information about any of the following topics: health condition or treatment, medications, health service availability, health professionals, and/or health care facilities?” (yes or no). Second, they were asked to rate their attitudes about technology on a scale from 1 (not at all) to 10 (completely) for each of the following descriptors: “To what extent do you believe that technology makes life:” (1) easy and convenient, (2) complicated, (3) gives people control over their daily lives, (4) makes people dependent, (5) comfortable, (6) stressful, (7) brings people together, (8) makes people isolated, (9) increases personal safety and security, and (10) reduces privacy. Negative descriptors were reverse scored and a final score was an average of the total sum, thus a higher score means a more positive attitude.

Portal Use
Previous use of a patient portal was determined by a yes or no response to the question, “Have you ever used a patient portal on your own?” Answers were dichotomized as no or yes (all or some of the time). Further clarification was gained by asking, “Does someone help you access the portal or access the portal on your behalf?” If yes, some or all the time.

Focus Group Data Collection
Health Literacy
Since previous research had identified health literacy and numeracy as contributing factors for patient engagement and patient portal use [14,26], in addition to screening for health literacy using BHLS, we administered the newest vital sign (NVS) to focus group participants. The NVS is a 6-item objective health literacy measure of both reading comprehension and numeracy abilities [27]. Each participant was taken to a private space before the focus group discussions and given a copy of the nutrition label and the NVS questions. Scoring of the NVS is based upon number of correct answers with 0–1=high likelihood of limited health literacy, 2–3=possibility of limited health literacy, and 4–6=adequate health literacy skills. The NVS time to completion was also recorded: any participant taking longer than 7 minutes to complete the screening questions is considered to have low health literacy. The NVS has been previously shown to correlate with the Short Test of Functional Health Literacy in Adults (S-TOFHLA) and Rapid Estimate of Adult Literacy in Medicine short form (REALM-SF) as criterion standards [27,28].

Attitudes Toward Technology and Portal Use
Experienced moderators facilitated the focus groups using a topical guide geared toward understanding participants’ attitudes toward technology, experiences of accessing health-related information on the Web, and perceived ability to use and benefit from patient portal functions. In addition to the open discussion, an interactive patient portal demonstration, developed by Czaja and colleagues at CREATE [12,29], University of Miami, was used to stimulate conversation about common features of patient portals and to seek participants’ reactions.

Each of the 4 focus group sessions lasted approximately 1 hour and participants were provided light refreshments and US $40 for participation. The focus group discussions were audio recorded, transcribed verbatim by trained transcriptionists, and reviewed for accuracy by the focus group facilitators before being uploaded in to Atlas.ti version 7.5 (Scientific Software Development GmbH), the software program chosen to organize data for coding and visualization. The transcripts were
supplemented with session notes and linked to participant survey data.

**Phone Survey Analysis**

Descriptive statistical analyses of all variables of interest (demographics, health characteristics, engagement, health literacy, technology use and attitudes, and portal use) were organized by level of study participation: (1) participants who only completed the phone survey (n=26), (2) those contacted for possible follow-up focus group participation (n=51), and (3) focus group participants (n=23). In order to determine differences between the 3 groups, chi-square test of association was used for dichotomous variables (gender, race, marital status, technology use for health-related activities, health literacy, and portal use). Post hoc testing using standardized adjusted residuals was used to determine the source of any significant result using a threshold of ±2 [30]. Kruskal-Wallis H was used for ordinal and continuous variables (age, education, income, all health characteristics, engagement and technology attitudes). Subsequent pairwise comparisons were performed using Dunn [31] procedure with a Bonferroni correction for multiple comparisons and adjusted P values were presented. SPSS version 24.0 software (SPSS Inc) was used for all analyses.

**Focus Groups Analysis**

The thematic analysis [32] of qualitative transcript data of the focus groups was initiated by a lead coder who used open coding to describe the views of participants regarding the following topics: (1) experience with technology for health-related information and (2) impressions about the patient portal demonstration and its potential usefulness in promoting personal engagement in health care. A second coder then reviewed the initial codes and added new codes when she felt existing codes were needed. Both coders met to reach consensus on final codes. A third coder joined the team to collapse codes into themes through a process of consensus. Descriptive statistical analyses of demographics, health characteristics, engagement, health literacy, technology use and attitudes, and portal use were performed to in order to identify quantitative differences and similarities between focus groups.

**Case Analysis**

The stratification of focus groups by patient portal use and health literacy explained some but not all differences in attitudes toward accessing Web-based health information, portal adoption, and perceptions of usefulness of patient portal functionality. Due to the variability in attitudes between individuals within the focus groups, an individual case analysis was performed by all 3 coders in order to identify potential patterns. The case analysis began by linking passages from the transcript to individuals, which made it possible to connect the codes from individuals to the themes identified in the focus groups. Individuals’ thematic patterns were then displayed in a matrix and subgroups were identified based upon the similarities and differences between them (Table 5). In addition, characteristics including demographics, health characteristics, health literacy, and technology use and attitudes were calculated for each subgroup in order to identify possible quantitative similarities and differences.

**Results**

**Quantitative Results by Level of Study Participation**

Survey results by level of study participation and group difference statistics are displayed in Table 1. Significant group differences were found for race (P=.03), searching on the Web for health information (P=.01), education (P=.01), income (P=.001), health status (P=.003), and engagement (P=.001). No statistically significant group differences were found for any of the other variables (age, gender, marital status, limited due to physical health, health literacy, or attitude toward technology). The post hoc analysis revealed statistically significant differences between the phone survey group, the follow-up call, and focus group attendees, but not between the follow-up call group and focus group attendees (see Tables 2 and 3). Post hoc testing indicated more African American or other focus group attendees than would be expected by chance (adjusted residual 2.6). This finding supports the success of the purposive sampling technique, which was meant to encourage the most racially diverse participant representation possible. Post hoc testing also indicated fewer survey participants searched on the Web for health information than would be expected by chance (adjusted residual −2.6). The purposive sampling method did not control for technology-related variables, therefore, this finding suggests that people who are more familiar with accessing Web-based health information may be more willing to participate in research related to technology in health care.
Table 1. Between group differences by level of study participation: phone survey, follow-up call, focus group.

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>Phone survey (n=26)</th>
<th>Follow-up call (n=51)</th>
<th>Focus group (n=23)</th>
<th>Group differences</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sociodemographics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age in years (n=100), Mean (range)</td>
<td>76.58 (65-93)</td>
<td>74.69 (65-97)</td>
<td>72.61 (65-82)</td>
<td>$X^2=2.6, P=.27$</td>
</tr>
<tr>
<td>Gender (n=100), n (%)</td>
<td>Female 12 (46.2)</td>
<td>30 (58.8)</td>
<td>13 (52.2)</td>
<td>$X^2=0.8, P=.79$</td>
</tr>
<tr>
<td>Race (n=99), n (%)</td>
<td>White 21 (80.8)</td>
<td>44 (86.3)</td>
<td>13 (56.5)</td>
<td>$X^2=6.9, P=.03$</td>
</tr>
<tr>
<td></td>
<td>African American 2 (7.7)</td>
<td>7 (13.7)</td>
<td>6 (26.1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Other 3 (11.5)</td>
<td>0 (0)</td>
<td>3 (13.0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Refused$^a$ 1 (4.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marital status (n=100), n (%)</td>
<td>Married or living with partner 8 (30.8)</td>
<td>28 (54.9)</td>
<td>12 (52.2)</td>
<td>$X^2=4.2, P=.12$</td>
</tr>
<tr>
<td>Education (n=99), n (%)</td>
<td>Less than high school degree 2 (7.7)</td>
<td>2 (3.9)</td>
<td>0 (0)</td>
<td>$X^2=8.9, P=.01$</td>
</tr>
<tr>
<td></td>
<td>High school degree or general educational development 12 (46.2)</td>
<td>12 (23.5)</td>
<td>3 (13.0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Associate or vocational training 6 (23.1)</td>
<td>14 (27.5)</td>
<td>9 (39.1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bachelor’s degree 3 (11.5)</td>
<td>12 (23.5)</td>
<td>8 (34.8)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Master’s degree 2 (7.7)</td>
<td>11 (21.6)</td>
<td>3 (13.0)</td>
<td></td>
</tr>
<tr>
<td>Income in US $ (n=96), n (%)</td>
<td>&lt;$14,999 7 (26.9)</td>
<td>6 (11.8)</td>
<td>3 (13.0)</td>
<td>$X^2=13.0, P=.001$</td>
</tr>
<tr>
<td></td>
<td>$15,000-$39,999 14 (53.8)</td>
<td>13 (25.5)</td>
<td>4 (17.4)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$40,000-$69,999 5 (19.2)</td>
<td>17 (33.3)</td>
<td>8 (34.8)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>&gt;$70,000 0 (0)</td>
<td>13 (25.5)</td>
<td>4 (17.4)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Refused$^a$ 2 (50)</td>
<td>2 (3.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Health characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current health status (n=100), n (%)</td>
<td>Poor to fair 16 (61.5)</td>
<td>10 (19.6)</td>
<td>5 (21.7)</td>
<td>$X^2=11.3, P=.003$</td>
</tr>
<tr>
<td></td>
<td>Good 6 (23.1)</td>
<td>26 (51.0)</td>
<td>9 (39.1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Very good to excellent 2 (7.69)</td>
<td>15 (29.4)</td>
<td>9 (39.1)</td>
<td></td>
</tr>
<tr>
<td>Daily activities limited due to physical health (n=100), n (%)</td>
<td>Never 5 (19.2)</td>
<td>14 (27.5)</td>
<td>12 (52.2)</td>
<td>$X^2=4.4, P=.11$</td>
</tr>
<tr>
<td></td>
<td>Seldom 5 (19.2)</td>
<td>12 (23.5)</td>
<td>13 (53.0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sometimes 14 (53.8)</td>
<td>19 (37.3)</td>
<td>6 (26.1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Often to always 2 (7.7)</td>
<td>6 (11.8)</td>
<td>2 (8.7)</td>
<td></td>
</tr>
<tr>
<td>Number of comorbidities (n=100), mean (range)</td>
<td>2 (0-5)</td>
<td>1.94 (0-6)</td>
<td>1.56 (0-5)</td>
<td>$X^2=2.4, P=.08$</td>
</tr>
<tr>
<td>Health literacy (n=100), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participant characteristics</td>
<td>Phone survey (n=26)</td>
<td>Follow-up call (n=51)</td>
<td>Focus group (n=23)</td>
<td>Group differences</td>
</tr>
<tr>
<td>----------------------------</td>
<td>---------------------</td>
<td>-----------------------</td>
<td>-------------------</td>
<td>------------------</td>
</tr>
<tr>
<td>Brief health literacy screen (Hi)</td>
<td>9 (34.6)</td>
<td>28 (54.9)</td>
<td>15 (65.2)</td>
<td>$X^2=4.9, P=.08$</td>
</tr>
</tbody>
</table>

**Engagement**

**Patient Activation Measure (PAM, n=100; 0-100) mean (range)**

<table>
<thead>
<tr>
<th>Level</th>
<th>PAM level 1, n (%)</th>
<th>PAM level 2, n (%)</th>
<th>PAM level 3, n (%)</th>
<th>PAM level 4, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3 (11.5)</td>
<td>4 (15.4)</td>
<td>13 (50)</td>
<td>6 (23.1)</td>
</tr>
</tbody>
</table>

**Technology attitude (n=99)**

| Searched on the Web for health-related information (yes), n (%) | 9 (34.6) | 35 (68.6) | 12 (52.2) | $X^2=8.9, P=.01$ |

**Portal use (n=100), n (%)**

| Ever use a patient portal on your own (yes) | 0 (0) | 25 (49.0) | 11 (47.8) | $X^2=19.8, P=<.001$ |

**Someone helps you use portal**

| Yes, all of the time | 0 (0) | 3 (5.9) | 0 (0) |
| Yes, sometimes | 6 (23.1) | 4 (7.8) | 6 (26.1) |

**Someone accesses the portal on your behalf**

| Yes, all of the time | 2 (7.7) | 4 (7.8) | 0 (0) |
| Yes, sometimes | 5 (19.2) | 3 (5.9) | 4 (17.4) |

---

- Participants chose not to supply information.
- Not analyzed due to sample size.

**Table 2.** Post hoc analysis of dichotomous variables.

<table>
<thead>
<tr>
<th>Dichotomous Demographic Variables</th>
<th>Phone survey only</th>
<th>Follow-up call</th>
<th>Focus group attendee</th>
</tr>
</thead>
<tbody>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>21 (0.3)</td>
<td>44 (1.9)</td>
<td>13 (−2.6)</td>
</tr>
<tr>
<td>African American or Other</td>
<td>5 (−0.3)</td>
<td>9 (−1.9)</td>
<td>7 (2.6)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Searched on the Web for health information</th>
<th>Phone survey only</th>
<th>Follow-up call</th>
<th>Focus group attendee</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>9 (−2.6)</td>
<td>35 (2.7)</td>
<td>12 (−0.5)</td>
</tr>
<tr>
<td>No</td>
<td>17 (2.6)</td>
<td>15 (−2.7)</td>
<td>11 (0.5)</td>
</tr>
</tbody>
</table>

---

*Adjusted residuals appear in parenthesis next to observed frequencies.*
Quantitative Results by Focus Group

Of the 40 volunteers who committed to one of the 4 focus groups, only 23 attended the sessions. There was no follow-up with the participants who didn’t make it to the sessions, so the reason for not attending is unknown. The yes portal, low literacy group and no portal, low literacy group had 4 participants, the yes portal, high literacy group had 7, and the no portal, high literacy group had 8. Survey results per focus group are displayed in Table 4. The no portal, low literacy group had the widest age range (65-82 years) and included 2 participants in their early eighties. Three out of 4 of the focus groups had an equal proportion of males and females. The no portal, high literacy group had fewer males (n=3) and was the most racially diverse with 3 African Americans and 3 others who did not identify themselves as white, but did not specify. The majority of participants in all focus groups had education beyond high school or GED, with half having a college degree. Both yes portal groups had more white and married participants, as well as more participants with higher average income.

The majority of participants reported their perceived health status was “good,” to “excellent,” and only 2 in the yes portal high literacy group and 2 in the no portal low literacy group reported “poor or fair” health. All the groups had at least one participant report his or her physical condition limits daily activities “sometimes.” The no portal low literacy group had 1 participant who reported “often” being physically limited. This same participant reported having 5 comorbidities, where the range across all other groups was 0-3.

The NVS scores for the high literacy groups (yes portal and no portal) ranged from 2-6 and 0-6, respectively. The NVS scores for the low literacy groups (yes portal and no portal) ranged from 5-6 and 0-5, respectively. The BHLS and NVS scores were not always in alignment, meaning fewer participants were found to have high literacy using the NVS than with the BHLS screening instrument. No notable differences were found in PAM scores, searching on the Web for health-related information, or attitudes toward technology with the exception that for the technology items the average scores for the no portal low literacy group were slightly lower.

Table 3. Post hoc analysis of ordinal variables.

<table>
<thead>
<tr>
<th>Ordinal Demographic Variables</th>
<th>Adjusted significance, P value</th>
<th>Group&lt;sup&gt;a&lt;/sup&gt; (mean rank)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Education</td>
<td>.03</td>
<td>PS (35.84), AFC (53.74)</td>
</tr>
<tr>
<td></td>
<td>.02</td>
<td>PS (35.84), FGA (57.33)</td>
</tr>
<tr>
<td></td>
<td>&gt;.99</td>
<td>AFC, FGA</td>
</tr>
<tr>
<td>Income</td>
<td>.01</td>
<td>PS (31.54), AFC (54.03)</td>
</tr>
<tr>
<td></td>
<td>.02</td>
<td>PS (31.54), FGA (52.50)</td>
</tr>
<tr>
<td></td>
<td>&gt;.99</td>
<td>AFC, FGA</td>
</tr>
<tr>
<td>Current health status</td>
<td>.007</td>
<td>PS (35.15), AFC (55.09)</td>
</tr>
<tr>
<td></td>
<td>.01</td>
<td>PS (35.15), FGA (57.67)</td>
</tr>
<tr>
<td></td>
<td>&gt;.99</td>
<td>AFC, FGA</td>
</tr>
<tr>
<td>Engagement (patient activation measure)</td>
<td>.007</td>
<td>PS (32.69), AFC (53.87)</td>
</tr>
<tr>
<td></td>
<td>.001</td>
<td>PS (32.69), FGA (63.15)</td>
</tr>
<tr>
<td></td>
<td>.59</td>
<td>AFC, FGA</td>
</tr>
</tbody>
</table>

<sup>a</sup>PS: phone survey, AFC: follow-up call, FGA: focus group attendee.
Table 4. Characteristics of the sample by focus group.

<table>
<thead>
<tr>
<th>Patient characteristics</th>
<th>Group 1</th>
<th>Group 2</th>
<th>Group 3</th>
<th>Group 4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes portal, high literacy (n=7)</td>
<td>No portal, high literacy (n=8)</td>
<td>Yes portal, low literacy (n=4)</td>
<td>No portal, low literacy (n=4)</td>
</tr>
<tr>
<td>Sociodemographics</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age in years, mean (range)</td>
<td>73.29 (66-80)</td>
<td>73.88 (66-80)</td>
<td>69.00 (66-73)</td>
<td>72.50 (65-82)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>4 (57.1)</td>
<td>3 (37.5)</td>
<td>2 (50)</td>
<td>2 (50)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>5 (71.4)</td>
<td>2 (25)</td>
<td>3 (75)</td>
<td>3 (75)</td>
</tr>
<tr>
<td>African American</td>
<td>2 (28.6)</td>
<td>3 (37.5%)</td>
<td>0 (0)</td>
<td>1 (25)</td>
</tr>
<tr>
<td>Other</td>
<td>0 (0)</td>
<td>3 (37.5)</td>
<td>1 (25)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Refused a</td>
<td>1 (12.5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single or divorced or widowed</td>
<td>2 (28.6)</td>
<td>5 (87.5)</td>
<td>0 (0)</td>
<td>2 (50)</td>
</tr>
<tr>
<td>Married or living with partner</td>
<td>5 (71.4)</td>
<td>1 (12.5)</td>
<td>4 (100)</td>
<td>2 (50)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school degree or general educational development</td>
<td>1 (14.3)</td>
<td>1 (12.5)</td>
<td>0 (0)</td>
<td>1 (25)</td>
</tr>
<tr>
<td>Associate or vocational training</td>
<td>2 (28.6)</td>
<td>4 (50)</td>
<td>0 (0)</td>
<td>1 (25)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>2 (28.6)</td>
<td>3 (37.5)</td>
<td>2 (50)</td>
<td>1 (25)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>2 (28.6)</td>
<td>0 (0)</td>
<td>2 (50)</td>
<td>1 (25)</td>
</tr>
<tr>
<td>Income in US $, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;$14,999</td>
<td>1 (14.3)</td>
<td>2 (25)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>$15,000-$39,999</td>
<td>1 (14.3)</td>
<td>2 (25)</td>
<td>1 (25)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>$40,000-$69,999</td>
<td>1 (14.3)</td>
<td>3 (37.5)</td>
<td>1 (25)</td>
<td>3 (75)</td>
</tr>
<tr>
<td>&gt;$70,000</td>
<td>2 (28.6)</td>
<td>0 (0)</td>
<td>2 (50)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Refused a</td>
<td>1 (12.5)</td>
<td></td>
<td></td>
<td>1 (25)</td>
</tr>
<tr>
<td>Health characteristics</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current health status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poor to fair</td>
<td>2 (28.6)</td>
<td>1 (12.5)</td>
<td>0 (0)</td>
<td>2 (50)</td>
</tr>
<tr>
<td>Good</td>
<td>3 (42.9)</td>
<td>3 (37.5)</td>
<td>3 (75)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Very good to excellent</td>
<td>2 (28.6)</td>
<td>4 (50)</td>
<td>1 (25)</td>
<td>2 (50)</td>
</tr>
<tr>
<td>Daily activities limited due to physical health, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>4 (57.1)</td>
<td>5 (62.5)</td>
<td>1 (25)</td>
<td>2 (50)</td>
</tr>
<tr>
<td>Seldom</td>
<td>1 (14.3)</td>
<td>1 (12.5)</td>
<td>0 (0)</td>
<td>1 (25)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>1 (14.3)</td>
<td>2 (25)</td>
<td>3 (75)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Often to always</td>
<td>1 (14.3)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (25)</td>
</tr>
<tr>
<td>Number of comorbidities mode (range)</td>
<td>1 (1-2)</td>
<td>1 (0-5)</td>
<td>1 (1-2)</td>
<td>2 (0-2)</td>
</tr>
<tr>
<td>Health literacy</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient characteristics</td>
<td>Group 1</td>
<td>Group 2</td>
<td>Group 3</td>
<td>Group 4</td>
</tr>
<tr>
<td>---------------------------------------------------------------</td>
<td>------------------------------</td>
<td>------------------------------</td>
<td>------------------------------</td>
<td>------------------------------</td>
</tr>
<tr>
<td></td>
<td>Yes portal, high literacy</td>
<td>No portal, high literacy</td>
<td>Yes portal, low literacy</td>
<td>No portal, low literacy</td>
</tr>
<tr>
<td></td>
<td>(n=7)</td>
<td>(n=8)</td>
<td>(n=4)</td>
<td>(n=4)</td>
</tr>
<tr>
<td>Newest vital sign (possible score 0-6)</td>
<td>4.71 (2-6)</td>
<td>3.2 (0-6)</td>
<td>5.5 (5-6)</td>
<td>2.75 (0-5)</td>
</tr>
<tr>
<td>Mean (range)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Newest vital sign time to complete (minutes, seconds)</td>
<td>3.28 (3.44-5.38)</td>
<td>5.43 (2.7-16.33)</td>
<td>3.46 (2.53-7.0)</td>
<td>5.12 (2.41-7.23)</td>
</tr>
<tr>
<td>Mean (range)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Engagement</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PAM(^c) (possible score 0-100)</td>
<td>77.80 (56.40-100.00)</td>
<td>82.74 (52.90-100.00)</td>
<td>66.40 (56.40-77.50)</td>
<td>76.21 (56.40-100.00)</td>
</tr>
<tr>
<td>Mean (range)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>PAM level 1, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PAM level 2, n (%)</td>
<td>1 (12.5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PAM level 3, n (%)</td>
<td>2 (28.6)</td>
<td>1 (12.5)</td>
<td>2 (50)</td>
<td>1 (25)</td>
</tr>
<tr>
<td>PAM level 4, n (%)</td>
<td>5 (71.4)</td>
<td>6 (75)</td>
<td>2 (50)</td>
<td>3 (75)</td>
</tr>
<tr>
<td>Technology attitude</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Searched on the Web for health-related information (yes)</td>
<td>4 (57)</td>
<td>4 (50)</td>
<td>2 (50)</td>
<td>2 (50)</td>
</tr>
<tr>
<td>Technology attitudes (possible score 0-10), mean (range)</td>
<td>6.60 (5-8.5)</td>
<td>6.45 (5-8)</td>
<td>6.68 (5-8)</td>
<td>4.88 (4-6)</td>
</tr>
<tr>
<td>Portal Use</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Someone helps you use portal some or all of the time (yes), n (%)</td>
<td>3 (42.9)</td>
<td>1 (12.5)</td>
<td>1 (25)</td>
<td>1 (25)</td>
</tr>
<tr>
<td>Someone accesses the portal on your behalf some or all of the time (yes), n (%)</td>
<td>1 (14.3)</td>
<td>1 (12.5)</td>
<td>1 (25)</td>
<td>1 (25)</td>
</tr>
</tbody>
</table>

\(^a\)Participants chose not to supply information.

\(^b\)The newest vital sign (NVS) measured during the focus group sessions only.

\(^c\)PAM: patient activation measure.

**Qualitative Results by Focus Group**

Seven major themes were identified and arranged in order from least to most positive experience and attitudes toward technology use for health care and portal adoption. The 7 themes included: (1) limited or poor relationship with technology, (2) fears and frustrations with technology and portal, (3) prefers phone over secure messaging for communication (outside of clinical visit), (4) willing to adopt the portal with support, (5) good relationship with technology, (6) Internet as source of health information, and (7) portal is helpful. The following detailed explanation of each of the 7 themes includes all the original codes that informed the theme and is framed by the focus group stratification criteria (previous portal use and health literacy level).

**Limited or Poor Relationship With Technology**

Participants in every focus group expressed at least some degree of negativity toward technology use in health care as well as in everyday encounters. Difference in reasons why varied by literacy level. The most common negative sentiment among participants in the high health literacy groups was difficulty troubleshooting without having access to live technical support and feeling pressured to adopt new communication methods (eg, instant messaging, video calls) that seemed unnecessary. In contrast, many participants in the no portal, low health literacy group mentioned having had little experience using computers and did not have the Internet access in their homes. Many no portal, low literacy group participants noted that they had no computer training as part of their job and retired before computers were a regular part of the working environment. Many felt afraid of making a mistake or felt stigmatized by their lack of knowledge and therefore either avoided using computers all together or relied heavily on family members to help them.

**Fear and Frustration With Technology and Portal**

Fears about personal health data security risks were shared in every focus group. Those participants in the high health literacy groups were more articulate in describing specific instances in
which they felt uncomfortable, whereas those in the low health literacy groups spoke more generally about security fears. Despite the level of specific risk described, some participants cited the risk as being too great, whereas others felt it was an everyday risk we all must "get used to." In all instances, participants felt that speaking over the phone with a trusted health care professional was the safest and most secure way to share health information.

Participants with more experience navigating the health care system and seeing several medical specialists shared experiences where they felt burdened by the task of circulating the most current health information even though all health care providers had access to the same electronic health record. These people also described instances where medical history in the patient portal was outdated or incorrect which led to a sense of frustration, as it was not clear what action should be taken to correct it. A few participants from the high literacy group who had experience using the patient portal secure message function recounted instances in which they either did not get a response, or they were not entirely certain that they understood the response. In either case, they experienced anxiety and frustration. They also expressed discomfort with the idea that other staff aside from the primary health care provider could respond to personal secure messages via the patient portal because they did not personally know them.

**Prefers Phone Over Secure Messaging for Communication (Outside of Clinical Visit)**

Those who experienced anxiety and frustration using the patient portal’s secure message feature were convinced that phone was the only way to communicate, ask questions, and clarify information. The no portal high literacy group voiced the most opposition to secure messaging in health care encounters and the most strongly in support of direct clinician communication by phone. When probed further, there were instances where the participant felt comfortable speaking with a nurse, nurse practitioner, or physician assistant (as opposed to an office manager) as long as they worked closely with his or her provider and felt they had enough clinical expertise. Those with no portal experience in both the high and low literacy groups were more positive about the potential for secure messaging and the idea of having access to their provider outside the clinical visit.

**Willing to Adopt Portal With Support**

Participants in both the low health literacy groups expressed an interest in portal training. Those with less experience with computers had less confidence in their ability to learn and expressed an interest in having someone access the system on their behalf. The high literacy portal users expressed fear and anxiety around doing something wrong and had recommendations for a “task specific” training in which users would learn the purpose of each function (e.g., information searches, secure messaging, appointment, and medication refill requests) and gain hands-on experience with navigation, use, and troubleshooting.

**Happy to Engage With Technology**

Participants who were eager to learn new things, had exposure to computer use at work, or sought out resources to learn computer skills, expressed appreciation for the conveniences of technology. They were eager to share what they had learned in terms of accessing computers outside of the home, where to take computer classes, and ways to troubleshoot. The level of enthusiasm and interest did not parallel levels of health literacy or portal use. However, participants in the high literacy no portal group were the most philosophical in their debate about technology degrading the quality of human relationships, and were the least willing to discuss potential benefits to their personal lives. High literacy portal users who had negative experiences with information sharing among providers or negative experiences with the portal expressed both positive and negative feelings about their relationship with technology in the health care setting, yet generally felt the positives outweighed the negatives.

**Internet as a Good Source of Health Information**

The degree to which participants felt the information they received from their providers was enough for them was variable across all focus groups. Some participants from the high literacy portal user group felt the portal lacked individualized information and that it was more helpful to search on the Web. In contrast, some low literacy groups (portal and nonportal users) believed the health information presented in the portal was the more trusted and reliable, and therefore it made them feel more confident about the information in comparison to looking up information on the Internet.

**Sees Portal as Beneficial**

Convenience features of the portal were perceived as useful by participants regardless of whether they had used a particular function before and whether or not they could personally see themselves using it. Overall, participants in good health thought it was helpful to have all their personal medical information, including clinician contact numbers, all in one place for easy reference, but felt that other more complex functions would be helpful for people who were managing a serious illness or chronic condition or were acting as a caregiver. In most cases, they considered their current non-technological methods (e.g., paper copy of their post-visit summary) to be satisfactory. Participants who had experience with serious illness and chronic disease management were vocal about the convenience of having timely access to lab results and having them stored electronically, but felt that the kind of communication they needed to have with their providers was too involved for secure messaging.

**Qualitative Case Results**

Individual cases who shared attitudes toward engaging in one’s health care via technology and portal adoption were arranged into 5 subgroups from least to most able and willing to engage in health care via a patient portal. All individual participants were placed in a subgroup except for 1 from the no portal, high literacy group who could not be categorized due to minimal verbal participation, and therefore scarcity of codes attributed to her. Table 5 presents the matrix of individuals in relationship to the themes and demonstrates the prevalence of themes in each focus group. Table 6 presents a description of the 5 subgroups, including the number of individuals from each of
the 4 original focus groups, and summarizes the general attitudes toward adoption of technology for health care engagement and adoption of the portal.

Table 5. Endorsement of themes by individual participants within focus group.

<table>
<thead>
<tr>
<th>Focus group&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Individual participant</th>
<th>Limited or poor relation-ship with technology</th>
<th>Fears and frustrations with technology (may extend to portal)</th>
<th>Prefers phone as primary mode of communication</th>
<th>Portal willing with support</th>
<th>Good relationship without technology</th>
<th>Internet as source of health information and education</th>
<th>Portal is helpful</th>
</tr>
</thead>
<tbody>
<tr>
<td>No portal low literacy</td>
<td>Carol</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Henry</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Sheila</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X&lt;sup&gt;bc&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Willy</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X&lt;sup&gt;bc&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Elsie</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X&lt;sup&gt;bc&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Mick</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X&lt;sup&gt;bc&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Brian</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X&lt;sup&gt;bc&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Gerald</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X&lt;sup&gt;bc&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>May</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X&lt;sup&gt;bc&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Francis</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X&lt;sup&gt;bc&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Jane</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X&lt;sup&gt;bc&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Mary</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X&lt;sup&gt;bc&lt;/sup&gt;</td>
</tr>
<tr>
<td>Yes portal low literacy</td>
<td>John</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X&lt;sup&gt;bc&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Lynn</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X&lt;sup&gt;bc&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Rick</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X&lt;sup&gt;bc&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Terry</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X&lt;sup&gt;bc&lt;/sup&gt;</td>
</tr>
<tr>
<td>Yes portal high literacy</td>
<td>Rob</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X&lt;sup&gt;bc&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Sue</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X&lt;sup&gt;bc&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Gary</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X&lt;sup&gt;bc&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Tim</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X&lt;sup&gt;bc&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Anne</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X&lt;sup&gt;bc&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Ray</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X&lt;sup&gt;bc&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Lily</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X&lt;sup&gt;bc&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>Themes in columns left to right from most negative to most positive.

<sup>b</sup>Considered the portal to be generally helpful but not for their personal use.

<sup>c</sup>Considered the portal to be helpful only for viewing lab results.
Table 6. Attitudes of subgroups arranged according to the least (subgroup 1) to most likely (subgroup 5) to adopt health technologies and patient portal.

<table>
<thead>
<tr>
<th>Subgroup</th>
<th>Original focus group</th>
<th>Attitudes toward adoption of technology for health care engagement</th>
<th>Attitudes toward adoption of the portal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>YPHL&lt;sup&gt;a&lt;/sup&gt;</td>
<td>YPLL&lt;sup&gt;b&lt;/sup&gt;</td>
<td>NPHL&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Subgroup 1</td>
<td>n=4</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Subgroup 2</td>
<td>n=6</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Subgroup 3</td>
<td>n=4</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Subgroup 4</td>
<td>n=6</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Subgroup 5</td>
<td>n=2</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

<sup>a</sup>YPHL=Yes portal, high literacy.  
<sup>b</sup>YPLL=Yes portal, low literacy.  
<sup>c</sup>NPHL=No portal, high literacy.  
<sup>d</sup>NPLL=No portal, low literacy.

### Quantitative Case Results

The smallest of the 5 subgroups (n=2) comprised women who expressed complete comfort with technology and were previous portal users. Although neither of them had a college degree, they both scored a 6 out of 6 on the NVS and completed the literacy measure in less than 3 minutes (far less time than of any other subgroup where at least half of the group had a college degree). They were both married, nearly the same age (70 and 71 years), reported an income over US $70,000 a year, and expressed having good, but not excellent health. All other subgroups were more diverse in terms of demographics, NVS scores, and attitudes toward technology. Subgroup 3 expressed interest in using technology yet acknowledged they needed assistance to do so. This group had the widest range in age, NVS scores and completion time, and the highest number of comorbidities.

### Discussion

#### Principal Findings

This study used a mixed-method approach to gain greater insight into the experiences and attitudes toward the patient portal as an engagement tool among older adults with varying levels of health literacy and patient portal experience. Numerous topics revealed in the focus groups were consistent with current literature on the adoption of patient portals by older adults including fears about security issues, interest in convenience features (eg, appointment scheduling, prescription refills), and lack of access to a computer or Internet as a major barrier to portal adoption [33]. The unique contributions of this study are the findings regarding attitudes of older adults toward adoption of a patient portal for engagement in health care, specifically in the context of health literacy and previous experience navigating Web-based health information.

Focus group participants were assembled based on health literacy level (assessed using the BHLS) and previous experience using a patient portal. This stratification explained some but not all differences in attitudes toward portal adoption and perceptions of usefulness of patient portal functionality. Neither the health literacy scores from the BHLS nor the NVS was directly correlated with previous patient portal adoption or perceived usefulness except in the case of subgroup 5 which comprised 2 women who scored 6 out of 6 on the NVS, expressed complete comfort with technology, and were regular portal users. The qualitative findings revealed that health literacy was a contributing factor to confidence accessing and evaluating health care information on the Web (this evidence is corroborated by Diviani [34]). However, health literacy was not directly related to one’s motivation to engage in health care via a patient portal as evidenced by the case analysis and subsequent subgroupings.

Qualitative findings also revealed that previous experience accessing and evaluating health care information on the Web was not entirely correlated with prior patient portal adoption or perceptions about its potential usefulness. In fact, some members of the no portal focus groups (both high and low health literacy) who did not have experience navigating health information on the Web were motivated to explore their health care institution’s patient portal following the patient portal simulation, that included examples of how the patient portal functionality could be helpful within a personally relevant context. This finding is supported by Melenhorst, Rogers, and Bouwhuis [35] who identified the “decisive role of perceived benefits” as the main motivator of adoption among older adult users.

Presently, most patient portals are introduced via an email with a time-sensitive link and sign-on instructions, or a postcard given in a clinical visit or sent through the mail. These methods may be appropriate for younger generations who are more comfortable with navigating the Web-based environment.
including sharing personal information and social interaction. However, this research demonstrates that older adults require an initial introduction that highlights contextually relevant benefits and addresses their particular needs and concerns. Both high and low health literacy groups felt that specific task-based training was an important, yet lacking, resource that would help build confidence and understanding of when, why, and how to navigate the features included in patient portals.

Additionally, deliberate outreach and tailored training of informal caregiver proxy users is recommended in the case of older adults who recognize and appreciate the potential benefits of the patient portal as a tool for engagement, yet lack computer access or perceive themselves as unfit to manage their own health information. The potential role of informal caregivers as a key factor to improve access and use of patient portals by older adults who are unable to engage on their own is recognized in the literature [35-37], yet very little research exists regarding the experience of acting as a proxy-user, effective strategies for encouraging portal adoption among proxy-users, and what design features could be enhanced to encourage engagement with both the older adult of concern and his or her health care provider [38].

Whereas a patient portal adoption campaign tailored to older adults could convince and encourage greater numbers of older adults to use patient portals, many participants in this as well as other studies [7,39] express fear that they won’t always understand the personal health information available to them and felt that the secure message function was a poor substitute for direct clinician-patient interaction necessary to clarify things. This sentiment remained strong across all focus groups as evidenced by the case analysis matrix (Table 5) and was especially true for older adults managing complex conditions. Frequent portal users also described instances where medical history in the patient portal was outdated or incorrect which led to a sense of frustration and concern, as it was not clear what action to take to correct it. A possible solution for these issues, concerns, and frustrations may be restructuring care team workflows. Examples include making it possible for patients and informal caregivers to call and talk to a clinic representative who can answer simple questions, verify and update information presented in the patient portal (which would then update the electronic health record), and triage more serious issues when appropriate. In addition, further integration of patient portal use during face-to-face encounters with health care providers and phone interactions with clinic representatives could transform the patient portal into an information resource for all parties and may incentivize older adults and caregivers to use it as a tool for health care engagement outside of clinical visits. Refer to Table 7 for a brief description of findings, implications, and recommendations.

**Reliability, Validity, Trustworthiness, and Rigor**

Quantitative and qualitative procedures were performed according to the assumptions of each paradigm. Survey methods, including sampling, use of validated measures, the collection of data using standard formatting by trained phone interviewers, and standard analysis techniques ensured reliability and validity of quantitative analysis [40]. Trustworthiness and rigor of qualitative focus group phase of the study included purposive sampling to ensure as much heterogeneity with regard to participant characteristics as possible [41]. The focus groups were led by an experienced facilitator using a semistructured guide and field observer. All focus group sessions were audirecorded, transcribed verbatim, and open coding was initially performed to provide thick description of exchanges during the focus groups [42]. Three researchers performed thematic analyses independently and interpretation of the findings and meaning making was achieved by consensus [43]. Quantitative and qualitative data sources were integrated using matrices [44] and merged according to recommended methods [40].
The study was conducted in English, which limited our findings attitudes toward the patient portal related to race. Additionally, having more input from a wider range of racial backgrounds differences in attitudes and preferences as compared with the participants may have added further clarification of the invitations accepted. A more equal representation of low literacy groups were nearly half the size of the high literacy groups were generally comparable across groups; however, both low literacy groups were more educated, with higher income, better health status, higher engagement scores, and more experience with searching for health information on the Web. Health literacy is a contributing factor to confidence accessing and evaluating health care information on the Web. Yet, not directly related to one’s motivation to engage in health care via a patient portal. Perceptions of portal usefulness: Not entirely correlated with prior patient portal adoption or previous experience accessing and evaluating health care information on the Web. Some willing adopters are unable: Some older adults appreciate the potential benefits of the patient portal as a tool for engagement, yet lack computer access or perceive themselves as unfit to manage their own health information. Portal as source of information, but not a stand-alone solution: Many feared they wouldn’t always understand portal information and felt secure messaging was a poor substitute for direct clinician-patient interaction necessary to clarify things. Errors in portal information are a source of concern: Frequent users found outdated or incorrect medical history in the portal and were unsure what to do about it. Errors in portal information are a source of concern: Frequent users found outdated or incorrect medical history in the portal and were unsure what to do about it. Findings

<table>
<thead>
<tr>
<th>Findings</th>
<th>Implications</th>
<th>Recommendations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health literacy: A contributing factor to confidence accessing and evaluating health care information on the Web. Yet, not directly related to one’s motivation to engage in health care via a patient portal.</td>
<td>Health literacy is not a primary barrier to patient portal adoption, but may impact confidence in navigating its features.</td>
<td>Offer specific task-based training to build confidence and understanding of when, why, and how to navigate the features included in patient portals.</td>
</tr>
<tr>
<td>Perceptions of portal usefulness: Not entirely correlated with prior patient portal adoption or previous experience accessing and evaluating health care information on the Web.</td>
<td>Older adults are motivated to adopt a portal when the initial introduction highlights contextually relevant benefits and addresses their particular needs and concerns.</td>
<td>Create a patient portal adoption campaign tailored to the needs and concerns of older adults.</td>
</tr>
<tr>
<td>Some willing adopters are unable: Some older adults appreciate the potential benefits of the patient portal as a tool for engagement, yet lack computer access or perceive themselves as unfit to manage their own health information.</td>
<td>The potential role of informal caregivers as a key factor to improve access and use of patient portals by older adults who are unable to engage on their own is supported here and recognized in the literature.</td>
<td>Design deliberate outreach and tailored training of informal caregiver proxy users.</td>
</tr>
<tr>
<td>Portal as source of information, but not a stand-alone solution: Many feared they wouldn’t always understand portal information and felt secure messaging was a poor substitute for direct clinician-patient interaction necessary to clarify things.</td>
<td>Most of the older adults believe the portal is convenient for simple tasks and medical history, but is not sufficient as a stand-alone engagement tool.</td>
<td>Explore alternative workflows that integrate portal use into face-to-face clinical encounters and offer access to personnel with the skills to review and respond to questions over the phone or triage more serious issues if appropriate.</td>
</tr>
<tr>
<td>Errors in portal information are a source of concern: Frequent users found outdated or incorrect medical history in the portal and were unsure what to do about it.</td>
<td>The usefulness of the portal is diminished when the information is not accurate and promotes dissatisfaction when no clear avenue of correction is available.</td>
<td>Explore alternative workflows that offer access to personnel with ability to change, update, and validate missing or inaccurate portal information.</td>
</tr>
</tbody>
</table>

Limitations

This study used a convenience sample of older adults from a Pittsburgh regional research registry. Whereas a strong effort was made to achieve the most representative sample of those in jeopardy of experiencing the gray digital divide, the comparison between phone survey, follow-up, and focus group attendees revealed statistically significant differences between survey participants and focus group participants. Most notably, focus group participants were more educated, with higher income, better health status, higher engagement scores, and more experience with searching for health information on the Web than survey participants. Alternative recruitment methods designed to target older adults that are least likely to be interested in focus group participation, such as semistructured interviews over the phone or home visits, are warranted. However, the small sample size of the focus groups and subgroups did not allow for statistical inferences between participant characteristics and the attitudes toward health care engagement via a patient portal. Finally, the question, “Does someone help you access the portal or access the portal on your behalf?” (If yes, some or all of the time) was asked in the survey phase; however due to the minimal number of positive answers within any of the groups, it was not possible to explore the concept in a mixed-method approach (although the data is reported). Instead, the role of the caregiver proxy was discussed in detail qualitatively. Further research focused on addressing older adult informal caregivers’ attitudes and experiences as proxy users is needed.

Conclusions

The study used quantitative and qualitative methods in a complementary fashion to produce a more complete understanding of older adults’ attitudes toward using a patient portal as a health care engagement tool within the context of health literacy, previous experience with patient portal, and accessing Web-based information. Only a minority of older adults believe that the security risks or trouble learning something new is not worth it; most of the older adults are interested in using a patient portal regardless of health literacy level, previous patient portal adoption, or experience navigating health information on the Web. Health care organizations should consider the following strategies to align people, process, and technology in order to meet the needs of the older adults they serve: (1) create a patient portal adoption campaign tailored to
the needs of older adult so that the benefits are communicated in a contextually relevant way, (2) offer task-specific training so they feel they have the support they need to confidently use the functionality, (3) specifically target informal caregiver proxy users as part of the adoption campaign and training, and (4) explore alternative workflows that give patients access to personnel with the skills to review and respond to questions over the phone about personal health information within the portal, as well as change, up-date, validate missing or inaccurate information, and triage more serious issues when appropriate. Such organizational strategies would transform the patient portal from a repository of information with a secure message function to a tool designed to support engagement, information sharing, and enhanced communication between care teams, patients, and informal caregivers.
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Abstract

Background: Regular physical activity can not only help with weight management, but also lower cardiovascular risks, cancer rates, and chronic disease burden. Yet, only approximately 20% of Americans currently meet the physical activity guidelines recommended by the US Department of Health and Human Services. With the rapid development of mobile technologies, mobile apps have the potential to improve participation rates in exercise programs, particularly if they are evidence-based and of sufficient content quality.

Objective: The goal of this study was to develop and test an instrument, which was designed to score the content quality of exercise program apps with respect to the exercise guidelines set forth by the American College of Sports Medicine (ACSM).

Methods: We conducted two focus groups (N=14) to elicit input for developing a preliminary 27-item scoring instrument based on the ACSM exercise prescription guidelines. Three reviewers who were no sports medicine experts independently scored 28 exercise program apps using the instrument. Inter- and intra-rater reliability was assessed among the 3 reviewers. An expert reviewer, a Fellow of the ACSM, also scored the 28 apps to create criterion scores. Criterion validity was assessed by comparing nonexpert reviewers’ scores to the criterion scores.

Results: Overall, inter- and intra-rater reliability was high with most coefficients being greater than .7. Inter-rater reliability coefficients ranged from .59 to .99, and intra-rater reliability coefficients ranged from .47 to 1.00. All reliability coefficients were statistically significant. Criterion validity was found to be excellent, with the weighted kappa statistics ranging from .67 to .99, indicating a substantial agreement between the scores of expert and nonexpert reviewers. Finally, all apps scored poorly against the ACSM exercise prescription guidelines. None of the apps received a score greater than 35, out of a possible maximal score of 70.

Conclusions: We have developed and presented valid and reliable scoring instruments for exercise program apps. Our instrument may be useful for consumers and health care providers who are looking for apps that provide safe, progressive general exercise programs for health and fitness.

(J Med Internet Res 2017;19(3):e67) doi:10.2196/jmir.6976
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Introduction

Physical Activity

Regular physical activity provides many health benefits [1-3] and is one of the recommendations made to address epidemic lifestyle-related diseases in the United States [4,5]. Participation in regular physical activity can lower the risk of early death and many diseases, including coronary heart disease, stroke, adverse blood lipid profile, type 2 diabetes, metabolic syndrome, some cancers, obesity, hypertension, bone and joint diseases, some autoimmune conditions, and depression [1,6-9]. Prospective epidemiological studies have documented a causal relationship between physical inactivity and heart disease, the leading cause of death in the United States [10-16]. These studies show that individuals who are more physically active have lower rates of heart disease, and the most physically active group develops heart disease at rates half of that of the most sedentary group [17,18]. However, despite the many benefits of regular physical activity, the majority of US adults do not meet the national physical activity guidelines [6,19,20]. It is estimated that only 20.9% of US adults meet the recommendations for both aerobic and muscle-strengthening activities [6].

In the past decade, there has been a tremendous increase in the availability and use of mobile phones and mobile phone apps [21,22]. A 2015 survey shows that 64% of US adults and 82% of US adults aged between 18 and 49 years own an app-enabled mobile phone [21]. This increase in mobile phones use has allowed for a growth in mobile phone apps related to physical activity and exercise. There is an estimated 100,000 health-and-fitness-related apps in the Apple store alone, and over 165,000 apps when including the Android’s Google Play store [23]. These apps include fitness and exercise trackers such as heart rate monitors, step counters, exercise programs, and coaching apps. There is preliminary evidence that these apps can be used effectively to improve health-related behaviors for a variety of chronic conditions [22,24-40]. However, there are very few exercise program apps that are evidence-based and follow the exercise guidelines set forth by the American College of Sports Medicine (ACSM) [41,42].

Three Components of Exercise Programs

The US Department of Health and Human Services recommends that adults should perform at least 150 min of moderate-intensity aerobic activity or 75 minutes of vigorous-intensity activity per week in addition to performing muscle-strengthening activities at least two times per week [43]. Further, based on the cumulative evidence pertaining to health and fitness, the ACSM recommends that the frequency, intensity, time, and type (FITT) principle should be followed for any exercise program to have health benefits while avoiding injuries and other adverse events. Exercise sessions should include components of safety precautions, warm-up, conditioning including strengthening, and cool-down. In addition, exercise programs should progress safely at a rate that is appropriate for the individual’s fitness level and goals. The ACSM principles of exercise prescription recommend that optimal exercise programs include 3 main components: aerobic exercise, strength and resistance exercise, and flexibility. These components improve cardiovascular fitness, strength, neuromuscular fitness, and overall health [42].

Presently, the quality and accuracy of available mobile exercise program apps and the theoretical foundations that underpin these apps are not clear. Modave et al [41] used an initial scoring system to determine whether the content of free mobile apps related to exercise programming were evidence-based and adhered to the ACSM guidelines for aerobic exercise, strength and resistance exercise, and flexibility. These findings revealed a significant gap in the app content with the ACSM guidelines. A standardized instrument developed from the system in the first study that determines the quality of exercise programming apps could be of widespread benefit to clinicians and consumers who must make informed decisions about which apps to choose. We address this significant problem by developing a reliable and valid scoring instrument that can evaluate the quality of fitness and exercise-prescriptive apps with respect to the highest standards set forth by the ACSM. To our knowledge, there are no fitness app scoring instruments developed based on the ACSM exercise guidelines. Stoyanov et al developed a rating scale for assessing the quality of mobile health apps in general [44]. But this scale assesses domains of engagement, functionality, aesthetics, and information quality, rather than evidence-based exercise principles. In this paper, we describe our process of instrument development and present data demonstrating the inter- and intra-rater reliability and criterion validity of the instrument. Finally, the most popular free exercise prescriptive apps are scored and ranked using the developed instrument.

Methods

Focus Groups and Instrument Development

Our study included two focus groups (N=14) from whom we elicited input and guidance on survey item refinement and questionnaire design. Specifically, we asked the focus group participants to identify unclear words or sentences, suggest alternative ways of phrasing a question, recommend response formats, and consider how the questions would have worked in eliciting responses. University of Florida (UF) College of Medicine employees and students were recruited to participate in these focus groups.

Before the focus groups, the study investigators wrote survey questions according to the published ACSM exercise principles to create an initial version of the scoring instrument. (ACSM Guidelines, 9th ed.) For example, the single training session principle for aerobic exercise “Warm-up: 5-10 minutes of light/moderate intensity cardiovascular exercise” was written as “Does the app advise you to warm up for 5-10 minutes with light or moderate cardiovascular exercise before starting any aerobic exercise?” The responses were initially written on a 3-point scale with 0 indicating “Principle missing,” 1 indicating “Principle present but unclear (or not 100% aligned with ACSM guidelines),” and 2 indicating “Principle present and clear.” The scoring instrument was divided into 3 sections: (I) aerobic exercise, (II) strength and resistance, and (III) flexibility. Sections I and II were further divided into 3 subsections: (1) safety, (2) program principles, and (3) single training session.
principles. Section III was divided into 2 subsections: (1) safety and (2) program principles.

Next, we provided the participants with the initial instrument and asked them to independently rate 5 fitness apps randomly selected from the apps evaluated in [41]. We instructed the participants to list the problems of the instrument during app scoring. All participants were allowed at least one day to thoroughly examine the instrument. During the focus groups, our moderator went through each question in the instrument and asked the participants to discuss potential issues such as ambiguity, excessive complexity, or inaccuracy with the text, phrasing, and format of the questions and accompanying responses. For each item, we asked the participants if they could paraphrase the question or if they thought the question should be asked in another way. Following completion of the focus groups, the investigators met to review the findings and to develop the final scoring instrument. The final instrument consisted of 27 questions, with 10 questions on aerobic exercise, 12 questions on strength and resistance, and 5 questions on flexibility (see Multimedia Appendix 1).

Scoring Strategy
The 3 main components of the ACSM exercise principles (aerobic exercise, strength and resistance, and flexibility) were weighted 3:3:1 based on the time allocated by the ACSM within a standard exercise program for health and fitness. For each of the 3 principles, the subsections (safety, program principles, and single training session principles) were allocated the same weight due to the lack of evidence that the subsections should be emphasized differently. Therefore, the overall quality score was scaled to have a highest possible score of 70, with 30 points in aerobic exercise, 30 points in strength and resistance, and 10 points in flexibility.

Data Collection and Psychometric Analysis

Sample
For testing the psychometric properties of the scoring instrument, we chose the same fitness apps evaluated in [41]. The apps were selected by searching the Apple store with keywords “workout” and “training” in the “health and fitness” category, and selecting the top 50 apps, based on their popularity. After removing duplicate apps from these two search terms, a list of 83 apps was generated. The investigators then evaluated and removed apps that did not provide exercise prescriptive programs. Finally, 30 apps were selected for scoring in [41]. During the development phase of the new instrument, two of the apps were no longer available in the app store. Therefore, we used the remaining 28 apps for scoring and psychometric analysis.

Inter- and Intra-Rater Reliability
We assessed the inter-rater and intra-rater (test-retest) reliability of the instrument. To assess inter-rater reliability, we asked 3 reviewers to score all 28 apps using the instrument concurrently but independently. The reviewers included 1 staff member and 2 college students from the UF Orthopaedics and Sports Medicine Institute. To assess intra-rater reliability, 5 apps were randomly selected from the 28 apps (7 Minute Workout, Body Space, FitStar, JEFIT, and Sworkit). Then, the same 3 reviewers rated the 5 apps again using the instrument approximately 1 month later. The Spearman correlation coefficient r among pairs of scores was computed as a measure of reliability.

Criterion Validity
We asked the director of UF Human Performance Laboratory and UF Health Sports Performance Center (expert reviewer, Fellow of the ACSM) to rate all 28 apps on a scale of 1-10 (criterion scores). In addition, the expert reviewer rated 5 apps (7 Minute Workout, Body Space, FitStar, JEFIT, and Sworkit) using our scoring instrument. Criterion validity was then assessed by calculating the Spearman correlation coefficient between the criterion scores and those obtained with the instrument, given by the nonexpert reviewers. For the 5 apps rated using the instrument, we computed the Spearman correlation coefficient between scores from the expert and nonexpert reviewers. In addition, we computed a weighted kappa statistic to assess the agreement between the expert and nonexpert reviewers for each app. We used the following guidelines for interpreting kappa statistics suggested by Landis and Koch: <0=poor agreement, 0.2=slight agreement, .2-.4=fair agreement, .4-.6=moderate agreement, .6-.8=substantial agreement, and .8-1=almost perfect agreement [45].

Results

Instrument Item Development
The focus groups identified multiple challenges when using the initial instrument for scoring. The biggest challenge was the need to clarify meanings and definitions of domain-specific words and phrases. For instance, one of the questions asked was “Does the app advise you to train each major muscle group 2-3 times per week?” Focus group participants did not know what the “major muscle groups” were or what “advise” represented and thus could not judge whether the app provided a comprehensive strength training program or not. In addition, some participants did not understand some of the technical terms such as metabolic equivalent (MET) and Proprioceptive Neuromuscular Facilitation (PNF) stretching. To improve comprehension, participants were asked to suggest alternative strategies for phrasing the questions. Eventually, we removed terms that were too technical and added footnotes to most questions explaining the words that were unclear and phrases compiled from the focus groups.

Participants’ preferences of response options were tested. The majority of the participants felt that the initial 3-point response scale did not fully differentiate the apps on quality since there was only one middle category “Principle present but unclear (or not 100% aligned with ACSM guidelines).” As a result, final response options were revised to include a 5-point Likert scale with 1 being “No,” 3 being “Partially,” and 5 being “Yes.”

Inter- and Intra-Rater Reliability
Levels of inter-rater reliability for the principle section, subsection, and overall scores for each pair of reviewers are summarized in Table 1. Reliability was high overall, with most coefficients being greater than .7. The average inter-rater reliability was .88 for R1-R2, .81 for R1-R3, and .73 for R2-R3.
The reliability coefficients range from .59 to .99, and all coefficients were statistically significant. The least reliable question pertained to safety warning for aerobic exercise and asked, “Does the app provide safety warnings about health conditions or advise you to consult a doctor before starting any aerobic exercise?” (Section I.1.). The average inter-rater reliability across the rater pairs was .69 for this safety warning question. Overall, the aerobic exercise (average $r=.75$) and strength and resistance (average $r=.79$) sections had lower reliability than the flexibility section (average $r=.88$).

**Table 1.** Inter-rater reliability for section, subsection, and overall scores for each rater pair.

<table>
<thead>
<tr>
<th>Section</th>
<th>R1-R2</th>
<th>$P$ value</th>
<th>R1-R3</th>
<th>$P$ value</th>
<th>R2-R3</th>
<th>$P$ value</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>I. Aerobic exercise</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Safety</td>
<td>.80</td>
<td>&lt;.001</td>
<td>.76</td>
<td>.009</td>
<td>.70</td>
<td>.011</td>
<td>.75</td>
</tr>
<tr>
<td>2. Program principles</td>
<td>.77</td>
<td>.002</td>
<td>.68</td>
<td>.01</td>
<td>.62</td>
<td>.012</td>
<td>.69</td>
</tr>
<tr>
<td>3. Single training session principles</td>
<td>.76</td>
<td>.003</td>
<td>.89</td>
<td>&lt;.001</td>
<td>.82</td>
<td>.001</td>
<td>.82</td>
</tr>
<tr>
<td><strong>II. Strength and resistance</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Safety</td>
<td>.92</td>
<td>&lt;.001</td>
<td>.92</td>
<td>&lt;.001</td>
<td>.81</td>
<td>.001</td>
<td>.88</td>
</tr>
<tr>
<td>2. Program principles</td>
<td>.94</td>
<td>&lt;.001</td>
<td>.73</td>
<td>&lt;.001</td>
<td>.69</td>
<td>&lt;.001</td>
<td>.79</td>
</tr>
<tr>
<td>3. Single training session Principles</td>
<td>.92</td>
<td>&lt;.001</td>
<td>.77</td>
<td>&lt;.001</td>
<td>.65</td>
<td>&lt;.001</td>
<td>.78</td>
</tr>
<tr>
<td><strong>III. Flexibility</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Safety</td>
<td>.97</td>
<td>&lt;.001</td>
<td>.87</td>
<td>&lt;.001</td>
<td>.81</td>
<td>.009</td>
<td>.88</td>
</tr>
<tr>
<td>2. Program principles</td>
<td>.99</td>
<td>&lt;.001</td>
<td>.90</td>
<td>&lt;.001</td>
<td>.88</td>
<td>.002</td>
<td>.92</td>
</tr>
<tr>
<td>Overall score</td>
<td>.84</td>
<td>&lt;.001</td>
<td>.78</td>
<td>&lt;.001</td>
<td>.59</td>
<td>.003</td>
<td>.74</td>
</tr>
<tr>
<td>Average</td>
<td>.92</td>
<td>&lt;.001</td>
<td>.85</td>
<td>&lt;.001</td>
<td>.79</td>
<td>&lt;.001</td>
<td>.85</td>
</tr>
</tbody>
</table>

Results from the intra-rater (test-retest) reliability analysis are summarized in Table 2. Overall, intra-rater reliability was high with most coefficients being greater than .7. The reliability coefficients ranged from .47 to 1.00, and all reliability coefficients were statistically significant. JEFIT had the lowest intra-rater reliability among the apps (average $r=.66$). The reliability for Reviewer 2 was only 0.47 for JEFIT. On the other hand, the intra-rater reliability was high for FitStar. All raters were able to provide the same scores for FitStar 1 month later.

**Table 2.** Intra-rater (test-retest) reliability by rater.

<table>
<thead>
<tr>
<th>App</th>
<th>R1</th>
<th>$P$ value</th>
<th>R2</th>
<th>$P$ value</th>
<th>R3</th>
<th>$P$ value</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>7 Minute Workout</td>
<td>1.00</td>
<td>-</td>
<td>.85</td>
<td>&lt;.001</td>
<td>.74</td>
<td>.006</td>
<td>.86</td>
</tr>
<tr>
<td>Body Space</td>
<td>.64</td>
<td>&lt;.001</td>
<td>.76</td>
<td>&lt;.001</td>
<td>.85</td>
<td>&lt;.001</td>
<td>.75</td>
</tr>
<tr>
<td>FitStar</td>
<td>1.00</td>
<td>-</td>
<td>1.00</td>
<td>-</td>
<td>1.00</td>
<td>-</td>
<td>1.00</td>
</tr>
<tr>
<td>JEFIT</td>
<td>.75</td>
<td>&lt;.001</td>
<td>.47</td>
<td>.01</td>
<td>.76</td>
<td>&lt;.001</td>
<td>.66</td>
</tr>
<tr>
<td>Sworkit</td>
<td>.69</td>
<td>&lt;.001</td>
<td>.73</td>
<td>&lt;.001</td>
<td>.76</td>
<td>&lt;.001</td>
<td>.73</td>
</tr>
</tbody>
</table>

**Criterion Validity**

In evaluating the validity of the instrument, the Spearman correlation coefficient between the criterion scores and those obtained with the instrument was .70 ($P<.001$) for Reviewer 1, .69 ($P<.001$) for Reviewer 2, and .78 ($P<.001$) for Reviewer 3. The Spearman correlation coefficient between the criterion scores and average nonexpert reviewer scores obtained with the instrument was .72 ($P<.001$). The high correlations provided support for the validity of our scoring instrument.

**Table 3.** Summary of weighted kappa statistic $\kappa$ and Spearman correlation coefficient $r$ from our agreement analysis. The weighted kappa statistics ranged from .67 to .99, indicating a substantial ($\kappa$ is between .6 and .8) or almost perfect ($\kappa$ is between .8 and 1) agreement between the scores given by the expert and nonexpert reviewers. The correlations between the scores from the nonexpert reviewers and those from the expert reviewer were high, ranging from .58 to .99, with most coefficients being greater than .7. The agreement was relatively poorer for FitStar (average $\kappa=.73$; average $r=.76$) and Sworkit (average $\kappa=.79$; average $r=.76$) when compared with the other apps.
Table 3. Validity measures using weighted kappa statistic $\kappa$ and Spearman correlation coefficient $r$.

<table>
<thead>
<tr>
<th>App</th>
<th>R1-Expert $\kappa$ (P value)</th>
<th>R1-Expert $r$ (P value)</th>
<th>R2-Expert $\kappa$ (P value)</th>
<th>R2-Expert $r$ (P value)</th>
<th>R3-Expert $\kappa$ (P value)</th>
<th>R3-Expert $r$ (P value)</th>
<th>Average $\kappa$ $r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>7 Minute Workout</td>
<td>.94 (.&lt; .001)</td>
<td>.74 (.005)</td>
<td>.84 (.002)</td>
<td>.58 (.04)</td>
<td>.94 (.&lt; .001)</td>
<td>.74 (.008)</td>
<td>.91 .69</td>
</tr>
<tr>
<td>Body Space</td>
<td>.81 (.&lt; .001)</td>
<td>.67 (.005)</td>
<td>.84 (.&lt; .001)</td>
<td>.78 (.&lt; .001)</td>
<td>.77 (.&lt; .001)</td>
<td>.75</td>
<td>.81</td>
</tr>
<tr>
<td>.81 (.&lt; .001)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FitStar</td>
<td>.68 (.003)</td>
<td>.75 (.&lt; .001)</td>
<td>.83 (.&lt; .001)</td>
<td>.79 (.&lt; .001)</td>
<td>.68 (.001)</td>
<td>.75 (.&lt; .001)</td>
<td>.73 .76</td>
</tr>
<tr>
<td>JEFIT</td>
<td>.98 (.&lt; .001)</td>
<td>.99 (.&lt; .001)</td>
<td>.91 (.&lt; .001)</td>
<td>.94 (.&lt; .001)</td>
<td>.88 (.&lt; .001)</td>
<td>.88 (.&lt; .001)</td>
<td>.92 .94</td>
</tr>
<tr>
<td>Sworkit</td>
<td>.78 (.001)</td>
<td>.69 (.&lt; .001)</td>
<td>.86 (.&lt; .001)</td>
<td>.82 (.&lt; .001)</td>
<td>.72 (.001)</td>
<td>.76 (.&lt; .001)</td>
<td>.79 .76</td>
</tr>
</tbody>
</table>

Overall and Section Quality Scores

The overall and section quality scores for the 28 apps evaluated using the scoring instrument are summarized in Table 4. The apps are presented in order from high to low overall scores. None of the apps had an overall quality score higher than 35 out of a highest possible score of 70 points. This confirms the results reported in [41] that the most popular apps for exercise prescription do not meet the standards set forth by the ACSM. Among the 28 apps, only 4 apps had an overall score higher than 30 (The Johnson and Johnson Official 7-Minute Workout, 33.5; Nike+ Training Club, 32.6; Running for Weight Loss: Interval Training, 32.6; Fitness Buddy Free, 31.0). For the aerobic exercise principle section, Running for Weight Loss: Interval Training (section score=26.7) was the only app that had a quality score higher than 20, out of a highest possible score of 30 points. For the strength and resistance principle section, 3 apps had a quality score higher than 20, out of a highest possible score of 30 points (StrongLifts 5x5, 24.0; Fitness Buddy Free, 22.9; FitnessBuilder, 21.2). For the flexibility principle section, 3 apps had a quality score higher than 5, out of a highest possible score of 10 points (FitnessBuilder, 7.1; Simply Yoga Free, 6.4; Daily Yoga-Lose Weight, Get Relief, 6.2). The average overall quality score was 17.8 (SD 8.9). The average section quality scores were 11.7 (SD 5.9) for aerobic exercise, 13.9 (SD 5.2) for strength and resistance, and 4.0 (SD 1.9) for flexibility.
Table 4. Final scores of the apps evaluated with the scoring instrument. All values are expressed in points.

<table>
<thead>
<tr>
<th>Rank</th>
<th>App</th>
<th>Overall</th>
<th>Section I</th>
<th>Section II</th>
<th>Section III</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>The Johnson and Johnson Official 7-Minute Workout</td>
<td>33.5</td>
<td>16.3</td>
<td>17.2</td>
<td>–</td>
</tr>
<tr>
<td>2</td>
<td>Nike+ Training Club</td>
<td>32.6</td>
<td>10.0</td>
<td>19.5</td>
<td>3.1</td>
</tr>
<tr>
<td>3</td>
<td>Running for Weight Loss: Interval Training</td>
<td>32.6</td>
<td>26.7</td>
<td>–</td>
<td>3.5</td>
</tr>
<tr>
<td>4</td>
<td>Fitness Buddy Free</td>
<td>31.0</td>
<td>8.1</td>
<td>22.9</td>
<td>–</td>
</tr>
<tr>
<td>5</td>
<td>FitnessBuilder</td>
<td>28.3</td>
<td>–</td>
<td>21.2</td>
<td>7.1</td>
</tr>
<tr>
<td>6</td>
<td>JEFFIT</td>
<td>27.5</td>
<td>8.4</td>
<td>16.3</td>
<td>2.8</td>
</tr>
<tr>
<td>7</td>
<td>Body Space</td>
<td>26.2</td>
<td>9.0</td>
<td>14.9</td>
<td>2.4</td>
</tr>
<tr>
<td>8</td>
<td>Daily Workouts Free</td>
<td>25.5</td>
<td>13.0</td>
<td>12.5</td>
<td>–</td>
</tr>
<tr>
<td>9</td>
<td>StrongLifts 5x5</td>
<td>24.0</td>
<td>–</td>
<td>24.0</td>
<td>–</td>
</tr>
<tr>
<td>10</td>
<td>Jillian Michaels Slim Down</td>
<td>19.9</td>
<td>–</td>
<td>19.9</td>
<td>–</td>
</tr>
<tr>
<td>11</td>
<td>Fitness Point-Workout Exercise</td>
<td>19.0</td>
<td>–</td>
<td>19.0</td>
<td>–</td>
</tr>
<tr>
<td>12</td>
<td>C25K-5K Trainer Free</td>
<td>17.7</td>
<td>17.7</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>13</td>
<td>7 Minute Workout</td>
<td>17.5</td>
<td>8.7</td>
<td>8.8</td>
<td>–</td>
</tr>
<tr>
<td>14</td>
<td>Sworkit</td>
<td>17.5</td>
<td>7.0</td>
<td>8.0</td>
<td>2.5</td>
</tr>
<tr>
<td>15</td>
<td>7-Minute Workout-Fitness for Women</td>
<td>16.9</td>
<td>7.0</td>
<td>9.9</td>
<td>–</td>
</tr>
<tr>
<td>16</td>
<td>Abs Workout: Get Your Six Pack</td>
<td>14.9</td>
<td>–</td>
<td>14.9</td>
<td>–</td>
</tr>
<tr>
<td>17</td>
<td>Daily Butt Workout Free</td>
<td>14.9</td>
<td>–</td>
<td>14.9</td>
<td>–</td>
</tr>
<tr>
<td>18</td>
<td>Instant Abs Trainer</td>
<td>12.2</td>
<td>–</td>
<td>12.2</td>
<td>–</td>
</tr>
<tr>
<td>19</td>
<td>FitStar</td>
<td>11.3</td>
<td>–</td>
<td>8.9</td>
<td>2.4</td>
</tr>
<tr>
<td>20</td>
<td>Daily Ab Workout Free</td>
<td>11.3</td>
<td>–</td>
<td>11.3</td>
<td>–</td>
</tr>
<tr>
<td>21</td>
<td>Workout Trainer</td>
<td>10.0</td>
<td>–</td>
<td>10.0</td>
<td>–</td>
</tr>
<tr>
<td>22</td>
<td>Runtastic Six Pack Abs Trainer</td>
<td>9.1</td>
<td>–</td>
<td>9.1</td>
<td>–</td>
</tr>
<tr>
<td>23</td>
<td>The 7 Minute Workout-Get Fit</td>
<td>8.4</td>
<td>–</td>
<td>8.4</td>
<td>–</td>
</tr>
<tr>
<td>24</td>
<td>Cardio-Heart Rate Monitor+7 Minute Workout</td>
<td>8.4</td>
<td>–</td>
<td>8.4</td>
<td>–</td>
</tr>
<tr>
<td>25</td>
<td>Belly Fat Workout Free</td>
<td>8.3</td>
<td>–</td>
<td>8.3</td>
<td>–</td>
</tr>
<tr>
<td>26</td>
<td>Strava Running and Cycling</td>
<td>8.0</td>
<td>8.0</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>27</td>
<td>Simply Yoga Free</td>
<td>6.4</td>
<td>–</td>
<td>–</td>
<td>6.4</td>
</tr>
<tr>
<td>28</td>
<td>Daily Yoga-Lose Weight, Get Relief</td>
<td>6.2</td>
<td>–</td>
<td>–</td>
<td>6.2</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td></td>
<td>17.8 (8.9)</td>
<td>11.7 (5.9)</td>
<td>13.9 (5.2)</td>
<td>4.0 (1.9)</td>
</tr>
</tbody>
</table>

*a* The highest possible overall score is 70; the highest possible sections I and II score is 30; the highest possible section III score is 10.

*b* Section I is aerobic exercise.

*c* Section II is strength and resistance.

*d* Section III is flexibility.

All subsection scores for the 28 apps evaluated in this study are summarized in Multimedia Appendix 2. Although the scores were low in general, the apps performed better when providing safety precautions and describing program principles for strength and resistance training than for aerobic exercise. Among apps with a strength and resistance component, more than half (12 out of 23, 52%) of them scored at least 5 points out of a maximal of 10 points in the safety subsection, and 9 of them (39%) scored at least 5 points out of a maximal of 10 points in the program principles subsection. On the other hand, among apps with an aerobic exercise component, 3 out of 12 apps (25%) scored higher than 5 points in the safety subsection, and only 2 apps (17%) scored higher than 5 points in the program principles subsection.

**Discussion**

**Principal Findings**

We developed and presented a novel scoring instrument for evaluating the quality of exercise program apps with respect to the ACSM exercise prescription guidelines. Inter- and intra-rater reliability and criterion validity were assessed using the Spearman correlation coefficients and weighted kappa statistics. Our results showed excellent reliability and validity of our
instrument, indicating that it provides accurate and stable measurement of the quality of exercise apps. In addition, our findings confirmed the preliminary study of Modave et al that very few of the most popular exercise prescriptive apps are of sufficient quality to provide evidence-based exercise prescription. This is a significant problem, particularly for novice exercisers who do not have the necessary expertise to develop their own program or assess whether a program is well-designed. In addition, the subscores pertaining to the aerobic, strength and resistance, and flexibility components suggest that most apps are of substandard quality even if we assume that they were designed to address a single aspect of exercise prescription.

For inter-rater reliability, the least reliable question asked whether an app provides any safety warning before starting aerobic exercise. One potential reason for the low reliability is that fitness apps have a variety of ways of delivering safety warnings. Current fitness apps are very sophisticated in terms of user interface design and content presentation. Safety warnings may be presented as part of the introductory text that users need to read or delivered as a push notification that users must read and close before starting a training program. Furthermore, safety warnings may be presented as part of the exercise instructional videos, as many apps are delivering training programs in videos. This diversity in safety warning delivery methods creates some difficulty for app reviewers to find and judge the appropriateness of safety warnings, especially in sophisticated fitness apps.

Although the overall intra-rater reliability is high, we have observed a few relatively lower reliability coefficients. Given that the test and retest were conducted 1 month apart, it is possible that some of the app contents and functions were updated, introducing additional unexpected measurement errors from the app reviewers. In order to survive and stay competitive in the crowded health and fitness apps market, app companies are constantly redesigning their product. It is not surprisingly to see fitness apps redesigning user interface, adding or removing functions, or disappearing from the app stores.

The overall quality scores and principle section quality scores are low for the apps evaluated in this study. It indicates that most popular fitness apps do not fully follow the evidence-based exercise principles set forth by the ACSM. On the other hand, one reason for the low overall quality scores is that not all apps have all 3 components of aerobic exercise, strength and resistance exercise, and flexibility. As the number of fitness apps continue to grow, they have become more specialized and focused in functions, with many apps providing exercise programs only for one specific type of exercise. For instance, with a score of 24.0 (out of 30.0 points) for the strength and resistance section, StrongLifts 5x5 is an app of good quality for strength training. However, it does not provide sufficient prescriptive principles for the aerobic exercise and flexibility, making the overall quality score relatively low for this app.

Therefore, we recommend that the section quality scores always be evaluated with the overall quality score, which provides a more comprehensive evaluation of the app quality. In addition, app designers may need to consider all 3 main components of the ACSM exercise prescription principles when designing exercise apps, which can improve the degree to which apps adhere to the ACSM standards.

**Limitations**

One limitation of the study is that evaluating the quality of fitness apps using the instrument in its current form can be time consuming. Our reviewers have reported spending on average 30-40 min to score one app. It can be tedious when a large number of apps need to be evaluated. However, the reviewers have also noted that the scoring process becomes fairly automatic after having reviewed a few apps. Thus, the scoring process can be shortened with some practice. However, future research is needed to develop reliable and valid short forms of the instrument. Another limitation of the study is the small sample size for intra-rater reliability testing. More apps need to be reviewed for computing and analyzing section-specific intra-rater reliability. Nonetheless, reliability coefficients from this study are all statistically significant, providing initial evidence that the instrument is reliable. Finally, we acknowledge that this scoring instrument was designed to capture app quality for overall exercise programs, not for specialized programs that emphasize one type of activity such as weight lifting, yoga, or running. Additional scoring methods are needed to determine quality for these specialized exercise programs.

**Conclusions**

We have developed a reliable and valid instrument for evaluating the quality of exercise program apps according to the ACSM exercise prescription guidelines. This instrument can be used to determine which apps are useful for novice exercisers and health care providers who are looking for apps that provide safe, progressive general exercise programs for health and fitness. Given that the instrument provides separate scores for the 3 main components of ACSM principles, it can also be used to determine which apps are suitable for each of the components of an exercise routine.

In future research, we plan to examine the relationship between scores from our instrument and those from other instruments for evaluating app quality, including the instrument published by Stoyanov et al. This would provide a more comprehensive evaluation of exercise apps and thus help users to select apps based on not only evidence-based exercise principles but also functionality and aesthetics. In addition, we plan to evaluate the relationship between app quality scores and behavioral outcomes (eg, adherence, exercise, and health outcomes) among app users. It is important to quantify the differential impacts of app quality aspects on these outcomes to design better exercise apps.
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Abstract

Background: Traditional approaches to health professional education are being challenged by increased clinical demands and decreased available time. Web-based e-learning tools offer a convenient and effective method of delivering education, particularly across multiple health care facilities. The effectiveness of this model for health professional education needs to be explored in context.

Objectives: The study aimed to (1) determine health professionals’ experience and knowledge of clinical use of vancomycin, an antibiotic used for treatment of serious infections caused by methicillin-resistant Staphylococcus aureus (MRSA) and (2) describe the design and implementation of a Web-based e-learning tool created to improve knowledge in this area.

Methods: We conducted a study on the design and implementation of a video-enhanced, Web-based e-learning tool between April 2014 and January 2016. A Web-based survey was developed to determine prior experience and knowledge of vancomycin use among nurses, doctors, and pharmacists. The Vancomycin Interactive (VI) involved a series of video clips interspersed with question and answer scenarios, where a correct response allowed for progression. Dramatic tension and humor were used as tools to engage users. Health professionals’ knowledge of clinical vancomycin use was obtained from website data; qualitative participant feedback was also collected.

Results: From the 577 knowledge survey responses, pharmacists (n=70) answered the greatest number of questions correctly (median score 4/5), followed by doctors (n=271; 3/5) and nurses (n=236; 2/5; P<.001). Survey questions on target trough concentration (75.0%, 433/577) and rate of administration (64.9%, 375/577) were answered most correctly, followed by timing of first level (49%, 283/577), maintenance dose (41.9%, 242/577), and loading dose (38.0%, 219/577). Self-reported “very” and
“reasonably” experienced health professionals were also more likely to achieve correct responses. The VI was completed by 163 participants during the study period. The rate of correctly answered VI questions on first attempt was 65% for nurses (n=63), 68% for doctors (n=86), and 82% for pharmacists (n=14; P<.001), reflecting a similar pattern to the knowledge survey. Knowledge gaps were identified for loading dose (39.2% correct on first attempt; 64/163), timing of first trough level (50.3%, 82/163), and subsequent trough levels (47.9%, 78/163). Of the 163 participants, we received qualitative user feedback from 51 participants following completion of the VI. Feedback was predominantly positive with themes of “entertaining,” “engaging,” and “fun” identified; however, there were some technical issues identified relating to accessibility from different operating systems and browsers.

Conclusions: A novel Web-based e-learning tool was successfully developed combining game design principles and humor to improve user engagement. Knowledge gaps were identified that allowed for targeting of future education strategies. The VI provides an innovative model for delivering Web-based education to busy health professionals in different locations.

(J Med Internet Res 2017;19(3):e93) doi:10.2196/jmir.6971
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Introduction

Internet-Based Learning

The development of Internet-based learning (IBL) for health care professionals has increased in recent years [1]. One reason for advancement of IBL is the existence of barriers associated with implementation of face-to-face health professional education, including increased clinical demands and decreased available time [2]. These barriers become more evident where education is required across multiple facilities that are separated by long distances. Consequently, there is a requirement for more effective and accessible ways of improving knowledge and competence in health professionals [1]. To date, IBL approaches have shown positive effects on health education outcomes through overcoming the above barriers [3].

Serious games have been defined as “interactive computer applications, with or without significant hardware components” that are designed to entertain while achieving changes in knowledge or skills [4,5]. Methods to improve their entertainment value include dramatic tension, humor, and challenge [5]. User engagement can also be improved through the inclusion of a narrative [6]. Humor as an aid to nursing and medical education has been described in the literature [7,8], where the use of games as a medium for humor may increase learners’ interest and motivation to learn [7]. As distinct from e-learning with limited user interaction [9], serious games can provide greater engagement with the educational content. Use of serious game methodologies to deliver health professional education has been reported in previous studies [10-12]. Educational and design frameworks are recommended for the development of games for health professional education [9,13]. Strategies include application of knowledge in a safe environment that resembles real life [13], a degree of interactivity [14], and entertainment [5,9]. These topics were considered in development and assessment of the e-learning tool in this study.

Most e-learning tools in health care have targeted specific groups, such as medical or nursing students, physicians, or nurses [15-18]. We developed the Vancomycin Interactive (VI) to target nurses, doctors, and pharmacists, the three main groups involved in use of medicines in hospitals. The specific educational content of the VI was clinical use of the glycopeptide antibiotic, vancomycin, given intravenously in hospitals for treatment of infections caused by methicillin-resistant Staphylococcus aureus (MRSA). MRSA infections have high mortality and are resistant to conventional treatment with safer antibiotics such as penicillins, which usually do not require such specific administration and monitoring. Vancomycin is a commonly used antibiotic for treatment of MRSA infections [19], but there are problems associated with its use. Those include the requirement for a loading dose (initial higher single dose) in serious infections, side effects when administered too rapidly, and the need to monitor vancomycin plasma levels [20]. As part of our antimicrobial stewardship program [21], local quality improvement activities identified gaps in competence around clinical use of vancomycin. Three main topics were identified from those local activities and from previous studies: (1) dosing, including loading and maintenance [22-24]; (2) administration, such as compatible fluids and rate of infusion [24,25]; and (3) therapeutic drug monitoring (TDM), including appropriate timing of blood sampling, target trough levels, and required actions based on reported levels [24,26,27].

Aims of This Study

The aims of this study were to (1) report the design and implementation of a Web-based, interactive e-learning tool providing education on the dosing, administration, and TDM of vancomycin, (2) assess health professionals’ preintervention knowledge of vancomycin use in order to inform development of the e-learning tool, and (3) assess health professionals’ initial acceptance of the VI.

Methods

Setting

This prospective design and implementation study of a video-enhanced, Web-based e-learning tool took place in Illawarra Shoalhaven Local Health District (ISLHD) and South Eastern Sydney Local Health District (SESLHD), located in New South Wales (NSW), Australia. These health districts cover...
a geographic area of 6331 km$^2$ and have an estimated population of 1.17 million, reaching from central Sydney to 3 h drive south [28]. The districts' 14 hospitals contain a total of 2500 beds and range from small rural facilities to large tertiary metropolitan hospitals. A timeline of design, implementation, and evaluation is shown in Figure 1.

**Figure 1.** Timeline of Vancomycin Interactive design, implementation, and evaluation. ISLHD: Illawarra Shoalhaven Local Health District; SESLHD: South Eastern Sydney Local Health District.
Web-Based Vancomycin Knowledge Survey

An anonymous open Web-based survey was created using SurveyMonkey (SurveyMonkey Inc, Palo Alto, CA) to determine confidence, experience, and knowledge of vancomycin before the VI. The survey was developed locally by the antimicrobial stewardship and educator pharmacists as part of routine activities, with input from the infectious diseases team. Clinical content was based on the Australian Therapeutic Guidelines: Antibiotic, Version 15, 2014 [20] and the Australian Injectable Drugs Handbook, Version 6, 2015 [29]. Use of these references was required as part of the Australian hospital accreditation standards [30]. Survey participants were nurses, doctors, and pharmacists from the two health districts. A 4-point Likert scale was used to determine levels of experience, confidence and knowledge on dosing, administration, and TDM of vancomycin (see Multimedia Appendix 1). The survey was advertised using email and the districts’ fortnightly newsletters. The survey link was open from February 1, 2015 to June 30, 2015, and participation was voluntary. Only one attempt was allowed on each question and users were directed to further reading material at completion of the survey. Nurses were expected to correctly answer questions on fluid compatibility and administration rate, since they were mainly responsible for administration of medicines in hospitals. Doctors were anticipated to correctly answer questions relating to dosing and TDM, arising from their role as prescribers. Pharmacists were expected to have a working knowledge of all aspects of clinical vancomycin use. The response rate to the survey was calculated from the number of respondents and the number of recipients on staff email groups.

Design and Implementation of the Vancomycin Interactive

Similar to the survey, clinical content of the VI was developed locally, based on the Therapeutic Guidelines: Antibiotic [20] and the Australian Injectable Drugs Handbook [29]. The vancomycin knowledge survey informed part the VI’s educational content in the postproduction phase, allowing finalization of the multiple choice questions. An entertaining Web-based educational tool was selected in the early development stage (mid-2013; Figure 1) for two reasons. First, there was already a health district requirement for staff to complete between 10 and 20 h mandatory training per year on other topics, and study investigators did not wish to contribute to the burden of further Web-based mandatory training. Rather, a brief, targeted, and light-hearted educational tool was thought to be more acceptable and beneficial for staff. Second, large distances between hospital sites meant that face-to-face education of health professionals was very resource intensive. The learning objectives of the VI for target users (nurses, doctors, and pharmacists) were to improve knowledge of vancomycin dosing, administration, and TDM. The VI did not address clinical indications for vancomycin, dosing in specialist areas such as intensive care and renal dialysis, use of continuous infusions, or surgical prophylaxis.

A single interactive video was produced due to financial constraints; there was the expectation that all professional groups should have rudimentary knowledge of clinical vancomycin use. The VI (ISLHD) was hosted on an open website [31]. Using the serious game design concepts of interactivity and entertainment, we presented a case study resembling real-life interaction between a patient and a health professional. Dramatic tension between the two characters created the basis for the plot, along with the unprofessional behavior of the modeled health professional. The interaction was also designed to be humorous, particularly through the special effect of “shrinking” the health professional, and references to William Shakespeare’s plays (Figures 2 and 3). The concept was intended to appeal to health professionals who may feel that they are at the mercy of their patients, a theme that emerged during the script-writing process.

The user interface consisted of video clips interspersed with interactive question and answer scenarios placed at the specific points, so that technical content felt organic to the narrative (Figure 4; Multimedia Appendix 2). A correct answer allowed progression to the next section, whereas an incorrect answer resulted in a shaking screen and a sound effect. Data captured from answers to the interactive questions allowed for subsequent analysis. Only data from the targeted health professionals were included in the analysis; students and other participants were excluded. Additional questions in the VI, as distinct from the survey, related to compatibility of vancomycin with various fluids and clinical actions in response to different trough levels. Completion of the VI took approximately 10 min based on user testing.

Quotes for production were obtained from three developers in accordance with NSW Health policy, with financial support provided internally by the Clinical Governance Unit of the health district. Content development began in April 2014, and the video was filmed using professional actors in November 2014. Postproduction modifications were made to the video until release in July 2015. In early 2015, the website was established to promote improved access to the VI, and to include additional clinical content not contained in the VI. Testing of content and usability was performed by pharmacists and infectious diseases doctors (N=8) at the study site, with feedback provided by email to the study investigators. Feedback from testers predominately related to accuracy of the clinical content in the context of the narrative, and informed the final iteration of the VI. The first phase of dissemination and advertisement (email, newsletters, link on intranet home page) to ISLHD staff occurred on July 27, 2015 (Figure 1), with the initial target audience estimated from organizational records to be 1000 staff. General release of the VI outside of ISLHD occurred on November 17, 2015. The final production cost was Aus $15,000; time devoted to content development, testing, advertising, implementation, and evaluation was not included in those costs as it fell within usual activities for the pharmacy and infectious diseases department staff members involved in development of the VI.
Figure 2. Filming of the Vancomycin Interactive (VI).
Figure 3. Dramatic tension created the basis for the Vancomycin Interactive’s plot.

Figure 4. Example of user interface for an interactive question from the Vancomycin Interactive (VI).

User Acceptance Evaluation
Following release of the VI, qualitative survey responses were assessed to inform the investigators about user acceptability and suggestions for improvement. The qualitative survey was open between December 1, 2015 and January 31, 2016, in order to conclude before the annual intake of new junior doctors in February 2016 (Figure 1).
Outcome Measures

The primary outcome measure was comparative vancomycin knowledge between health professions and self-reported levels of confidence and experience. Vancomycin knowledge responses from website data (not linked at a participant level) were also assessed and compared with the knowledge survey. In addition, qualitative feedback on the VI was evaluated using a 5-point Likert scale and free text responses that were grouped into key themes. Assessments were derived from survey responses and VI website data. Technical issues around compatibility with desktop and mobile operating systems and Web browsers were also assessed. Reporting of outcomes on quantitative postintervention survey data, clinical measures of quality vancomycin use such as therapeutic vancomycin plasma levels, and clinical outcomes related to vancomycin treatment was beyond the scope of this study.

Statistical Analyses

Chi-square and Fisher exact tests were used for proportions. Chi-square for trend was used to determine trend between professions for knowledge questions. Kruskal-Wallis and Mann-Whitney U tests were used to examine total survey scores. For continuous data, normality was assessed using the Shapiro-Wilk statistic. A skewed distribution was denoted by P <.05. Kruskal-Wallis and follow-up Wilcoxon rank-sum tests were used to investigate differences subject effects with nonnormal distributions. A multivariate analysis was performed to examine influential factors on correct survey responses. For each item, a logistic regression was conducted followed by a multiple regression on the total score. For profession, nurses were allocated to the reference group, and self-reported “no experience or confidence” was used at the reference for the experience analysis. Statistical significance was accepted as P <.05. Additionally, a mediation analysis [32] was carried out to explore the mediating effects of vancomycin experience on the association between profession and knowledge (reflected by the total number of correct responses). For the mediation analysis, significance was determined by the 95% CI of the regression coefficient, b. If the 95% CI did not contain 0, it was considered significant. The extent of mediation was reported as a percentage, where a higher percentage reflects greater mediation. Statistical analyses were performed using Stata statistical software: Release 14 (Statacorp LP).

Ethics

Ethics approval was granted by the Joint University of Wollongong and Illawarra Shoalhaven Local Health District Health and Medical Human Research Ethics Committee (EC00150; approval number HE15/005). The VI website contained a disclaimer that anonymous data collected from the video could be used for research purposes.

Results

Vancomycin Knowledge Survey Before Release of the Vancomycin Interactive

The response rate to the survey was 26.87% (577 responses from 2147 email recipients). The response rates by profession were 24.4% (236/967) for nurses, 25.33% (271/1070) for doctors, and 63.6% (70/110) for pharmacists (P <.001).

As shown in Table 1, the median knowledge survey score for nurses was 2/5 (interquartile range, IQR 1-3), compared with 3/5 (IQR 3-4) for doctors and 4/5 (IQR 3-4) for pharmacists (P <.001). Pharmacists had greater total scores than doctors (P <.001) and nurses (P <.001), whereas doctors had greater total scores than nurses (P <.001). For nurses, the most correctly answered questions were on administration rate (64.4% correct; 152/236) and target trough range (57.6% correct; 136/236), whereas only 19.5% (46/236) of nurses answered the loading dose question correctly. The most correctly answered question by doctors was on target trough range (86.3% correct; 234/271). Pharmacists answered all responses correctly greater than 80% of the time.

Table 1. Number of correct responses to Web-based vancomycin knowledge survey.

<table>
<thead>
<tr>
<th>Survey question</th>
<th>Nurse (n=236) n (%)</th>
<th>Doctor (n=271) n (%)</th>
<th>Pharmacist (n=70) n (%)</th>
<th>P value</th>
<th>Total (N=577) n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loading dose</td>
<td>46 (19.5)</td>
<td>112 (41.3)</td>
<td>59 (84)</td>
<td>&lt;.001</td>
<td>217 (37.6)</td>
</tr>
<tr>
<td>Maintenance dose</td>
<td>58 (24.6)</td>
<td>126 (46.5)</td>
<td>58 (83)</td>
<td>&lt;.001</td>
<td>242 (41.9)</td>
</tr>
<tr>
<td>Administration rate</td>
<td>152 (64.4)</td>
<td>160 (59.0)</td>
<td>62 (89)</td>
<td>&lt;.001</td>
<td>374 (64.8)</td>
</tr>
<tr>
<td>First level timing</td>
<td>70 (29.7)</td>
<td>155 (57.2)</td>
<td>59 (84)</td>
<td>&lt;.001</td>
<td>284 (49.2)</td>
</tr>
<tr>
<td>Target trough range</td>
<td>136 (57.6)</td>
<td>234 (86.3)</td>
<td>65 (93)</td>
<td>&lt;.001</td>
<td>435 (75.4)</td>
</tr>
<tr>
<td>Median total score</td>
<td>2 (1-3)</td>
<td>3 (3-4)</td>
<td>4 (3-4)</td>
<td>&lt;.001</td>
<td>3 (2-4)</td>
</tr>
</tbody>
</table>

* IQR: interquartile range.

Multivariate analysis (Table 2) showed that for the loading dose question, pharmacists and doctors were more likely to achieve a correct response than nurses. A smaller variation between professions was seen for the administration rate question, with the comparison between pharmacists and nurses reaching significance. In addition, self-reported “very” and “reasonably” experienced health professionals were more likely to achieve a correct response. Similar associations between professions and experience levels were seen for maintenance dose, first level timing, and trough level range (Table 2). Pharmacists self-reported more experience and confidence than doctors or nurses, which influenced the likelihood of a correct response.
Table 2. Multivariate analysis of vancomycin knowledge survey responses (N=577).

<table>
<thead>
<tr>
<th>Topic</th>
<th>Profession</th>
<th>Experience or confidence&lt;sup&gt;a&lt;/sup&gt;</th>
<th>OR&lt;sup&gt;c&lt;/sup&gt; (95% CI)</th>
<th>P value&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nurse&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Doctor</td>
<td>Pharmacist</td>
<td>1</td>
</tr>
<tr>
<td>Loading dose&lt;sup&gt;d&lt;/sup&gt;</td>
<td>OR&lt;sup&gt;c&lt;/sup&gt; (95% CI)</td>
<td>-</td>
<td>2.6</td>
<td>16.8</td>
</tr>
<tr>
<td>Maint dose&lt;sup&gt;d&lt;/sup&gt;</td>
<td>P value&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Admin rate&lt;sup&gt;e&lt;/sup&gt;</td>
<td>OR&lt;sup&gt;c&lt;/sup&gt; (95% CI)</td>
<td>-</td>
<td>2.5</td>
<td>12.1</td>
</tr>
<tr>
<td>Level timing&lt;sup&gt;f&lt;/sup&gt;</td>
<td>P value&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Trough range&lt;sup&gt;g&lt;/sup&gt;</td>
<td>OR&lt;sup&gt;c&lt;/sup&gt; (95% CI)</td>
<td>-</td>
<td>3.9</td>
<td>5.6</td>
</tr>
<tr>
<td>Total correct&lt;sup&gt;h&lt;/sup&gt;</td>
<td>P value&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>Experience or confidence: 1, none; 2, a little; 3, moderate; 4, very experienced or confident.
<sup>b</sup>ref: reference group for multivariate analysis.
<sup>c</sup>OR: odds ratio.
<sup>d</sup>Maint dose: maintenance dose.
<sup>e</sup>Admin rate: administration rate.
<sup>f</sup>Level timing: timing of first level.
<sup>g</sup>Trough range: target range for plasma trough level.
<sup>h</sup>Total correct: nurse (all levels), doctor (all levels), pharmacist (all levels).

Subsequent mediation analysis revealed that vancomycin experience significantly mediated the effect of profession on total score (total indirect effect: \( b = .63, \) bias-corrected 95% CI 0.44-0.85). Approximately 58% of the profession effect was mediated by experience, where a higher percentage value indicates greater mediation.

**Vancomycin Interactive**

Responses to the VI were analyzed using background website data received from July 27, 2015 to November 14, 2015, with ISLHD as the target population group. The initial dropdown question asking the user’s profession was answered by 389 participants, of which 163 health professionals (41.9% of those answering the initial profession question) completed all 10 questions (Table 3). The rate of correctly answered questions on first attempt was 65% for nurses, 68% for doctors, and 82% for pharmacists, significantly higher in the pharmacist group \( (P<.001) \). Notably low numbers of correct responses were identified for the following three questions, averaged over the three professional groups: loading dose (39% correct), timing of first level (50%), and timing of subsequent levels (48%).
Table 3. Number (%) of correct answers on first attempt by nurses, doctors, and pharmacists from VI data.

<table>
<thead>
<tr>
<th>Question</th>
<th>Nurse n=63</th>
<th>Doctor n=86</th>
<th>Pharmacist n=14</th>
<th>P value b</th>
<th>Total N=163</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Loading dose</td>
<td>19 (30)</td>
<td>36 (42)</td>
<td>9 (64)</td>
<td>.05</td>
<td>64 (39)</td>
</tr>
<tr>
<td>2. Maintenance dose</td>
<td>50 (79)</td>
<td>59 (69)</td>
<td>11 (79)</td>
<td>.32</td>
<td>120 (74)</td>
</tr>
<tr>
<td>3. Compatible fluids</td>
<td>53 (84)</td>
<td>67 (78)</td>
<td>11 (79)</td>
<td>.76</td>
<td>131 (80)</td>
</tr>
<tr>
<td>4. Administration rate</td>
<td>56 (89)</td>
<td>55 (64)</td>
<td>14 (100)</td>
<td>&lt;.001</td>
<td>125 (77)</td>
</tr>
<tr>
<td>5. Timing of first level</td>
<td>20 (32)</td>
<td>49 (57)</td>
<td>12 (86)</td>
<td>&lt;.001</td>
<td>81 (50)</td>
</tr>
<tr>
<td>6. Target trough level</td>
<td>47 (75)</td>
<td>72 (84)</td>
<td>12 (86)</td>
<td>.34</td>
<td>131 (80)</td>
</tr>
<tr>
<td>7. Level of 35 mg/L</td>
<td>43 (68)</td>
<td>68 (79)</td>
<td>14 (100)</td>
<td>.02</td>
<td>125 (77)</td>
</tr>
<tr>
<td>8. Level of 20 mg/L</td>
<td>49 (78)</td>
<td>81 (94)</td>
<td>13 (93)</td>
<td>.01</td>
<td>143 (88)</td>
</tr>
<tr>
<td>9. Level of 26 mg/L</td>
<td>46 (73)</td>
<td>55 (64)</td>
<td>12 (86)</td>
<td>.20</td>
<td>113 (69)</td>
</tr>
<tr>
<td>10. Subsequent levels</td>
<td>27 (43)</td>
<td>45 (52)</td>
<td>7 (50)</td>
<td>.52</td>
<td>79 (48)</td>
</tr>
<tr>
<td>Average score</td>
<td>65%</td>
<td>68%</td>
<td>82%</td>
<td>&lt;.001</td>
<td>68%</td>
</tr>
</tbody>
</table>

aVI questions are shown in Multimedia Appendix 2.

bP values obtained using chi-square for trend.

Comparison of Responses Between Vancomycin Interactive (VI) and Web-Based Survey

The rates of correct response from the VI were significantly higher than the knowledge survey for maintenance dose (74% VI vs 42% survey; P<.001) and administration rate questions (77% VI vs 65% survey; P=.004). There was a slightly higher correct response rate for the question on target trough level (80% VI vs 75% survey; P=.19). Uniformly low correct response rates were observed for the questions on loading dose (39% for VI vs 38% for survey; P=.70) and the timing of first level (50% VI vs 49% survey; P=.89). The question on timing of levels subsequent to the first level in the VI was answered correctly in 48% of cases; there was no equivalent question in the survey.

User Acceptance Evaluation of the Vancomycin Interactive

Among the 163 VI participants, 51 (31%) responses were received. Responses were predominantly positive, as shown in Table 4.

Table 4. Qualitative responses (%) following participation in the Vancomycin Interactive (VI).

<table>
<thead>
<tr>
<th>Survey statement or question</th>
<th>Strongly agree</th>
<th>Agree</th>
<th>Neutral</th>
<th>Disagree</th>
<th>Strongly disagree</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using the VI has enhanced my knowledge (n=51)</td>
<td>11 (22)</td>
<td>29 (57)</td>
<td>8 (16)</td>
<td>3 (6)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Using the VI has improved my performance (n=50)</td>
<td>8 (16)</td>
<td>28 (56)</td>
<td>12 (24)</td>
<td>2 (4)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

VI: Vancomycin Interactive.

When users were asked, “What’s good about the VI in comparison to other e-learning modules?” 28 free text responses were received. It was found that 4 responses (14%) were related to not being able to load the video. Key themes from the remaining 24 responses (86%) were “entertaining,” “engaging,” “a lighter approach to learning,” “more real life,” and “held attention.” The question, “Does the training provided by the VI meet your needs? If not, what can be improved?” received 23 free text responses. A total of 16 respondents (70%) reported, “yes it met needs;” 2 users (10%) stated issues loading VI; 3 users (13%) requested printable resources; 1 user was “not sure;” and 1 user requested more information to be available when answering questions. All qualitative survey responses are provided in Multimedia Appendix 3.

Discussion

Principal Findings

We have reported on the design, implementation, and user evaluation of a novel Web-based e-learning tool for education of health professionals on clinical use of the antibiotic vancomycin. The VI was developed for noncommercial use and targeted three health professional groups across multiple hospital sites. Responses from the survey that preceded the VI demonstrated a global lack of knowledge on the safe and effective use of vancomycin among nurses and doctors, justifying a Web-based learning approach that was suitable for disparate geographical locations. Pharmacists were shown to be more knowledgeable on clinical vancomycin dosing, administration, and TDM.

As expected, self-reported levels of confidence and experience were correlated with increased likelihood of correct responses.
to the knowledge survey questions. Responses from the Web-based knowledge survey and VI data were only similar for three of the five common questions, loading dose, timing of first level, and the target trough level (see Multimedia Appendices 1 and 2). This may suggest that respondents equally understood those three questions in the VI and the knowledge survey. Responses to two questions, maintenance dose and administration rate, were significantly better in the knowledge survey compared with the VI. This could be caused by the respondents’ different understanding about the survey questions presented in the two media or difference in knowledge level between the participants in the two surveys. Following implementation, qualitative survey responses demonstrated that the VI was well-received by users, and was considered to be an engaging and entertaining method of improving knowledge. A small number of responses highlighted technical issues relating to not being able to load the video content, which were generally resolved through software upgrades.

Numerous studies have reported the development and evaluation of serious games for training health professionals, but few have targeted multiple professions [11,33-35]. One study reported development of a serious game on appropriate antibiotic use, but this was not specific to any particular antibiotic [12]. Vancomycin was chosen as the topic for our Web-based tool due to its frequency of use, and complexities associated with treatment of serious MRSA infections, the requirement for loading doses, TDM, and subsequent dose adjustment. The VI in this study adopted some principles of serious game design [9], including interactivity and entertainment, and combined those with humor [8] to engage multiprofessional users. Knowledge responses from the VI are promising, and further research is needed to determine the reasons for difference in responses to questions between the classical knowledge survey and knowledge responses from VI website data.

Feedback from the majority of the participants suggested that the VI enhanced their vancomycin knowledge (79%) and improved their performance (72%). This supports the VI as a Web-based resource to provide health care professionals with training on clinical use of vancomycin. Qualitative responses were generally positive, further supporting the use of the VI for health professional education. The main challenges for implementation of the VI related to developing clinical content for the video that would remain applicable to all three professional groups, without creating a tool that would take too long to complete. Advertising the tool using different media was also challenging, as the tool was made available across two health districts with multiple hospitals, and the target professional groups may have preferred to receive alerts regarding content in different ways.

The creation of a brief, Web-based, entertaining educational tool was the purpose of the project, whereby no further mandatory training burden was placed on staff. As distinct from existing local mandatory learning modules, the VI was intended for use among clinical staff involved in vancomycin use. Employing serious game design concepts may provide greater educational benefit than traditional computer-based learning methods through the use of greater interactivity, entertainment, and scoring; however, further published comparisons are required [11]. Our results suggest that pharmacists have the greatest level of knowledge on clinical vancomycin use. Therefore, to deliver the best learning outcomes for health professionals in this area, it is recommended to combine face-to-face teaching with VI learning, using pharmacists as educators in the future.

**Limitations of This Study**

We studied the logistics and design of a Web-based e-learning tool incorporating interactive video content for health professional education relating to clinical use of the antibiotic vancomycin. Postintervention knowledge and clinical outcomes were not reported here; these form the basis of ongoing research that will be reported separately. The use of an open Internet site allowed for potential diffusion worldwide, since users outside our organizations may have found the VI using an Internet search engine. In August 2015, the website was also shared on a professional network with members outside the targeted health district. As a result, there was some unintended use of the video before its general release. However, the greatest number of Web sessions was from ISLHD, and employees of the target ISLHD hospitals may not have been physically located in the region while completing the VI.

Question design within the VI was limited to multiple choice and multiple answer questions. Further variation in question types such as open questions, as previously reported [16], could be made in future versions to improve immersion and interactivity. The inclusion of a formal testing process immediately before and after the e-learning tool may also have added some informative value on its effect and could inform future improvements. In addition, further scoring methodology, such as time limitation, competition, and increasing difficulty could improve the robustness of the design [11]. The Hawthorne effect may have introduced bias into the study, whereby participants’ behavior may have been altered through their awareness of being measured. This bias may have been limited by participation being anonymous, and the primary intended aim for users being to further their vancomycin knowledge, rather than participation in a research project. Detailed economic analysis of the study was limited by the project forming part of usual educational activities for study investigators. As such, the total project cost was likely greater than the reported production cost.

There was relatively low uptake of the VI among clinical staff during the study period despite broad advertisement; this limited the statistical power of the study and highlighted the challenge of using a new e-learning tool for delivery of noncompulsory training material to health professionals. Reasons for this probably related to the following: (1) the VI was not mandatory learning, so health professionals who did not regularly use vancomycin may not have been motivated to participate; (2) competing education priorities in those health professionals not otherwise intrinsically motivated to participate; (3) lack of time out from clinical responsibilities; (4) the likelihood that multiple staff completed the VI together, meaning that the VI’s reach might have been greater than the results demonstrated; (5) the tool was not targeted toward a specific profession; and (6) not being able to access the VI using hospital computers, which
may have hampered widespread use by health professionals during office hours. However, there were only four reports of the VI not loading from 51 survey responses, suggesting that the majority of participants could access the VI. Although the free access website allowed for participation during working hours, there may have been less motivation to perform work-related education in this setting. It was expected that the greatest amount of participation would occur during working hours on hospital computers. Clinical indications for vancomycin were not addressed by the VI, as its primary purpose was to improve knowledge once the decision to prescribe had been made.

Our study presented a model for adopting serious game concepts in combination with humor to develop and conduct Web-based health professional education in a light-hearted, interactive, and entertaining way. This model may be useful in settings where use of face-to-face education is limited by resources and geography. As the VI learning material was made available around the world, it showcased another significant benefit of open Web-based education resources. Health professionals and health care organizations with the same learning needs can reuse the material we have published rather than expending resources to develop similar material.

Conclusions
We demonstrated a novel Web-based e-learning tool that used humor and some game design principles to deliver health professional education on the commonly used antibiotic vancomycin. The VI was well accepted by users, and it was thus useful for delivering the intended health professional education. Future learning needs for different professional groups were identified through both the Web-based knowledge survey and VI data. This will allow tailoring of face-to-face education programs, in addition to subsequent versions of the VI that will embed robust gaming methodology. Further research will be aimed at measuring the effect on knowledge of the VI compared with a traditional email intervention and examining the impact of the VI on clinical vancomycin use.
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Abstract

Background: Most patients with diabetes mellitus (DM) are followed by primary care physicians, who often lack knowledge or confidence to prescribe insulin properly. This contributes to clinical inertia and poor glycemic control. Effectiveness of traditional continuing medical education (CME) to solve that is limited, so new approaches are required. Electronic games are a good option, as they can be very effective and easily disseminated.

Objective: The objective of our study was to assess applicability, user acceptance, and educational effectiveness of InsuOnline, an electronic serious game for medical education on insulin therapy for DM, compared with a traditional CME activity.

Methods: Primary care physicians (PCPs) from South of Brazil were invited by phone or email to participate in an unblinded randomized controlled trial and randomly allocated to play the game InsuOnline, installed as an app in their own computers, at the time of their choice, with minimal or no external guidance, or to participate in a traditional CME session, composed by onsite lectures and cases discussion. Both interventions had the same content and duration (~4 h). Applicability was assessed by the number of subjects who completed the assigned intervention in each group. Insulin-prescribing competence (factual knowledge, problem-solving skills, and attitudes) was self-assessed through a questionnaire applied before, immediately after, and 3 months after the interventions. Acceptance of the intervention (satisfaction and perceived importance for clinical practice) was also assessed immediately after and 3 months after the interventions, respectively.

Results: Subjects’ characteristics were similar between groups (mean age 38, 51.4% [69/134] male). In the game group, 69 of 88 (78%) completed the intervention, compared with 65 of 73 (89%) in the control group, with no difference in applicability. Percentage of right answers in the competence subscale, which was 52% at the baseline in both groups, significantly improved immediately after both interventions to 92% in the game group and to 85% in control ($P<.001$). After 3 months, it remained significantly higher than that at the baseline in both groups (80% in game, and 76% in control; $P<.001$). Absolute increase in competence score was better with the game (40%) than with traditional CME (34%; $P=.01$). Insulin-related attitudes were improved both after the game (significant improvement in 4 of 9 items) and after control activity (3 of 9). Both interventions were very well accepted, with most subjects rating them as “fun or pleasant,” “useful,” and “practice-changing.”
Conclusions: The game InsuOnline was applicable, very well accepted, and highly effective for medical education on insulin therapy. In view of its flexibility and easy dissemination, it is a valid option for large-scale CME, potentially helping to reduce clinical inertia and to improve quality of care for DM patients.

Trial Registration: Clinicaltrials.gov NCT001759953; https://clinicaltrials.gov/ct2/show/NCT01759953 (Archived by WebCite at http://www.webcitation.org/6oeHoTrBF)

(J Med Internet Res 2017;19(3):e72) doi:10.2196/jmir.6944
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Introduction

Diabetes mellitus (DM) is a main public health problem of 21st century, affecting 422 million adults worldwide [1]. In most countries, most patients with DM are followed and treated by doctors who are not specialists in Endocrinology or diabetes, mainly primary care physicians (PCPs) [2]. However, only 24-56% of patients with DM present good glycemic control [3,4], defined as plasma levels of glycated hemoglobin A1c<7% [5].

Many factors may be implied in the low frequency of good metabolic control among patients with diabetes, but it is likely that one of the main reasons may be PCPs’ lack of knowledge and confidence on several aspects of DM management [6], specially regarding insulin use [7].

This gap in PCPs’ competence to treat diabetes with insulin contributes to the problem known as clinical inertia, “the failure to advance therapy when indicated,” [8] resulting in undertreatment of insulin [9] and poor glycemic control. In fact, previous reports show that there is an average delay of about 3-5 years between the first demonstrations that a patient with DM requires insulin and the actual initiation of insulin therapy [10,11].

Continuing medical education (CME) on DM and insulin is often advocated as a solution to optimize the knowledge and the practice of PCPs [12]; however, traditional CME activities (such as lectures and group discussions) have small and short-lasting efficacy [13]. Thus, new educational methods are urgently required. Electronic games are a powerful tool for education [14], as they “create a tight marriage among content, game play, and valued ways of thinking and acting” [15]. Reasons for using games include the familiarity of most college students with this medium [16] and their favorable views on the matter [17,18]. Nevertheless, the 2 most compelling arguments sustaining the adoption of games for learning are (1) their potential educational effectiveness [15,16] and (2) their flexibility and easy dissemination [19].

Good learning games are usually built following the same rules that guide the design of effective learning activities, which include stimulus to players’ intrinsic motivation, practice and repetition, effective feedback, arousal of positive feelings, intensity of the experience, and learner choice and involvement [20,21]. In the medical area, allowing students to practice their skills in a game may increase the safety for real patients [22].

Also, electronic games are learning resources much more flexible than traditional onsite educational activities, as they can be used in learners’ own equipment, location, and time schedule, rendering them more scalable [23].

In the field of diabetes, some games for education of patients [24-28] and a few technology-based initiatives for education of health professionals [13,29-34] have been described, but to our knowledge, no game has been previously reported for education of health professionals on diabetes or insulin.

We have previously described the process of design and development of InsuOnline, the first electronic serious game intended for medical education on insulin therapy for diabetes [35] and a formative assessment of usability and playability of its prototype [36].

A previous pilot study with medical students and residents has shown that InsuOnline was applicable and well accepted as a tool for medical education on insulin therapy, in what we called “real-world conditions” for self-directed distance learning activities: as a stand-alone resource, played in learners’ own equipment, in learners’ own time schedule, with minimal or no external guidance [36,37].

The next step in InsuOnline validation process is assessing its educational effectiveness.

Thus, the objectives of this study were to assess applicability, user acceptance, and effectiveness of InsuOnline for education of PCPs on insulin therapy for diabetes, as compared with a traditional onsite CME session with the same content and same duration.

Methods

Trial Design

We performed an open-label randomized controlled trial to assess the effectiveness of InsuOnline as a method for education of PCPs on insulin therapy for diabetes, as compared with a “traditional” onsite educational activity with the same content and same duration.

Eligibility Criteria

Subjects were eligible if they were medical doctors with an active register at a regional Council of Medicine in Brazil, were not specialists in Endocrinology or diabetes, were currently working at a public health care unit as a primary care physician (PCP), and were directly involved in the treatment of patients with diabetes in those facilities, with any degree of computer or gaming literacy.

http://www.jmir.org/2017/3/e72/
Recruitment

Researchers contacted local public health authorities of some cities from the states of Paraná (Londrina and other cities from the 17th Health Regional, Curitiba and São José dos Pinhais) and Santa Catarina (Blumenau), who agreed to help with recruitment. Those authorities have enlisted PCPs in their area to attend a training session about diabetes, and then we contacted those PCPs via phone, mail, or email to invite them to participate in the study.

Those who agreed to participate were informed of the research procedures and were sent by email a link to an online informed consent form stored on Google Drive (Multimedia Appendix 1). Respondents were allocated to groups by simple randomization using an online random number generator [38] by the first author. Due to our expectancy of a higher attrition rate in the game group, allocation was made at a 2:1 ratio.

Settings and Locations Where Data Were Collected

After filling the informed consent form, participants were randomized and informed about the group they were allocated to and received an email with a link to the baseline questionnaire (stored on Google Drive). Also, participants allocated to control group were sent an email with information about the time and location of their scheduled onsite learning activity. A printed questionnaire was applied to those participants of the onsite learning activity immediately after its ending.

Participants allocated to game group received an email with instructions on how to download and install the game, after filling the baseline questionnaire, and then were contacted (weekly, if needed) to check if they have finished the game. After that, they were sent the link to another Web-based questionnaire.

After 3 months, a link to the third questionnaire was sent to participants of both groups.

If the participants did not answer the questionnaire after a few days, reminders were sent at 3-7-day intervals (initially by email, then by text message, and finally by phone). If they did not answer after up to 6 consecutive reminders, they were considered as loss of follow-up.

Interventions

Game

InsuOnline was developed by transdisciplinary collaboration from a team composed by clinical endocrinologists, game designers, and experts in medical education, with the help of other professionals (programmers, graphic designers, sound editors, etc) when needed at specific points of the process, using the methodology of iterative prototyping [39]. The game was designed to be a tool for education of PCPs on how to best use insulin in the treatment of patients with DM, in a primary health care setting. Educational objectives of the game are presented in Textbox 1. InsuOnline was developed as a 3D app, with simple commands (all player actions were made using a mouse); game engine was built using Unity, and visual elements (scenarios, characters, animations) were designed on Blender 3D creation suite. A detailed description of InsuOnline design and development process can be found in [35]. The version used in this study was a code release (version 1.6.1); screenshots (in Portuguese) are shown in Figures 1 and 2.

Participants allocated to the game group received a personal login and password to access a website from where the game could be downloaded and installed in players’ own desktops or notebooks with Windows or MacOS, without any cost for study subjects.

During the game, players take on the role of a young doctor in a primary health care unit, whose mission is to improve glycemic control of an increasing-complexity series of 19 patients with diabetes, usually by means of initiating or adjusting insulin. Patients and situations presented in the game were designed to be similar to scenarios most commonly seen in a primary health care unit. The game gives immediate feedback after each player’s decision, and the player’s progression in the game is only possible if the most adequate decisions are made.

Several pedagogical elements were included in the game, aiming for the best educational effects [21,40]. These were based on the principles of adult learning and problem-based learning, including motivation, goal-orientation, relevancy-orientation, self-pacing, timely and appropriate feedback, contextualization, and practical (ie, hands-on) approach with active participation of the learner [41-43]. Recommendations about how to use insulin were selected from main clinical guidelines [5,44-49] and adapted to the reality of Brazilian public primary health care. Only the insulins commonly available in Brazilian public primary health care units (NPH and regular) were made available in the game. The software recorded players’ progress in the game. Participants were allowed to play the game in their preferred time and place, in the number of sessions they wanted. The amount of time necessary to finish the game was about 4 h in a previous study [37]. Usability, playability, and preliminary educational effectiveness of previous versions of the game were previously assessed and reported [36,37]; development was “frozen” during the trial.

Players were sent minimal written instructions on how to download and play the game, and most did so with minimal or no external guidance. If subjects had any difficulties, researchers were available to give remote assistance by email, text message, or phone, at any moment.
**Textbox 1.** Educational objectives of InsuOnline.

- Recognize the goals of glycemic control in adults with DM
- Know when to start insulin in type 2 DM
- Know how to start insulin in type 2 DM (“bedtime” scheme)
- Know how to orientate proper insulin use (storing, injection technique, and devices)
- Know how to prevent, recognize, and treat hypoglycemia
- Know how to orientate and to interpret self-monitoring of blood glucose
- Know when and how to adjust insulin dosage
- Compare types of insulin (NPH, regular) and know when to use which
- Know when to intensify insulin therapy in type 2 DM
- Know how to intensify insulin therapy in type 2 DM (“basal-plus” scheme)
- Know how to prescribe intensive insulin therapy (“basal-bolus” scheme)
- Know how to recognize type 1 DM and how to start treatment
- Know how to recognize diabetic ketoacidosis and to start treatment
- Recognize the main barriers to insulin initiation and know how to address them
- Know how to orientate lifestyle changes and how to manage oral antidiabetic drugs in association with insulin
- Recognize the main factors that require insulin dosage adjustment and how to manage them

**Figure 1.** InsuOnline main characters: the young Dr Lucas (in the left) is the player’s avatar; the nurse Mariana (in the middle) gives useful hints; and the experienced Dr Braga (in the right) is a “mentor” who helps the player in critical moments.
Figure 2. The player’s avatar, Dr Lucas, interacts with one of the patients in the game (dialogue in Portuguese).

Onsite Learning Activity

Participants allocated to the “control” group (ie, the active comparator) were scheduled to join a traditional-format onsite learning session, comprising a series of 3 interactive expositive lectures and 2 group case discussions (the first with 3, and the second with 4 cases, which were identical to corresponding InsuOnline levels). PowerPoint slides for the lectures and printed case presentations were previously prepared by the main author, and their content was exactly identical to the recommendations included in the game. To avoid potential biases, lectures were given by a clinical endocrinologist not linked to the research team, previously trained by the main author and familiarized with the didactic material. Also, the onsite learning activity was designed to have the same duration of the game (about 4 h).

Outcomes

Outcomes were self-assessed using written questionnaires which were applied to participants of both groups at 3 time points. The questionnaires were composed by different subscales at each time point: (1) at baseline, “competence” and “attitudes” subscales, plus demographic and professional data (for both groups); (2) immediately post intervention, the same “competence” and “attitudes” subscales for both groups, plus “game evaluation” subscale (for game group) or “onsite activity” subscale (for control group); (3) 3 months post intervention, “competence” and “attitudes” again, plus “importance for professional practice” subscale (for both groups).

The subscale of “competence” included 9 multiple-choice questions to assess factual knowledge about insulin and 11 clinical case vignettes with multiple-choice questions to assess problem-solving skills regarding insulin initiation and adjustment, which were created by our research team based on InsuOnline’s educational objectives (Textbox 1) and content. The subscale of “attitudes” included 9 Likert-type scale questions to assess attitudes and beliefs regarding diabetes and insulin, which were adapted from previous surveys [7,50].

The subscale of “game evaluation” had 16 Likert-type scale questions to assess playability, user satisfaction, and perceived educational utility of the game, with 1 additional free text item for additional comments from the participants, which were freely adapted from a questionnaire used to assess another game [51].

The subscale of “onsite activity evaluation” was composed by 10 Likert-type scale questions regarding methodology, user satisfaction, and perceived educational utility of the activity, and 1 free text item to collect additional comments, which were based on the ones from the “game evaluation” subscale, but adapted to an onsite CME session.

Finally, the subscale of “importance for professional practice” included 5 Likert-type scale questions and 2 free text items to assess participants’ opinion on the actual impact of the educational activity (game or onsite learning session) on their current professional practice, which were also created by authors.

All subscales were previously tested and refined in our pilot study with medical students and residents [36,37].

An additional subscale with 5 multiple-choice questions and 7 free text items was applied only to participants allocated to the game group who did not finish the game 60 days after receiving instructions for download or who did not respond to post-intervention questionnaires, to assess reasons why they were unable to play the game, and their perceptions about it.

All instruments used in this study are available in Multimedia Appendix 2.
Applicability of each intervention was defined as the proportion of participants allocated to each group that have received the intervention and did finish all tasks required in each intervention.

The primary outcome of this study was the score in the competence subscale in the immediately post-intervention self-assessment. Secondary outcomes were: score in competence subscale 3 months post-intervention; participants’ attitudes regarding diabetes and insulin post-intervention; participants’ acceptance and satisfaction with learning activities (game or onsite CME session); and applicability of the intervention (game or onsite CME session).

**Statistical Analysis**

Only subjects who filled the baseline and the immediate post-intervention questionnaires were included in the analysis. Data from questionnaires were downloaded from Google Drive online forms or typed from printed questionnaires to worksheets on Excel (Microsoft Corporation) and then analyzed on Epi-Info 7 (Centers for Disease Control, Atlanta, Georgia) for descriptive analysis. Demographic data were compared among groups at baseline using chi-square test for proportions or Student t or Kruskal-Wallis test for continuous variables, as suited. Correlation among baseline scores on the competence subscale and demographic baseline data was assessed using Pearson r or Student t test on SPSS 14.0 (SPSS Inc). Comparison of the scores on competence subscale by group and by time point was performed by repeated-measures analysis of variance (ANOVA), with the Tukey post hoc test when a significant difference was detected, and by simple comparison between 2 groups at each time point using Student t test, on the statistical software R (The R Foundation). Proportion of subjects with scores of 90% or more on competence subscale and the frequency of “agree” answers on the Likert-type scale items for assessing attitudes were compared by group and by time point using chi-square test (followed by post hoc pairwise comparisons using Bonferroni correction when significant). Absolute increase in competence score from baseline to immediately post intervention was estimated on Epi-Info 7. The effect size of the group variable on the competence score was estimated using Cohen d test on R software. Reliability (internal consistency) of the subscales used in this study was evaluated using Cronbach alpha.

Comments made by subjects in the free text items were reviewed by content analysis. Statistical significance was defined as P<.05.

**Sample Size**

In order to detect a minimum standard deviation of 0.5 on the score (percentage of right answers) in competence subscale, with 80% of statistical power at 5% of significance level, we estimated a sample size of 128 subjects (64 in each group). Taking into account an expected attrition rate of 40% in the game group (about twice the 17% attrition rate observed in the previous pilot study with students and residents [36,37]) and of 20% in the control group, we decided to enroll at least 90 subjects in the game group and 77 subjects in the control group.

**Ethics and Informed Consent**

Participation was anonymous and voluntary, and all subjects filled an informed consent form (Multimedia Appendix 1), in accordance with Brazilian Health Ministry’s regulations for research on human beings. The study protocol was previously approved by Londrina State University Research Ethics Committee (UEL, #051/2011 and #051/2012), and by all local public health authorities from the cities where the study was performed.

**Results**

**User Statistics**

A total of 257 primary care physicians were contacted and assessed for eligibility during the recruitment period (July 2014 in Curitiba and São José dos Pinhais, Paraná; August 2014 in the cities from the 17th Health Regional of Paraná State except Londrina; September to October 2014 in Londrina, Paraná; and October 2014 in Blumenau, Santa Catarina); 170 were randomized, and 134 were included in the final analysis (however, 4 subjects from the game group and 7 from the control did not answer the third questionnaire, 3 months post-intervention). The CONSORT diagram [52] for participant flow is shown in Figure 3.

Baseline characteristics of subjects in both intervention groups were comparable, with no significant differences (Table 1).
Table 1. Characteristics of subjects allocated to each intervention group (game or control) at the baseline (n=134).

<table>
<thead>
<tr>
<th>Characteristics of subjects</th>
<th>Game group (n=69)</th>
<th>Control group (n=65)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>35 (50)</td>
<td>34 (52)</td>
</tr>
<tr>
<td><strong>Age in years, mean (SD)</strong></td>
<td>37.5 (11)</td>
<td>38.5 (12.7)</td>
</tr>
<tr>
<td><strong>Location, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Curitiba</td>
<td>34 (49)</td>
<td>25 (38)</td>
</tr>
<tr>
<td>17th HR(^a)</td>
<td>20 (29)</td>
<td>19 (29)</td>
</tr>
<tr>
<td>Londrina</td>
<td>15 (22)</td>
<td>18 (28)</td>
</tr>
<tr>
<td>Blumenau</td>
<td>0</td>
<td>3 (5)</td>
</tr>
<tr>
<td><strong>Years from graduation, median (range)</strong></td>
<td>6.5 (0-41)</td>
<td>9.0 (0-41)</td>
</tr>
<tr>
<td><strong>Years of experience in primary care, median (range)</strong></td>
<td>4.0 (0-38)</td>
<td>5.0 (0-41)</td>
</tr>
<tr>
<td><strong>Did residency, n (%)</strong></td>
<td>27 (38)</td>
<td>25 (39)</td>
</tr>
<tr>
<td><strong>Residency area, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family and community health</td>
<td>8 (30)</td>
<td>9 (36)</td>
</tr>
<tr>
<td>Internal medicine</td>
<td>8 (30)</td>
<td>4 (16)</td>
</tr>
<tr>
<td>Ob&amp;Gyn</td>
<td>4 (15)</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Surgery</td>
<td>4 (15)</td>
<td>4 (16)</td>
</tr>
<tr>
<td>Pediatrics</td>
<td>2 (7)</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (4)</td>
<td>3 (12)</td>
</tr>
<tr>
<td><strong>Self-referred number of patients seen per month with: median (range)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>type 2 DM</td>
<td>50 (4-300)</td>
<td>50 (1-500)</td>
</tr>
<tr>
<td>type 2 DM on insulin</td>
<td>20 (0-150)</td>
<td>10 (1-120)</td>
</tr>
<tr>
<td>type 1 DM</td>
<td>2 (0-100)</td>
<td>2 (0-80)</td>
</tr>
</tbody>
</table>

\(^a\)17th HR: 17th Health Regional of Parani state (group of 21 cities around Londrina, with the exception of Londrina).
Outcomes

Applicability

Applicability, defined as the percentage of subjects who received the intervention and finished it, was 78% (69 of 88 subjects) for the game, and 89% (65 of 73 subjects) for the control onsite learning activity, with no significant difference between the two interventions ($P=0.11$, chi-square test). Among the subjects who did not finish the game, 13 responded to our contact; reasons alleged for not finishing InsuOnline were mostly nonrelated to the game, such as lack of access to the Internet, lack of computer, or lack of time for playing it. Only 2 subjects were unable to access or download the game and 1 was unable to visualize it correctly in her computer due to incompatibility with other software (antivirus).

Among the game group subjects who did finish playing the game, the mean time required for finishing it after download instructions were sent was 21 days (SD 12, range 2-59). No difference was found in game applicability or in the time for finishing the game by age group, location, or gender of the participants.

Evaluation of the Interventions by Participants

Both interventions were very well rated by participants, as revealed by their responses to the subscales of “game evaluation” (in the game group) and “onsite activity evaluation”
(in the control group), applied immediately after the interventions (most relevant data are summarized in Table 2).

Comparing similar questions among both groups, significantly more subjects have found the game “fun” ($P=0.04$, chi-square test), without any other difference. The onsite activity was deemed “pleasant” by 83% of control subjects.

About two-thirds (68%) of game subjects strongly agreed that they have “learned more about insulin with this game than they would learn from a lecture,” and 68 of 69 (98%) would recommend the game for their friends.

In the free text field for comments, some subjects expressed their intense satisfaction with the game (“it is always better to learn by playing”), and even physicians who had never played an electronic game were able to play it and enjoyed the experience. Also, some criticisms were reported, related to game content (some repetitive or too extensive dialogues, soundtrack too loud) or to the software itself (some “freezes” when the player clicks too fast, incompatibility with some antivirus software).

Regarding the onsite activity, most comments were also highly positive (“excellent lecture,” “very practical approach,” “very dynamic and practical activity”). Criticisms were about the short duration of the activity (“too much information for one session only,” “it would be better addressed in two consecutive days”).

Table 2. Evaluation of interventions (game and onsite learning activity) by participants from each study group.

<table>
<thead>
<tr>
<th>Items</th>
<th>Game group (n=69)</th>
<th>Control group (n=65)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly agree, n (%)</td>
<td>Partially agree, n (%)</td>
<td>Strongly agree, n (%)</td>
</tr>
<tr>
<td>The activity was fun</td>
<td>48 (70)</td>
<td>18 (26)</td>
</tr>
<tr>
<td>The activity captured my attention all the time</td>
<td>43 (62)</td>
<td>25 (36)</td>
</tr>
<tr>
<td>I would join similar activities in the future</td>
<td>62 (90)</td>
<td>6 (9)</td>
</tr>
<tr>
<td>Patients presented in the activity were similar to the ones I see in my practice</td>
<td>43 (62)</td>
<td>22 (32)</td>
</tr>
<tr>
<td>The activity increased my knowledge about diabetes</td>
<td>66 (96)</td>
<td>3 (4)</td>
</tr>
<tr>
<td>The activity will influence the way I treat patients with diabetes</td>
<td>67 (97)</td>
<td>2 (3)</td>
</tr>
</tbody>
</table>

$P=0.04$ ($\chi^2$ test), compared to control group.

**Competence for Prescribing Insulin**

In relation to the primary outcome of this study, the percentage of right answers in the competence subscale (factual knowledge + problem-solving skills related to insulin) was about 52% at baseline in both groups, and it was significantly increased post-intervention ($P<0.01$, ANOVA for repeated measures) in both groups. In the post hoc Tukey test, this increase was significant in the comparison between the baseline and immediate post-intervention time points ($P<0.01$), between immediate post-intervention and 3 months post-intervention ($P<0.01$), and between 3 months and the baseline ($P<0.01$), which means that scores increased significantly in the immediate post-intervention time compared with baseline, then decreased significantly after 3 months in comparison with immediate post-test, but even with that decrease, 3-month scores remained significantly higher than at baseline.

When the effects of both factors “time” and “group” were taken into account, a significant difference was found related to “time” ($P<0.01$) and to the iteration “group per time” ($P=0.02$), but no difference was found related to the “group” isolatedly ($P=0.27$, ANOVA for repeated measures). A simple comparison of competence score between the 2 groups at each time point showed no significant difference at baseline (51.5 [SD 15.6%] in the game vs 51.7 [SD 16.6%] in the control group; $P=0.95$) and at 3 months (79.8 [SD 14.4%] in the game vs 76.2 [SD 16.9%] in the control group; $P=0.20$), but a significantly higher score in the game group than in the control group at the immediate post-intervention assessment (respectively: 91.7 [SD 8.9%] vs 85.5 [SD 13.4%]; $P=0.001$, Student $t$ test; Figure 4).

In fact, absolute increase in competence score (from baseline to immediately post intervention) was higher in the game group (40 [SD 15.1%]) than in the control group (34 [SD 15.1%]; $P=0.01$); that difference was marginal at 3 months (28 [SD 14] in the game vs 23 [SD 17] points in the control group; $P=0.06$).

Also, the frequency of subjects who achieved a 90% or higher score in competence subscale at immediate post-intervention assessment was higher in the game group (53 subjects, or 77%) than in the control group (35 subjects, or 54%; $P<0.001$), with no difference at baseline (0 in game vs 3% in the control group) or 3 months post-intervention (32% in game vs 26% in the control group).

Cohen $d$ size effect of the game group compared with the control group was 0.4583 (0.093–0.8327) in the immediate post-intervention time [53].

No differences were observed in competence score by gender, location, residency status, years of experience in primary care, or self-reported mean number of patients with diabetes seen per month; a significant correlation was only observed with participants’ age (Pearson $r=−0.3314$ at the baseline; $P<0.001$; and Pearson $r=−0.4616$ at immediate post-intervention time; $P<0.001$).
Additional Outcomes

Significant improvement in diabetes and insulin-related attitudes from the baseline to post-intervention was observed in 4 of the 9 items in the game group, and in 3 of 9 items in the control. In post hoc analyses, most differences occurred between the baseline and immediate posttest, and a few between the baseline and 3 months. An additional statistical difference was observed between 3 months and immediate posttest in the control group in an item that assessed a personal opinion. Results for attitudes subscale are in Multimedia Appendix 3.

Three months after the interventions, about 80% of the subjects from both the groups stated that the activity had had real impact on their practice and that they knew better what to do when seeing a real patient with diabetes. About 62-75% of participants in both groups also said they were feeling more secure, and found it easier to help patients to improve their glycemic control. In the game group, significantly more subjects said that “it got easier” to orientate DM patients about their therapy, compared with control group (85% vs 66%; \( P = .03 \)). Results from the subscale of “importance for professional practice” are presented in Multimedia Appendix 4.

Reliability of the subscales used in this study was estimated to be about 0.7-0.8 for most subscales (Cronbach alpha=.715 for competence subscale, .739 for game evaluation subscale, .649 for onsite activity evaluation, and .850 for importance for professional practice), except for attitudes subscale (Cronbach alpha=.323) [54].

No harms or adverse effects were reported.

Discussion

Principal Findings

Our results have shown that the game InsuOnline, used in real-world conditions (in players’ own computers and in their own flexible time schedule) was highly effective for education of PCPs on insulin therapy for diabetes, compared with an onsite CME activity with the same content and same approximate duration. In fact, competence improvement was better with the game than with the onsite learning session. InsuOnline was also applicable, with about 80% of the subjects with the more varied degrees of computer or gaming literacy being able to finish it with little or no external help. Both interventions were very well-rated by participants, regarding engagement, realism, and perceived educational value. The good evaluation of the onsite CME session proves that InsuOnline was compared with a valid control activity (a gold-standard active comparator). Three months after both the interventions, doctors from both the groups said that they were feeling more secure and more prepared to help real patients with diabetes in their daily professional practice, with even better results in the game group.

Games and simulators are being increasingly used for education of health care professionals on various topics [55-57], but, to our knowledge, this is the first report on the educational effectiveness of an electronic game for education of medical doctors about insulin therapy for diabetes.

Games are a promising way to deliver CME, for many reasons. One reason is their educational adequacy: well-designed games incorporate all the main principles of Adult Education, such as individualized, self-pacing, contextualized learning, with active experimentation and appreciation of previous knowledge [15,16,40-43]. The inclusion of game elements adds...
entertainment to the learning experience, increasing learners’ motivation to practice and to learn, which renders the learning experience more enjoyable, more engaging, and potentially more effective [40,58]. Games can be designed to simulate an infinite number of medical problems, and are easily updated as needed [15,40]. Finally, games are more flexible than traditional CME, respecting learners’ own time availability and learning pace, and are much more scalable [23]. So, we believe that well-designed and validated games will soon become the gold standard option for delivering large-scale CME.

Validation of games for health professional education is a recent and growing research area. Most available games for health professionals’ education have not passed through an objective validation process, and many of the published studies on the field are biased [59]. So, there is a great need of good quality studies which can provide solid evidence to support the fast-growing science of games for health. Our randomized-controlled trial was designed to contribute to this body of evidence by following the guidelines for research on health games effectiveness as proposed by Kato, who suggested that studies in this area should attempt to apply the same scientific rigor typical of health sciences [60].

As there is a variety of proposed methods for validating games for health, we opted to use multiple methods for validation of InsuOnline. One of the simplest validation approaches was proposed by Olsen [61], and includes only 3 aspects: usability, playability, and educational effectiveness. The first two aspects were very well rated for InsuOnline, as previously reported [36], and our current results support the third one. However, the best method to validate a game that was designed for CME is the approach to validation of CME activities described by Moore [62], that proposes a continuum of 7 levels: (1) applicability (user participation), (2) user satisfaction, (3) gain of factual and procedural knowledge (learning), (4) gain of competence, (5) improvement of learner’s performance, (6) improvement of patient health, and (7) improvement of community health. InsuOnline has already met the first 4 criteria. The following 3 steps (change in PCP’s professional performance and improvement of their patients’ glycemic control, and, hopefully, improvement of populational risk of DM complications) will be the focus of future research.

Attitudes and beliefs of PCPs in our sample were similar, at the baseline, to the ones of family doctors in United States [7] and in Arab-speaking countries in the Middle East [50], although the Brazilian doctors who participated in our study seem to be more often inclined to perceive the initiation of insulin therapy and the training of the patient with DM for using insulin as difficult and complicated tasks (78% and 54% of our subjects, respectively, compared with 66% and 42% in United States, and 48% and 25% in Middle East), which underscores the urgent need for effective educational interventions.

Reasons for the better results observed with the game than with the onsite learning activity, in this study, can be related to characteristics of the games that foster learning and attitude (and behavioral) changes [63]:

1. The inclusion of behavioral change procedures into the game, such as: goal setting, decision-making, problem solving, goals re-evaluation, social rewards; and
2. The use of a story (the game plot), and the inclusion of behavioral change concepts into that story. Players’ identification and empathy for the story protagonist may contribute to change players’ attitudes, reflecting the attitudinal change that occurs with the protagonist character in the game, in a process known as “modeling” [63].

Also, the higher emotional involvement of the learner with a game than with a traditional CME activity is another likely factor, as affection is a powerful determinant for changing attitudes and behavior [64]. Intrinsic motivation, a very effective learning catalyst, probably is one of the biggest advantages of games in relation to more traditional modalities of education [65]. Our game was designed to produce a high level of players’ engagement, by careful disposition of different game elements (realism, identification with context and characters, increasing-difficulty challenges, humor, clear objectives, immediate and intense feedback for each players’ action, progress monitoring, and rewards). With that, the majority of participants stated that the game was “fun” and that it captured their attention all the time.

Limitations
Some limitations of our study should be pointed out. First, blinding of the participants (and researchers) was not feasible due to the nature of the interventions, and that may have affected some of our results, especially the subscales of evaluation of the activities, as many subjects may have found it exciting or unusual to play an electronic game to learn about a medical topic. However, we think that our primary outcome (competence for prescribing insulin) was not compromised, as it was objectively assessed by standardized multiple-choice questions.

Second, the instruments used in this study were not previously validated, because they were developed by our team to assess the specific outcomes we addressed in this study. The use of customized instruments is strongly recommended by Moreno-Ger [66], who argues that generic questionnaires are usually not useful for assessing games that can be very different in their objectives, target audiences, and needs. At our favor, we can say that our instruments were extensively reviewed by our team of experts in endocrinology and medical education, which warrants their face and content validity, and our subscales have shown acceptable reliability, as measured by their Cronbach alpha in the range of .7 to .8, with an exception of the attitudes subscale, which had very poor internal consistency [54]. The authors decided to maintain this subscale because it had questions similar to the ones used in previous surveys [7,50], allowing their comparison with our results.

In third place, this study shows only intermediate outcomes (PCPs’ knowledge, skills, attitudes, competence regarding insulin initiation, and adjustment for diabetes), but we don’t know yet if the game will have any impact on actual health professionals’ performance or on their patients’ measures or outcomes (“hard” outcomes), which we expect to assess in future studies.
Finally, although PCPs’ competence for prescribing insulin is essential, it is very likely that a simple intervention on the education of medical doctors may be insufficient to induce a significant change in the process of care delivered to patients with DM in primary care. A multifaceted intervention, aiming at several aspects of DM management, should probably be more effective to improve care and control of DM on a primary health care level, but it would demand conjugated efforts from government and society to improve issues such as availability of multiprofessional teams, availability of better insulins and oral drugs, availability of reagent strips for self-monitoring of blood glucose, better access to diabetes education, and others.

**Generalizability**

We think our results can be generalized for most primary care physicians worldwide, as our sample included medical doctors from different geographic areas, different age groups, different levels of specialization and experience, and any degree of computer or gaming literacy. Also, our game was tested in what we believe to be the “real-world conditions” for the use of an electronic game for distance CME: in players’ own computers (with a wide range of possible equipment configurations), with very little or no external help from our team, and in their own spare time. Our results show that InsuOnline is a flexible, applicable and scalable option for large-scale CME on diabetes.

**Conclusions**

In this “real-world conditions” randomized controlled trial, InsuOnline, the first electronic serious game designed for medical education on insulin therapy for diabetes, was applicable, very well accepted, and highly effective for education, with even better results for improving primary care physicians’ competence and attitudes related to diabetes and insulin than a gold-standard onsite CME activity with the same content and duration. For this reason, we believe InsuOnline is a valid tool for large-scale CME on DM, with advantages manifested in its easy Web dissemination, customizable content, and accordance with Adult Learning principles. We hope it can contribute to improve PCPs’ performance and optimize the quality of care offered to patients with DM in primary care, eventually improving patients’ glycemic control and reducing the risk of DM complications.
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Abstract

Background: Web-based interventions with a self-tracking component have been found to be effective in promoting adults’ fruit and vegetable consumption. However, these interventions primarily focus on individual- rather than group-based self-tracking. The rise of social media technologies enables sharing and comparing self-tracking records in a group context. Therefore, we developed an online group-based self-tracking program to promote fruit and vegetable consumption.

Objective: This study aims to examine (1) the effectiveness of online group-based self-tracking on fruit and vegetable consumption and (2) characteristics of online self-tracking groups that make the group more effective in promoting fruit and vegetable consumption in early young adults.

Methods: During a 4-week Web-based experiment, 111 college students self-tracked their fruit and vegetable consumption either individually (ie, the control group) or in an online group characterized by a 2 (demographic similarity: demographically similar vs demographically diverse) × 2 (social modeling: incremental change vs ideal change) experimental design. Each online group consisted of one focal participant and three confederates as group members or peers, who had their demographics and fruit and vegetable consumption manipulated to create the four intervention groups. Self-reported fruit and vegetable consumption were assessed using the Food Frequency Questionnaire at baseline and after the 4-week experiment.

Results: Participants who self-tracked their fruit and vegetable consumption collectively with other group members consumed more fruits and vegetables than participants who self-tracked individually (P=.01). The results did not show significant main effects of demographic similarity (P=.32) or types of social modeling (P=.48) in making self-tracking groups more effective in promoting fruit and vegetable consumption. However, additional analyses revealed the main effect of performance discrepancy (ie, difference in fruit and vegetable consumption between a focal participant and his/her group members during the experiment), such that participants who had a low performance discrepancy from other group members had greater fruit and vegetable consumption than participants who had a high performance discrepancy from other group members (P=.002). A mediation test showed that low performance discrepancy led to greater downward contrast (β=−0.78, 95% CI −2.44 to −0.15), which in turn led to greater fruit and vegetable consumption.

Conclusions: Online self-tracking groups were more effective than self-tracking alone in promoting fruit and vegetable consumption for early young adults. Low performance discrepancy from other group members lead to downward contrast, which in turn increased participants’ fruit and vegetable consumption over time. The study highlighted social comparison processes in online groups that allow for sharing personal health information. Lastly, given the small scale of this study, nonsignificant results with small effect sizes might be subject to bias.

(J Med Internet Res 2017;19(3):e63) doi:10.2196/jmir.6537
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online support group; quantified self; fruit and vegetable consumption; social comparison; similarity; social modeling

Introduction
Extensive evidence suggests that fruit and vegetable consumption prevents obesity [1,2], reduces cardiovascular disease risk [3,4], and decreases the risk of certain cancers [5,6]. Although a growing body of literature has examined effective strategies to increase fruit and vegetable consumption in children and adolescents [7,8], young adults have been relatively understudied [9]. Early young adults aged 18 to 22 years are at an age of transitioning from parental supervision to independent living, which is an important stage of developing food patterns that will affect their future [10]. A recent report showed that adults aged 18 to 34 years consumed the least fruits and vegetables across all age groups, including adults, children, and adolescents, and their fruit and vegetable consumption had a significant decline from age groups younger than 18 years [11]. Therefore, it is worth studying effective intervention strategies to help young adults consume at least five servings of fruits and vegetables per day (ie, 5 A Day [12]).

Web-based interventions have been found to be effective in promoting fruit and vegetable consumption in adults [13], children, and adolescents [14]. However, those existing online interventions primarily focus on individual-based behavior change, missing the opportunity to leverage online groups. Approximately 62% of US adult Internet users have used health-related online groups to find experiences of others who have similar health interests [15]. The literature has suggested that social support and social influence are pathways through which such online groups may be effective for behavior change [16]. When similar people interact to increase their fruit and vegetable consumption, social support can reduce the uncertainty and costs of behavior change by providing information and companionship [17]. Social influence may also increase fruit and vegetable consumption through observational learning from behavioral models in online groups or complying with normative behavior emerged in such groups [18,19]. Moreover, approximately 70% of US adults track a health indicator, with diet and exercise routines being the most frequently monitored [18]. Given the potential of social influence in online groups and the prevalence of self-tracking behavior, online group-based programs that allow for sharing and comparing self-tracked diet may present a new intervention opportunity to increase fruit and vegetable consumption for young adults, who are characterized as a tech-savvy population [20].

This paper defines online groups as small social networks that contain three or more individuals with similar health conditions who interact via computer networks to achieve a common health goal [21,22]. Although previous research has shown effects of health-related online groups operating via social support exchanges [23,24] and social influence through social networks [25,26], few have examined the impact of groups and group characteristics on individuals’ health outcomes during the dynamic group process [27]. In the context of increasing fruit and vegetable consumption, this study aims to directly test the effectiveness of a group-based online health program and examine group characteristics (ie, demographic similarity and types of social modeling) that make a group more successful in promoting individuals’ fruit and vegetable consumption.

Individual- Versus Group-Based Self-Tracking
Self-tracking is a way that people monitor and record specific features of their lives [28]. It allows people to reflect on the specific aspects of their health and make improvements accordingly to achieve a health goal [29]. In health behavior change literature, self-tracking is often exchangeable with self-monitoring, which refers to an intervention technique that asks people to keep a record of a target behavior [30]. Meta-analyses of behavior change interventions found that self-monitoring explained a great amount of intervention success for physical activity and healthy eating [30,31].

Self-tracking has been around for a long time. For instance, people with diabetes keep a diary about their blood sugar via glucose meters, whereas overweight people journal about their exercise activities. What is new about self-tracking is the rise of social media technologies that enable sharing and comparing personal records [32]. Social media make two modes of self-tracking convenient in practice: individual- and group-based self-tracking. In individual-based self-tracking, people collect and view information on themselves to increase self-awareness and improve their health, whereas in group-based self-tracking, people collect and share personal information with one another who self-track the same health aspect collectively [28]. Although self-tracking has been documented to have a positive effect on enhancing individual health [32], little research has compared the effectiveness of different modes of self-tracking.

This study seeks to fill this void by comparing the effectiveness of self-tracking alone or in a group wherein other group members consistently increase their fruit and vegetable consumption over time. Other group members’ fruit and vegetable consumption may exert a normative influence on the focal person. Particularly computer-mediated communication (CMC) can strengthen normative influence among members in groups [19]. According to the social identity model of deindividuation effects, interactions via computer networks accentuate group influence because of the relative anonymity that can actually facilitate individual members’ submergence in the group [33] and thus make individual members more susceptible to the influence of normative behaviors [19].

The group members not only demonstrate normative behavior of fruit and vegetable consumption, but also serve as social models to the focal person in a group. Social cognitive theory argues that observing others performing a recommended behavior is a powerful means of learning [18]. Social modeling has been frequently used in the design of dietary interventions [9,34]. Recent reviews showed that social modeling has a robust and powerful influence on food intake and choice, such that participants ate more when their modeling companions ate more [35], and that participants tended to choose the same food selected by their modeling companions [36]. Social models not only facilitate learning how to do a behavior, but also show the...
availability of resources in an environment for consumption (e.g., access to healthy food).

Therefore, our first hypothesis is that individuals in a self-tracking group composed of members with increasing fruit and vegetable consumption over time will have greater fruit and vegetable consumption than individuals who self-track alone.

Characteristics of Self-Tracking Groups
Groups can vary in their demographic composition, behavioral patterns, and interaction processes, which all contribute to different group dynamics and performance in achieving specific goals [37]. What are the features of a self-tracking group that make the group more effective in promoting fruit and vegetable consumption? In terms of group composition, group members who serve as social models can be similar or diverse in their demographic characteristics to the focal person. Research on social cognitive theory points out that people are more likely to learn and enact behaviors modeled by someone with whom they identify [18]. In CMC, age, gender, and ethnicity serve as important cues about the identities of group members when other social cues are filtered out [38]. People may easily use the demographic cues to categorize themselves and others into social groups [39]. Especially at the beginning of a group’s existence, when demographic characteristics are salient, individuals tend to use these characteristics in the identification process [40]. Moreover, according to the similarity-attraction principle applied in CMC [41], similarity in demographic characteristics may increase attraction to other group members, leading to a stronger group salience and susceptibility to group influence. Empirical studies have shown that demographic similarity among group members is positively associated with group performance and completing group tasks in virtual settings [42,43] in that individual group members are more motivated in high similarity groups than in diverse groups [44]. In online health groups, people consider group members as relevant references if they are demographically similar [26] and, thus, are more susceptible to their influence.

Therefore, our second hypothesis is that demographically similar online groups will have a greater effect on an individual’s fruit and vegetable consumption than demographically diverse online groups.

Although social modeling has a robust positive effect on promoting individual health behavior, very little research examines the effect of modeling the progress of behavioral change over time. Previous interventions on food consumption have focused on inducing characteristics of social models, including familiarity between the focal person and the models, models’ weight status (e.g., slim, normal weight or obese), and live versus remote models [35]. Unlike those interventions in which models are simply superior in performing a recommended behavior, the models are highly likely to show different paces at which they move toward the health-related goal over time. In the context of increasing fruit and vegetable consumption, some models may make an incremental progress to reach the 5-A-Day goal (i.e., incremental-change model), such as increasing one serving of fruits and vegetables per week for several weeks, whereas other models may make an ideal change to 5-A-Day immediately (i.e., ideal-change model), such as increasing to eat five servings of fruits and vegetables within a week. Incremental-change models might be more effective than ideal-change models in that making a gradual progress seems more realistic and less daunting.

Particularly in online health-related groups, participants expect to meet others with similar health conditions and to compare their own situation to that of others [45]. Social comparison processes naturally occur in such online settings. The discrepancy in health behavior between group members may moderate the social comparison mechanism underlying group influence [46]. An individual’s group members, who model the recommended behavior, have to be considered encouraging and achievable to be motivating. If the group members perform much better, the individual tends to stop comparing oneself to those group members and, thus, avoid emulating the group members’ behaviors [47]. In online groups that promote fruit and vegetable consumption, performance discrepancy is the difference between the fruit and vegetable consumption of a focal person and of social models at different points of time during the process of behavioral change. On average, the focal person may have a lower performance discrepancy with the presence of incremental-change models than with the presence of ideal-change models. Incremental-change models could be more encouraging, whereas the ideal-change models might make the focal person frustrated in pursuing the health goal.

Therefore, our third hypothesis is that incremental-change models will have a greater effect on an individual’s fruit and vegetable consumption than ideal-change models in online groups.

As discussed in the rationale for the preceding hypothesis, social comparisons could be one psychological mechanism underlying the hypothesized positive effect of incremental modeling on increasing individuals’ fruit and vegetable consumption [48]. Two types of social comparisons are downward social comparisons that concern comparisons with others not doing better, and upward social comparisons that concern comparisons with others doing better [49]. Buunk and Ybema [50] argued that downward and upward comparison could be further segmented depending on whether individuals contrast themselves to or identify themselves with comparison targets. When comparing with someone worse off, individuals feel relieved and comfortable to be in a good position (i.e., downward contrast), but feel anxious to be in the same situation in the future (i.e., downward identification). When comparing with someone better off, individuals feel frustrated to be in a worse position (i.e., upward contrast), but feel optimistic and hopeful to improve (i.e., upward identification) [50]. The instances from the literature present preferences for downward contrast and upward identification because they are associated with better psychological well-being in general [45,51]. In the incremental modeling condition, social models show consistent small increases in their fruit and vegetable consumption and the focal person could perform better or worse than the models during the intervention. In the ideal modeling condition, social models quickly change their fruit and vegetable consumption and reach the ideal amount of fruit and vegetable consumption at the beginning and maintain it throughout the intervention. Then,
the focal person probably performs worse than the models for most time during the intervention, although the performance discrepancy is expected to reduce over time. It is possible that both downward and upward social comparisons take place in the incremental condition: the focal person might outperform social models sometimes and when the models outperform the focal person, the low performance discrepancy may facilitate the focal person’s identification with the models. However, given the lack of previous studies on establishing the connections between types of social modeling and different social comparison processes, this study will explore the potential of this mechanism.

Therefore, our research question is will different social comparison processes mediate the positive effect of social modeling on an individual’s fruit and vegetable consumption in online groups?

Methods

Overview

This 4-week Web-based experiment featured a 2 (demographic similarity: demographically similar vs demographically diverse) × 2 (social modeling: incremental change vs ideal change) between-subjects design plus one control group. Participants in the control group accessed the webpage and reported self-tracking of their fruit and vegetable consumption three times a week without the presence of group members. Participants in the intervention groups were asked to join a four-person group wherein every group member posted self-tracking of their fruit and vegetable consumption three times a week. Three group members in each group were confederates. Their demographics (ie, age, gender, and ethnicity) and the fruit and vegetable consumption as indicated in self-tracking posts were manipulated to create the four intervention groups. The intervention included several steps, including screening, information sessions, a 4-week Web-based experiment, and a postexperiment survey. The study design and participant flow are illustrated in Figure 1.

Figure 1. Flow diagram of the participants.

Participants

Participants were recruited via messages sent to undergraduate students through the registrar’s office and two participant pools at Michigan State University, East Lansing, MI. The Human Research Protection Program at Michigan State University approved this study. Participants were first invited to take a 10-minute online survey for screening, in which they were instructed that the purpose of the survey was to assess their food consumption. Based on responses in the screening survey, the selection criteria for eligible participants for the 4-week intervention study were that the participant must (1) be age 18 to 22 years and white to achieve a clean manipulation of demographic similarity, (2) currently consume less than three servings of fruits and vegetables per day, and (3) have daily Internet access via a computer and/or a mobile phone. The screening yielded 338 eligible participants who were then sent an invitation via email to participate in the 4-week intervention. In the invitation email, they were instructed to physically attend an information session to participate in the 4-week intervention study. Then, 111 participants attended the information session and began the study. Each participant was rewarded with US $30 for completing the study.

Procedures

Once identified as eligible, the 338 participants were randomly assigned into control and experimental conditions because the online group page needed customization for each participant based on their assigned conditions. These online group pages were created before the information sessions because participants needed to complete a few important tasks on their group pages in the information sessions. Randomization was conducted using computer-generated random digits.

A week before the experiment, 111 eligible participats attended a 30-minute information session. At the beginning of the information session, participants provided written informed consent to join the study. Then, each participant received an invitation email to join an online group page ostensibly premade based on participants’ demographic information (ie, age, gender, and ethnicity) collected from the screening survey. The starting numbers of fruit and vegetable servings of the three confederates were set up to be equal to 0.5 above, and 0.5 below, with a mean equal to the current servings of the participant as indicated in the screening survey. After creating an online profile and joining the assigned group page, a participant was able to see the information of him- or herself and the three confederates. Participants were informed that group members’ information was obtained from the screening survey. We conducted separate information sessions for the control group and intervention groups. A premade video illustrated steps to create online profiles and join an online group page, and instructed participants to post self-tracking messages to report their fruit and vegetable consumption for 3 days each week during the 4-week experiment.

Experiment Conditions

A healthy eating community was created on Ning.com, with by-invitation-only group pages. Although the participants in the intervention groups were made to believe they were in a
group with three other participants; in fact, the information of these three other participants were experimentally manipulated. Each group page consisted of three modules: (1) group goal (i.e., every group member will eat five servings of fruits and vegetables per day at the end of the program) and group members’ demographics, (2) self-track message wall that allowed group members to post their fruit and vegetable consumption, and (3) a bar graph illustrating weekly summaries of fruit and vegetable consumption for each group member. Figures 2 and 3 present examples of the group pages.

Figure 2. Visual example of the demographically diverse and ideal-change model intervention group page.
Demographically Similar Versus Diverse Condition

Demographic similarity was manipulated by varying confederates’ displayed ages, gender, and ethnicity. In the demographically similar condition, the three confederates’ ages, gender, ethnicities were identical to the participant. In the demographically diverse condition, each confederate was different from the participant on two of the three demographic factors. For example, when a participant was an 18-year-old white female, the three confederates were a 26-year-old...
African-American female (ie, different age and ethnicity), an 18-year-old African-American male (ie, different ethnicity and gender), and a 25-year-old white male (ie, different age and gender).

**Incremental-Change Versus Ideal-Change Model Condition**

The type of model was manipulated by varying the confederates’ fruit and vegetable consumption over the 4-week experiment. In the incremental-change model condition, the three confederates posted prewritten messages that indicated each confederate’s average fruit and vegetable consumption to be 3, 4, 4.5, and 5 servings in the 4 weeks. In the ideal-change model condition, the three confederates posted prewritten messages that indicated each confederate’s average fruit and vegetable consumption to be five servings throughout the 4 weeks. Essentially, this manipulated the confederates’ rate of progress toward the 5-A-Day goal: incremental progress versus instant progress to achieve the ideal goal. Because we could not control a participant’s actual fruit and vegetable consumption during the 4-week experiment, the participant might sometimes outperform, underperform, or perform equally compared to others in the incremental-change condition. Textbox 1 presents examples of prewritten self-tracking messages.

**Textbox 1.** Message examples of self-tracking posts by confederates on group pages.

5 servings: “I had a cup of coleslaw salad, one banded sweet potato and a handful of baby carrots. I ate a big orange and a banana while I was in a meeting. It’s about 5 servings of veggies and fruits all together.”

4.5 servings: “For breakfast this morning I had a bowl of oatmeal with a half-cup of dried apricots mixed in and a glass of orange juice. At lunch I had a cup of chicken soup and a medium-sized salad, with an apple for an afternoon snack. I then ate two slices of pizza and about three carrot sticks for dinner. This should make three servings of fruits and one-and-a-half servings of vegetables. So, 4.5 total. Not bad today.”

4 servings: “I ate a cobb salad with one fresh tomato and two cups of greens (lunch), and I drank a cup of fruit juice in the morning, and ate ½ cup of raisins and prunes. It’s about 2 servings of veggies and 2 serving of fruit.”

3 servings: “I had a ½ cantaloupe today. I love melons. For veggies, I had a cup of coleslaw at noon. It’s about 1 serving of veggies and 2 servings of fruits.”

**Measurement**

The primary outcome fruit and vegetable consumption was measured using the Food Frequency Questionnaire (FFQ) [52]. The FFQ asked about the amount and the frequency of consumption of 23 kinds of vegetables (eg, string beans, green beans, cooked greens such as spinach, mustard greens) and 12 kinds of fruits (eg, nectarines, plums, watermelon, honeydew) over the past 4 weeks. For the amount of consumption, participants could select the serving size (small, medium, large). The pictorial examples of different serving sizes were provided along with the questions. For the frequency of consumption, participants were asked to rate on an 8-point scale: (1=never or less than once per month, 8=2 or more per day).

Social comparison processes were measured by four different indexes each consisting of three items [49]. Participants were asked to rate their feelings on a 5-point scale (1=not at all, 5=very much) when reading other group members’ self-tracking messages and weekly summaries of fruit and vegetable consumption. One index measured downward contrast (eg, “...I am happy that I am doing well myself,” Cronbach alpha=.92; mean 3.14, SD 1.04), one index measured upward contrast (eg, “...I feel frustrated about my own situation,” Cronbach alpha=.91; mean 2.12, SD 1.08), the other two indexes measured upward identification (eg, “...I realize that it is possible to improve,” Cronbach alpha=.77; mean 3.70, SD 0.93) and downward identification (eg, “...I fear that my future will be similar,” Cronbach alpha=.83; mean 1.77, SD 0.86).

In addition to age and gender, participants’ baseline fruit and vegetable consumption was measured in the screening survey. Self-reported height and weight were used to compute body mass index (BMI) scores. Enrollment in a campus meal plan (1=yes, 0=no) was measured because meal plan participants tended to have the recommended daily fruit and vegetable consumption [53].

**Analytic Plan**

First, a series of independent-sample t tests and chi-square tests were conducted to check the equivalence in terms of age, gender, composition, BMI, etc, between participants who attended the information session and those who did not attend, between participants who began the study (ie, attended the information session) but dropped out later and those who completed the study, and between participants assigned into the different experimental conditions. The same methods of analyses were used to check the success of our manipulations.

To test our hypotheses, using intention-to-treat analysis [54], differences in fruit and vegetable consumption after the intervention were assessed with linear mixed-effects models, including conditions and time (ie, the time at which fruit and vegetable consumption was measured: baseline vs posttest) as independent variables, and a random intercept to account for missing data. Specifically, to test our first hypothesis that individuals in a self-tracking group composed of members with fruit and vegetable consumption that increases over time will have greater fruit and vegetable consumption than individuals who self-track alone, the study condition (control vs intervention condition) was entered together with time as the independent variables. To test the hypotheses that demographically similar online groups and incremental-change models will have a greater effect on an individual’s fruit and vegetable consumption than demographically diverse online groups and ideal-change models, demographic similarity (demographically similar vs diverse) and types of social modeling (incremental change vs ideal change) together with time were entered as the independent variables. The time factor was introduced to include dropouts in the analysis and to have a grouping factor for mixed-effects
analysis. As random effects, we allowed each participant to have differing intercepts. The P values for testing statistical significance of each independent variable were obtained by F tests with the Kenward-Roger approximation [55]. These analyses were conducted using the R package “Ime4” [56]. Then, our research question was tested in a parallel mediation model using bootstrapping [57]. Bootstrapping has been recommended for testing indirect effects on small to moderate samples because the Baron and Kenny method [58] is one of the least powerful approaches to testing mediation due to its reliance on a number of inferential procedures [59].

**Results**

**Sample Characteristics**

A total of 73 participants completed the 4-week intervention and the postsurvey. Among them, 49 were female, and the mean age was 19.86 (SD 1.65) years. The 73 participants consumed a mean 2.03 (SD 0.72) servings per day at baseline and a mean 3.05 (SD 2.01) servings per day after the 4-week experiment. To compare eligible participants who attended and who did not attend the information session. The results show that they did not differ on age (t\(_{109}\)=1.61, P=.11), baseline fruit and vegetable consumption (t\(_{109}\)= 1.29, P=.19), or gender (χ\(^2\)=0.3, P=.66), although participants who attended the information session reported more interest on a 5-point scale (mean 2.36, SD 1.25) in participating in an online support group for healthy eating than those who did not attend the information session (mean 1.94, SD 1.13; t\(_{109}\)=2.49, P=.01).

For the 111 participants who attended the information session, 73 (65.8%) completed the 4-week intervention and the postsurvey. Analyses showed that participants who began the study but dropped out did not differ from those who completed the study on age (t\(_{109}\)=1.53, P=.13), gender (χ\(^2\)=0.1, P=.81), BMI (t\(_{109}\)=–0.69, P=.49), baseline fruit and vegetable consumption (t\(_{109}\)=0.24, P=.81), or interest in participating in an online support group for healthy eating (t\(_{109}\)=1.52, P=.13).

Table 1 presents descriptive statistics of the samples split by conditions, including baseline fruit and vegetable consumption, BMI, age, gender distribution, and completion rate. Participants across conditions did not significantly differ on any of these characteristics.

<table>
<thead>
<tr>
<th>Sample characteristics</th>
<th>Similar/Incremental (n=17)</th>
<th>Diverse/Incremental (n=14)</th>
<th>Similar/Ideal (n=16)</th>
<th>Diverse/Ideal (n=16)</th>
<th>Control (n=10)</th>
<th>Total sample (N=73)</th>
<th>F (_{4,68})</th>
<th>χ(^2) (_{4})</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline fruit and vegetable consumption, mean (SD)</td>
<td>1.92 (0.76)</td>
<td>2.25 (0.67)</td>
<td>2.17 (0.66)</td>
<td>2.07 (0.78)</td>
<td>1.94 (0.76)</td>
<td>2.04 (0.73)</td>
<td>.93</td>
<td>.45</td>
<td></td>
</tr>
<tr>
<td>BMI (kg/m(^2)), mean (SD)</td>
<td>23.05 (3.32)</td>
<td>22.06 (2.26)</td>
<td>22.43 (2.15)</td>
<td>22.96 (3.60)</td>
<td>21.47 (2.91)</td>
<td>22.74 (2.98)</td>
<td>1.55</td>
<td>.20</td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>19.76 (1.79)</td>
<td>19.17 (1.53)</td>
<td>19.75 (1.07)</td>
<td>20.27 (1.83)</td>
<td>20.40 (2.01)</td>
<td>19.86 (1.65)</td>
<td>1.06</td>
<td>.39</td>
<td></td>
</tr>
<tr>
<td>Gender (female), n (%)</td>
<td>13 (77)</td>
<td>11 (79)</td>
<td>10 (63)</td>
<td>9 (56)</td>
<td>6 (60)</td>
<td>49 (67)</td>
<td>2.75</td>
<td>.60</td>
<td></td>
</tr>
<tr>
<td>Meal plan (yes), n (%)</td>
<td>12 (71)</td>
<td>9 (64)</td>
<td>11 (69)</td>
<td>11 (69)</td>
<td>7 (70)</td>
<td>50 (69)</td>
<td>2.99</td>
<td>.63</td>
<td></td>
</tr>
<tr>
<td>Completion rate, n (%)</td>
<td>24 (71)</td>
<td>21 (67)</td>
<td>23 (70)</td>
<td>24 (67)</td>
<td>19 (53)</td>
<td>111 (65.8)</td>
<td>3.53</td>
<td>.47</td>
<td></td>
</tr>
</tbody>
</table>

\(\chi^2\): χ\(^2\)=11.2, P<.001.

**Manipulation Check**

To check whether the manipulation for group demographic similarity was successful, in the postexperiment survey we asked participants to indicate which of the following statements best described their group members: “We are diverse in terms of age, gender, and ethnicity,” (coded as 0) and “We are similar in terms of age, gender, and ethnicity” (coded as 1). A chi-square test showed a significant difference between demographically similar groups (mean 1.81, SD 0.40) and diverse groups (mean 1.00, SD 0.01; χ\(^2\)=11.2, P<.001).

To check whether the manipulation for incremental- versus ideal-change models was successful, in a pilot test with 10 participants we asked them to indicate whether other group members’ fruit and vegetable consumption increased gradually (coded as 0) or stayed the same (coded as 1). A chi-square test showed that participants in the incremental modeling condition were significantly more likely to choose 0, whereas participants in the ideal modeling condition were more likely to choose 1 (χ\(^2\)=10.0, P=.008).

We also included two indirect manipulation checks for the incremental- versus ideal-change models: actual and perceived performance discrepancy. Actual performance discrepancy was calculated based on participants’ wall posts on the group pages. It was the mean difference between manipulated serving sizes of social models and actual serving sizes reported by participants in their self-tracking messages across the first 3 weeks during the 4-week intervention. Perceived performance discrepancy was measured in the postexperiment survey by asking participants to rate whether other group members performed worse than (=1), similar to (=2), a little bit better (=3), or much better (=4) than them in achieving 5 A Day. The t tests revealed no significant difference in actual performance discrepancy.
between the incremental-change (mean 0.82, SD 0.75) and ideal-change models (mean 1.18, SD 1.04; \( t_{71} = -1.48, P = .15 \)), or in perceived performance discrepancy between the incremental-change (mean 3.35, SD 0.79) and ideal-change models (mean 3.29, SD 0.69; \( t_{71} = -0.34, P = .74 \)). Therefore, incremental versus ideal modeling did not necessarily induce low versus high performance discrepancy.

**Individual- Versus Group-Based Self-Tracking**

The results showed that participants assigned to intervention groups (ie, group-based self-tracking) consumed more fruits and vegetables than those assigned to the control group (ie, individual-based self-tracking; \( \beta = .20, F_{1,88.25} = 6.83, P = .01 \)). Participants who self-tracked their fruit and vegetable consumption collectively with other group members (mean 3.37, SD 2.01) consumed more fruits and vegetables than participants who self-tracked their fruit and vegetable consumption alone (mean 1.37, SD 1.44).

**Group-Based Self-Tracking**

Demographic similarity did not show a significant main effect on fruit and vegetable consumption (\( \beta = -.06, F_{1,76.92} = 1.02, P = .32 \)). Types of social modeling did not show a significant effect either (\( \beta = .04, F_{1,75.88} = 0.50, P = .48 \)). There was no interaction effect between demographic similarity and types of social modeling (\( P = .46 \)). In other words, there was no difference between the demographically similar groups (mean 3.40, SD 2.55) and the demographically diverse groups (mean 3.19, SD 1.45) in fruit and vegetable consumption after the 4-week experiment. Similarly, no difference was found between the groups with incremental-change models (mean 3.58, SD 2.30) and the groups with ideal-change models (mean 3.18, SD 1.70) in terms of fruit and vegetable consumption. Moreover, the results showed a significant main effect of time (\( \beta = .34, F_{1,77.52} = 24.82, P < .001 \)), such that participants’ fruit and vegetable consumption increased over the course of the intervention. However, there were no significant interaction effects between time and the experimental conditions.

**Post Hoc Analysis: Performance Discrepancy**

Our indirect manipulation check demonstrated that the incremental-change and ideal-change models did not necessarily create the performance discrepancy as we expected; therefore, we explored the effect of performance discrepancy as the independent variable in the post hoc analysis. Using the mean of actual performance discrepancy (mean 0.96, SD 0.92), participants were split into low (coded as 0, \( n = 32 \)) versus high (coded as 1, \( n = 31 \)) actual performance discrepancy groups. A linear mixed-effects model with a random intercept to account for missing data was used to assess the difference in fruit and vegetable consumption after the intervention, including performance discrepancy, demographic similarity, and time as the independent variables. The results revealed a significant main effect of actual performance discrepancy on participants’ fruit and vegetable consumption at the end of the 4-week experiment (\( \beta = -.29, F_{1,56} = 12.64, P = .002 \)). Specifically, participants who had a low performance discrepancy from other group members had greater fruit and vegetable consumption (mean 4.11, SD 2.28) than participants who had a high performance discrepancy from other group members (mean 2.56, SD 1.32). Using a similar analytic method, an additional analysis was conducted by using actual values of performance discrepancy (ie, without dichotomizing performance discrepancy) as one of the independent variables. The result showed the same result, such that performance discrepancy had a negative effect on fruit and vegetable consumption (\( \beta = -.35, P = .001 \)). Given the significant main effect of actual performance discrepancy, a series of post hoc analyses were conducted to test if different social comparison processes mediated the effect of performance discrepancy on fruit and vegetable consumption. Indirect effects were tested in a parallel mediation model using bootstrapping [57]. The existence of an indirect effect was determined by the following two criteria. First, the total effect should be statistically significant, and the direct effect should become statistically nonsignificant. Second, the indirect effect should be statistically significant [57]. As presented in Table 2, the indirect effect through downward contrast was significant with a coefficient of –0.78 (95% CI –2.44 to –0.15). It showed that low performance discrepancy led to greater downward contrast, which in turn led to greater fruit and vegetable consumption. Therefore, downward contrast mediated the relationship between performance discrepancy and fruit and vegetable consumption.
of demographic similarity may foster some degree of interaction in groups with anonymous strangers. Although the manipulation showed consistent increases in fruit and vegetable consumption than when participants self-tracked alone. Therefore, our first hypothesis was supported. The finding suggests the effectiveness of using online self-tracking groups with social models for young adults. Although self-tracking helps to increase self-awareness of one’s fruit and vegetable consumption [28], people need a larger context, such as a group environment, where they could observe and compare with others’ performances to make more significant increases in fruit and vegetable consumption.

**Theoretical Implications**

The lack of differences between demographically similar and diverse groups in increasing fruit and vegetable consumption revealed that demographic similarity was not a determining group characteristic that made a self-tracking group more successful in behavior change. Social cognitive theory states that social learning and behavior change are more likely to take place when a person perceives a strong identification with a model [18]. In this study, young adults may not necessarily identify more with others sharing similar demographic characteristics because young adults live in a multiracial and multicultural society where demographic diversity is natural in everyday encounters [60,61]. Moreover, participants were put in groups with anonymous strangers. Although the manipulation of demographic similarity may foster some degree of identification with group members, groups consisting of already-known people may present a completely different level of identification, likely to be stronger than what we found in this study. Future research is encouraged to study different group compositions such that group members have preexisting connections, and to assess the effect of speed at which models progress toward a health goal in a naturalistic experiment.

An alternative explanation is that eating five servings of fruits and vegetables per day is a healthy behavior that applies to all individuals, regardless of age, gender, or ethnicity. Therefore, demographic characteristics of the models may not play a critical role here. In addition, although participants in self-tracking groups collectively worked toward the 5-A-Day goal, they were not interdependent on one another to achieve the goal. Group literature that showed significant effects of demographic similarity on performance often involved higher levels of interdependency and interactions among group members [40]. For members who work coactively rather than interdependently, the effect of demographic similarity is probably minimal.

Incremental-change models did not show an advantage in increasing individuals’ fruit and vegetable consumption when compared with ideal-change models. The finding suggested that the speed at which social models achieved the health goal did not affect individuals’ behavior change. The manipulation check showed that, contrary to our hypothesis, incremental-change models did not necessarily lead to a lower actual or perceived performance discrepancy than ideal-change models. The participants’ actual performance discrepancy was consistent with their perceived performance discrepancy, and that actual performance discrepancy had a significant effect on increasing individuals’ fruit and vegetable consumption. Taken together, what makes an online group more effective is not the models’

### Table 2. Tests of indirect effect of performance discrepancy on fruit and vegetable consumption through social comparisons.

<table>
<thead>
<tr>
<th>Mediation tests</th>
<th>b (SE)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Performance discrepancy to social comparisons</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Performance discrepancy to upward contrast</td>
<td>0.64 (0.26)</td>
<td>.03</td>
</tr>
<tr>
<td>Performance discrepancy to downward contrast</td>
<td>−0.85 (0.25)</td>
<td>.001</td>
</tr>
<tr>
<td>Performance discrepancy to upward identification</td>
<td>−0.45 (0.24)</td>
<td>.09</td>
</tr>
<tr>
<td>Performance discrepancy to downward identification</td>
<td>0.25 (0.22)</td>
<td>.12</td>
</tr>
<tr>
<td><strong>Social comparisons to fruit and vegetable consumption</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Upward contrast to fruit and vegetable consumption</td>
<td>0.58 (0.29)</td>
<td>.07</td>
</tr>
<tr>
<td>Downward contrast to fruit and vegetable consumption</td>
<td>0.84 (0.29)</td>
<td>.01</td>
</tr>
<tr>
<td>Upward identification to fruit and vegetable consumption</td>
<td>−0.37 (0.29)</td>
<td>.67</td>
</tr>
<tr>
<td>Downward identification to fruit and vegetable consumption</td>
<td>−0.20 (0.32)</td>
<td>.58</td>
</tr>
<tr>
<td><strong>Total effect of performance discrepancy on fruit and vegetable consumption</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>−1.46 (0.49)</td>
<td>.01</td>
</tr>
<tr>
<td><strong>Direct effect of performance discrepancy on fruit and vegetable consumption</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>−1.03 (0.53)</td>
<td>.08</td>
</tr>
<tr>
<td><strong>Indirect effects of performance discrepancy on fruit and vegetable consumption through social comparisons</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Through upward contrast (bias-corrected 95% CI −0.12 to 1.53)</td>
<td>0.37 (0.37)</td>
<td></td>
</tr>
<tr>
<td>Through downward contrast (bias-corrected 95% CI −2.44 to −0.15)</td>
<td>−0.78 (0.39)</td>
<td></td>
</tr>
<tr>
<td>Through upward identification (bias-corrected 95% CI −0.21 to 0.47)</td>
<td>0.05 (0.15)</td>
<td></td>
</tr>
<tr>
<td>Through downward identification (bias-corrected 95% CI −0.77 to 0.13)</td>
<td>0.00 (0.16)</td>
<td></td>
</tr>
</tbody>
</table>

### Discussion

This study built an online group-based program that allows for self-tracking dietary behavior for young adults. A significantly greater fruit and vegetable consumption was evident when participants self-tracked in groups wherein other group members showed consistent increases in fruit and vegetable consumption than when participants self-tracked alone. Therefore, our first hypothesis was supported. The finding suggests the effectiveness of using online self-tracking groups with social models for young adults. Although self-tracking helps to increase self-awareness of one’s fruit and vegetable consumption [28], people need a larger context, such as a group environment, where they could observe and compare with others’ performances to make more significant increases in fruit and vegetable consumption.
progress of behavior change but the amount of difference from the models’ performance in behavior change. Participants with a low performance discrepancy from models in the same online groups consumed more fruits and vegetables than participants with a high performance discrepancy from models. High performance discrepancy may make the focal person believe that he or she can never match or exceed perpetually superior group members [63]. High performance discrepancy then may weaken individuals’ efficacy to increase their fruit and vegetable consumption persistently over time. Interestingly, it may also be that consistent upward or downward comparisons are less effective in behavior change because they present less motivating or challenging scenarios than an upward-downward combined comparison. Participants with a low performance discrepancy from models sometimes outperformed, underperformed, or equally performed compared to models (discrepancy ranged from −0.48 to 0.96 servings), whereas participants with a high performance discrepancy always underperformed compared to models (discrepancy ranged from 1.00 to 3.29 servings). Future research should test this speculation and increase our understanding of effective social comparison mechanisms for behavior change.

In addition, our post hoc analysis revealed that downward contrast mediated the effect of performance discrepancy on fruit and vegetable consumption outcomes. When comparing with group members who performed worse or similarly now and then, the focal person would feel good and relieved that they were doing well. However, upward identification was not a significant mediator. When comparing with group members who performed better, upward identification was the mechanism that could lead to positive behavior change but this was not observed in this study. Therefore, in online groups, in addition to matching group members with similar performance (ie, sometimes worse, sometimes a bit better) to facilitate downward contrast, it is critical to activate upward identification so that participants can emulate better models.

Practical Implications

This study provides several insights into the design of effective online groups to promote fruit and vegetable consumption for young adults. With the rapid growth of various self-tracking technologies [29], virtual connections among self-trackers allow for sharing of personal health information. Collective self-tracking in a group is more effective than self-tracking alone, when group members show positive progress toward the health goal. Existing self-tracking mobile apps and online communities (eg, MyFitnessPal, FatSecret) may leverage this insight to virtually connect self-trackers into small groups. For people who need to increase their fruit and vegetable consumption, such as patients with diabetic or cardiovascular diseases, health care providers may want to prescribe beyond self-tracking practice and encourage them to get connected with other self-trackers via online or offline support groups or via mobile networks.

Moreover, previous studies have found that people in online health social networks tend to connect with others with similar demographic backgrounds and similar progress toward a shared health goal [26]. This study found that it was the similarity in health progress rather than similarity in demographic background that made online groups more effective in promoting fruit and vegetable consumption behavior. Therefore, in creating online groups or online social networks for increasing people’s fruit and vegetable consumption, algorithms may be developed to recommend teaming up with others who have similar health progress toward the goal.

Limitations

There were a few limitations in this study, beyond the reasonable attrition. First, for the 338 participants who were eligible and invited to participate in the 4-week intervention, only 111 (32.8%) participants attended the information session of the study. The reason for the loss of eligible participants in the information session was that student participants recruited from the registrar’s office and participant pools typically had choices to participate in other studies. Student participants tended to choose studies that cost minimal effort, such as an online survey. Our study involved physical attendance to the information session and a 4-week intervention, which was less attractive to student participants. However, our analysis showed that there were not any significant differences between eligible participants who attended and who did not attend the information session in terms of age, gender, and baseline fruit and vegetable consumption.

Second, in post hoc power analyses, we had a 74% observed power to detect a significant difference between the control versus intervention groups with Cohen $d=0.63$, an 80% power to detect a significant main effect of performance discrepancy on postintervention fruit and vegetable consumption (post hoc analysis) with Cohen $d=0.61$. However, we only had a 13% power to detect a significant main effect of social modeling on postintervention fruit and vegetable consumption with Cohen $d=0.12$, and a 10% power for demographic similarity with Cohen’s $d=0.08$. Therefore, the small sample size might have contributed to the null findings for our hypotheses that demographically similar online groups and incremental-change models will have a greater effect on an individual’s fruit and vegetable consumption than demographically diverse online groups and ideal-change models, with very small effect sizes. Similarly, group equivalence tests in sample characteristics may be biased by the small sample size in each condition. Readers are cautioned to interpret these results with the small sample size and lack of power in mind.

Third, this study was a short-term behavior change (ie, 4 weeks). We have no knowledge whether fruit and vegetable consumption would continue to increase or remain at five servings. Future studies should examine the potential long-term effect of online groups for changing fruit and vegetable intake. Lastly, the self-tracking method used in this intervention was traditional self-reported food journaling, which imposes a high burden on participants [64]. Recent automated food recognition technologies rely on wearable cameras or phones to capture food photos and leverage computer vision techniques to analyze food ingredients [65,66]. Another alternative method is to use an in-the-moment photo as a lightweight food journal to reduce user effort [67]. Future research should consider these more advanced self-tracking methods to reduce participation attrition.
as well as increase the accuracy and usefulness of self-tracked information.

Conclusion
This study is one of the first attempts to test the effects of online self-tracking groups in increasing fruit and vegetable consumption for young adults. The 4-week experiment showed that online self-tracking groups with models consistently increasing their fruit and vegetable consumption were more effective than self-tracking alone in promoting fruit and vegetable consumption. We also found that low performance discrepancy from models would lead to downward contrast, which in turn increases participants’ fruit and vegetable consumption over time. The study highlighted social comparison processes in online groups that allow for sharing personal health information.
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Abstract

Background: eHealth literacy is defined as the ability to seek, find, understand, and appraise health information from electronic sources and apply knowledge gained to addressing or solving a health problem. Previous research has shown high reliance on both online and face-to-face interpersonal sources when sharing and receiving health information.

Objective: In this paper, we examine these interpersonal sources and their interplay with respondents’ eHealth literacy and perceived health outcomes. Specifically, we look at how the relationship between eHealth literacy and health outcomes is moderated by (1) finding help while performing online activities, (2) finding others with similar health concerns online, and (3) the importance of finding others with similar health concerns for people from ethnic minorities, specifically Palestinian citizens of Israel versus Israeli Jews.

Methods: We used a nationally representative random-digit dial telephone household survey of an Israeli adult population (age ≥21 years, N=819). The collected data were analyzed using two regression models. The first examined how the correlation between eHealth literacy and perceived outcomes was moderated by the availability of help. The second examined how the correlation between eHealth literacy and perceived outcomes was moderated by finding others with similar health concerns and by ethnicity.

Results: Respondents with low eHealth literacy who were able to recruit help when performing online activities demonstrated higher perceived health outcomes compared to similar respondents who did not find help. Respondents with low eHealth literacy, who were able to find others with similar health concerns (online), demonstrated higher perceived health outcomes when compared to similar respondents who did not find others with similar health concerns. Finally, finding similar others online was more helpful in enhancing health outcomes for ethnic minorities; Palestinian citizens of Israel gained more health benefits by finding similar others compared to Israeli Jews.

Conclusions: Although the availability of help and the notion of ethnicity have been discussed extensively within the context of social capital and health, our findings offer initial evidence for the relevancy of these concepts when studying individuals’ eHealth literacy. Specifically, our findings enable a better understanding of the role of social ties and ethnicity in moderating the interplay between eHealth literacy and perceived health outcomes. Given the increased importance of eHealth information, our findings enhance understanding of how social ties can potentially compensate for low eHealth literacy.

(J Med Internet Res 2017;19(3):e98) doi:10.2196/jmir.6472

KEYWORDS
eHealth literacy; consumer health information; outcomes assessment; ethnicity
Introduction

The term eHealth refers to “the use of emerging information and communications technology to improve or enable health and health care” [1]. In the rapidly developing use of the Internet in society, eHealth literacy has become an important prerequisite for promoting healthy behavior [2,3]. Previous research has shown high reliance on both online and face-to-face interpersonal sources in searching for relevant health information and on forming decisions regarding different health-related topics [4,5]. Within the Israeli context, it was shown that consulting with other online users on health-related topics led to increased levels of health information and increased usage levels of online health services [6,7].

Despite the central role of interpersonal communication in accessing health information, research investigating how interpersonal communication interplays with eHealth literacy is scarce. In this study, we examine the impact of social ties on eHealth literacy among ethnic groups in Israel. Specifically, we investigate to what extent the availability of offline help when searching for health information online and finding other online individuals with similar health conditions can supplement individuals’ low eHealth literacy, which in turn can help health consumers achieve positive outcomes when using the Internet for health purposes.

Related Work

This section outlines the theoretical concepts used to frame the paper and provides a summary of past and present research. The conceptual framework offers a brief perspective on the association between eHealth literacy and perceived health outcomes. This section also introduces the concepts of interpersonal communication, social networks, and social capital.

eHealth Literacy

Health literacy is defined as the ability of an individual to obtain, process, and understand basic health information in order to make appropriate decisions concerning health [8,9], whereas eHealth literacy is defined as “the ability to seek, find, understand and appraise health information from electronic sources and apply knowledge gained to addressing or solving a health problem” [10]. According to this definition, eHealth literacy encompasses six types of literacy: traditional (literacy and numeracy), information, media, health, computer, and scientific. Of these, media and computer literacies are unique to the Internet context, with eHealth media literacy being the awareness of media bias or perspective, the ability to discern both explicit and implicit meaning from media messages, and to derive meaning from media messages. The literature includes other definitions of perceived media capability or efficacy, but these were not specific to health information on the Internet [11].

Having the composite skills of eHealth literacy allows health consumers to achieve positive outcomes from using the Internet for health purposes. eHealth literacy has the potential to both protect consumers from harm and empower them to fully participate in informed health-related decision making [10]. People with high levels of eHealth literacy are also more aware of the risk of encountering unreliable information on the Internet [7,12]. On the other hand, the extension of digital resources to the health domain in the form of eHealth literacy can also create new gaps between health consumers [11]. eHealth literacy hinges not on the mere access to technology, but rather on the skill to apply the accessed knowledge [13], thus lending support to the hypothesis that information technology is creating a new social inequality rather than leveling social discrepancies [14].

The importance of assessing eHealth literacy is highlighted by recent findings suggesting that instead of basing health care treatment decisions on professional weighing of risks and benefits for different treatments and outcomes, individual preferences regarding health treatments are based in reality on limited information influenced by prior individual and collective experience [15]. This can be partially understood by findings indicating that most interpersonal communication sources for health information are lay people, such as family and peers within one’s social network, rather than professional sources such as health care providers [16,17].

The examination of individuals’ social ties is gaining increased prominence in studies dealing with patients’ attainment of health information [18]. Specifically, more attention is being paid to the impact technologies such as email and the Internet have on the way individuals gather and share health information through their social ties [18]. Although these ties are important conduits for shared resources [18], much of the public health literature focuses either on patient-provider communication [19,20] or identifying and training people to serve as opinion leaders, peer leaders, or community health workers to aid in the implementation of designated health promotion/prevention disease interventions [21-23]. Less attention has been paid to identifying how similar health conditions are constructive in facilitating effective communication, for gaining access to information, for applying health information, and for increasing the benefits associated with such interpersonal health information sources [20]. More specifically, to the best of our knowledge, no attention has been paid in the interpersonal communication and health communication literature to study how social ties can potentially compensate for low eHealth literacy. Given the increased importance of social ties in attaining health information, and in light of the importance of eHealth literacy in understanding and appraising health information, we believe that by studying these two domains together we can better understand their joint potential contribution for enhancing health outcomes. Ways for bridging these two domains through combining emerging findings from the interpersonal ties literature with established literature in the health communication field are addressed in the next sections.

Social Ties

Social ties among individuals are often important conduits for sharing resources and can be described in such terms as their density, range, boundedness, and homogeneity [18]. Although social ties describe the structure of social interaction, social support describes the resources that are shared through these ties. Social support exists in a number of forms, including emotional support (eg, love, caring, and sympathy), instrumental support (eg, assistance with tangible needs), and informational support (eg, support with symbolic tasks)” [16].
support (eg, provision of advice or information) [24]. Social networks and social support can have a profound impact on health by improving health behaviors (eg, [25]) and allowing for the provision of health-conserving resources (eg, [26]).

Social ties are also a means for information exchange among individuals. For example, previous studies have shown that belonging to two or more community organizations is associated with increased knowledge of screening for colon cancer, and increased knowledge of levels of exercise and fruit and vegetable intake recommended to reduce cancer risk [24]. These results support the intuitive notion that the more social ties individuals have the more likely they are to be exposed to health-enhancing information. On the other hand, although social ties may encourage some to stop smoking [27], they may encourage others to take up the practice [27] or grow obese together [28].

As the previous examples indicate, the relationship between social ties and health communication are not as straightforward as they initially appear. One contentious issue involves the distinction between strong ties, defined as those that are frequent and multifaceted, and weak ties, defined as infrequent and unidimensional [29]. Conceptually, one might argue that strong ties are less likely to lead to the distribution of new information compared with weak ties because individuals tend to form stronger relationships with those who are more similar to themselves and thus strong ties may not be able to offer many innovative ideas in the course of a social exchange [29]. Thus, weak ties may be more important for exposing people to innovative ideas, particularly in terms of transferring health information [30]. Findings on this issue are mixed: one study from the United States found that people reported strong ties as the most important source of health information [31], whereas other research emphasized the importance of both strong and weak ties [32-34]. This finding was also documented in the Israeli context [6].

Social ties through which health information can be accessed and applied include contacts with professionals such as medical health providers and/or lay interpersonal communication sources, including other service consumers, family and friends, neighbors, and religious leaders [16,17]. Using the Internet to access health information, where it is widely prevalent, is steadily rising [7,35,36]. A recent study by Mesch [37], based on a representative sample, indicates a reliance on online communication for health purposes within the Israeli population both in accessing medical information as well as for communication on health-related topics. These findings on increased reliance on online sources of information among the general population are reiterated in other studies [32,38]. Due to the increasingly important role of computer-mediated communication (CMC) in the formation and preservation of social ties, as well as for information sharing, we focus in this paper on social ties facilitated by both CMC and face-to-face interactions, a field that has not been explored as a medium that can potentially supplement eHealth literacy.

**Assistance Provision Through Social Capital**

A concept that may further explain the role social ties play within the context of health communication is that of social capital [39-41]. There is no firm, unanimous definition of social capital, and the particular definition adopted by any given study is dependent on the discipline and level of investigation. In its simplest form, social capital can be defined as the social ties or connections through which one gains access to resources [42]. Coleman [43] defines social capital as a function of social structure producing advantage, whereas Bourdieu [42] defines social capital as "the aggregate of the actual or potential resources that are linked to possession of a durable network of more or less institutionalized relationships of mutual acquaintance and recognition" (p 248).

Despite the fact that social capital is a contentious and slippery term, the preceding definitions emphasize the notion that social capital resides not within the individual but rather in the relationships that an individual or group has with others. For the purpose of this study, social capital theory is defined as the sum of the actual and potential resources embedded within, available through, and derived from an individual’s network of relationships. Social capital comprises both the network and the assets that may be mobilized through it [44]. Such value can also be associated and facilitate the flow of information [45].

The importance of these social capital within the context of health is seminal, given that such resources has been found to play a central role in enhancing health [46,47]. Previous work have shown that social capital has a positive impact on participants’ emotional and physical well-being, either through gratifying the health information needs of individuals or through communication with health care providers and with other lay people [46,47]. Although the effect of social capital on health has been extensively studied in the past three decades [48], relatively little work has been done on the role social ties plays for individuals with low eHealth literacy. Such individuals can potentially access resources in their social networks (ie, other individuals who can guide them when searching for health-related information online); such assistance can supplement their low eHealth literacy and enhance their perceived health outcomes. This study will not measure the social capital of individuals, although it is guided by the social capital literature in studying the benefits social ties can offer for individuals’ perceived health outcomes. Specifically, in light of this literature, we are interested in examining whether the services and resources, available through the social ties of individuals, can help individuals to seek, find, understand, and appraise health information from electronic sources. Thus, our first hypothesis is that at low levels of eHealth literacy, finding others who can help perform online activities is associated with higher perceived health outcomes, whereas at high levels of eHealth literacy, perceived health outcomes do not vary as a function of finding others who can help.

**Information Provision Through Similar Others**

Interpersonal communications are central to social capital [20]. Interpersonal communication is the medium through which individuals and groups create, foster, alter, and terminate their social ties. Expressing needs and negotiating assistance constitute key aspects of social support that draw on interpersonal communications. Through the iterative communication between individuals, societies collectively create...
(or fail to create) the social participation, norms of reciprocity, and group trust that are the hallmarks of social capital. Without interpersonal communication, these social processes would lose their meaning and indeed cease to exist [20].

Despite the tremendous amount of information available on the Web, research has shown that users continue to rely on people in their networks when seeking various types of information. Such work has examined different domains of information search, ranging from recreational activities [49] to cultural content [50], and has found that users supplement online sources with advice they obtain from friends and family. Furthermore, research on information flow and attitudes within social networks suggests that ties between individuals and similar others can promote the exchange of relevant information among peers [51] and affect their attitudes toward that information [52,53]. These findings are attributed to the fact that most people tend to rely on the subjective evaluation of friends, family, and trusted others rather than on scientific evidence to form an opinion and make a decision about something [18]. Moreover, individuals are more likely to be receptive to information shared by others who are similar to them [54]. Although recent studies have documented the tendency of Internet users to seek others who might share the same health concerns they have [5], studies thus far have not explicitly addressed the role of information received from similar others as a mechanism that can compensate for low eHealth literacy. Previous studies that looked at interpersonal health communication (eg, [55]) have shown that such communication tends to use lay terminology and plain language, thus “translating” complicated health information for one another. Additionally, these interactions provide opportunities to hear about the personal experiences of other network members, who are perceived as both dealing with similar concerns and as unbiasedly sharing relevant information [56,57]. Thus, our second hypothesis is that at low levels of eHealth literacy, finding others with similar health concerns is associated with higher perceived health outcomes, whereas at high levels of eHealth literacy, perceived health outcomes do not vary as a function of finding others with similar health concerns.

Information Provision Through Similar Others and Ethnicity

The findings regarding the association between social ties and health outcomes have been inconsistent. Some studies have found a beneficial effect of social ties over health outcomes both internationally [58] and in Israel [6,37], whereas others have demonstrated either null or negative associations [59]. These inconsistencies may reflect the reality that social ties can be both an asset and a liability for health. Social ties are believed to benefit health through access to resources such as emotional and material support and health information generated by social networks [60]. Detrimental health effects of social ties may occur because of unmanageable demands of networks or exposure to unhealthy behaviors such as smoking [61]. Social ties may provide different positive and negative resources, and there is some evidence that the potential benefits of different types of social networks for health may vary, for instance by social classes [48,62]. Among ethnic minorities, local social ties might exclude people from access to health information. Furthermore, mechanisms of control and social pressure, resulting from these local social ties, can cause social exclusion [62] and lead to further deteriorations in health.

In Israel, disparities in health exist between the three main population groups: nonimmigrant Jews, immigrants from the former Soviet Union (arriving in Israel since 1990), and Palestinian citizens of Israel (PCI) [37,63]. Specifically, inequalities in the use of health care services based on ethnicity are also evident: PCI are more likely to visit a general practitioner, less likely to visit a specialist, and more likely to be hospitalized compared to Jewish Israelis [64]. These differences cannot be attributed to insurance factors because all Israeli residents have access to universal health care coverage. However, several structural barriers may explain differences in access to services. Although primary services are available in Arab localities (villages and midsize towns), specialist clinics are more likely to be located in large cities. Thus, PCI must overcome both language and geographic barriers to access specialists: sometimes they have to travel an hour each way to Jewish cities where specialized clinics are located, missing work and incurring transportation costs [65]. These challenges may also explain why PCI are more likely than the ethnic majority to access health information online because such information is accessible in Arabic and it can potentially eliminate transportation costs [37].

Barriers in communication with health care specialists have been documented in low-literate and minority communities; these individuals are more likely to seek advice from friends and family than from trained health care providers or peer-reviewed journals [65]. It is not surprising that studies both in Israel [6] and the United States [66,67] documented that members of ethnic minorities are likely to rely more on their social ties as sources for health information compared to their ethnic majority counterparts, who tend to rely more on mass media sources.

Nevertheless, the benefits of advice from friends and family might not be available or beneficial to everyone in the same way. For instance, social ties might benefit those who are better off in society, but constrain or even exclude people with a lower socioeconomic status or in a minority position [62]. A recent study offered a systematic review of 60 studies examining the interactions between the benefits associated with social ties and socioeconomic-disadvantaged groups [48]. The article reported findings indicating a greater health benefit of social ties for people with a disadvantaged position in society, and no effects or limited health benefits for those with a position higher up the social ladder. People with high perceived availability of social ties can turn to these social ties, and use the resources available through these ties to enjoy greater perceived health, than expected considering their low socioeconomic status [48]. We hypothesize that similar findings will be evident when studying perceived health outcomes among PCI. Thus, our third hypothesis is that the interaction between eHealth literacy, finding others with similar health concerns, and perceived outcomes is stronger for PCI compared to Jewish Israelis.
**Methods**

**Data Collection and Sample Characteristics**

Data were collected in a nationally representative random-digital dial (RDD) telephone household survey of Israeli adult population (aged 21 years and older) conducted in November 2014 (landlines and mobile combined). The following RDD-based sampling procedure was used: statistical areas were divided into four strata layers according to (1) population group (Jews, PCI, and mixed localities), (2) seven geographical districts, (3) size of settlements (large cities, small towns and villages), and (4) the locality’s socioeconomic status index. These strata were based on the Israeli Central Bureau of Statistics classification. Sampling employed a dual-frame design, incorporating two selection stages. The first frame was designed to provide national coverage of the eligible population and was guided by the statistical areas defined by the Israeli Central Bureau of Statistics; the second frame sampled households within each statistical area. Calls were placed to 1789 residential households; 1628 eligible potential respondents were identified (ineligible numbers included eight fax numbers and 153 disconnected phones), of whom 819 agreed to be interviewed, representing a 50.31% response rate. The interviews were conducted in Hebrew, Russian, or Arabic by professional interviewers who underwent a special training session to familiarize them with the questionnaire’s terminology. The interviewers also read the interviewees the consent form (adapted from [12]) and invited the interviewee to ask any questions she or he might have. The interviewers conducted the telephone survey using computer-assisted telephone interviewing software.

**Measures**

Perceived health outcomes of seeking health information on the Internet, the dependent variable in our study, was measured using the item “Do you agree or disagree that seeking health information on the Internet...?” followed by a list of nine outcomes (adapted from [4,68,69]). Responses were expressed on a five-point scale from 1 (strongly agree) to 5 (strongly disagree). The respondents also had the option to indicate as a response to each item that they either “don’t know” or that the question is “irrelevant.” For each respondent, a total mean score of perceived health-related outcomes was computed (alpha=.87, mean 1.48, SD 1.64) (see Multimedia Appendix 1 for a full list of the items used in the survey).

The independent variables in this study included perceived ease of obtaining face-to-face help in performing online activities, eHealth literacy, finding others with similar health concerns, and ethnicity. Each of these variables were measured using the following items. Ease of obtaining help in performing online activities was assessed by responses to the question “When you need advice or help surfing the Internet, for example help in finding a particular site or service, how easy is it for you to find someone who will help you?” on a five-point Likert scale ranging from 1 (very difficult) to 5 (very easy) [70] (mean 1.94, SD 2.12). This item assessed the help attained through face-to-face interactions. Perceived eHealth literacy was assessed using the eHealth Literacy Scale (eHEALS) [10], a scale consisting of eight items on a five-point Likert scale ranging from 1 (strongly disagree) to 5 (strongly agree). The scale was previously translated to Hebrew, Arabic, and Russian [7] (alpha=.78, mean 1.64, SD 1.77). Finding others with similar health concerns was assessed by responses to the question “During the past 12 months, how often have you used the Internet for finding others with health issues or concerns similar to the ones you are facing?” on a five-point Likert scale ranging from 1 (very rarely) to 5 (very often) [5] (mean 0.75, SD 0.84). This item assessed only the online ties with similar others. Ethnicity was measured by self-identification (Jewish / Arab Muslim / Arab Christian / Arab Druze).

Our control variables were Internet activities (Web 1.0 and Web 2.0) [71] assessed by reported frequency of 15 digital activities on a five-point Likert scale from 1 (never) to 5 (very often). The Web 1.0 activity index was assessed using a scale consisting of eight items (eg, searches for driving instructions, searches for a product/service) (alpha=.81, mean 2.38, SD 0.71). The Web 2.0 activity index was assessed using a scale consisting of seven items (eg, manages a personal site, uploads photos/video or responds to photos by others) (alpha=.83, mean 1.59, SD 0.71) [72]. Sociodemographic information on age, gender, and education were obtained as part of the background variables. Sociodemographic information, specifically age and education, are known to be strong predictors of online and offline health information behavior [7] and needed to be controlled in our analysis.

**Data Analysis**

We employed two linear regression models to study the interplay between eHealth literacy and perceived outcomes of seeking health information on the Internet. The first regression model, a three-step hierarchical multiple regression model, assessed the interaction effect of help availability and eHealth literacy on the perceived health outcomes of information search. Our second regression model, a four-step hierarchical multiple regression model, assessed the interaction effect of finding others with similar health concerns and eHealth literacy on the perceived health outcomes of an individual. The second model also assessed a three-way interaction between finding others with similar health problems, eHealth literacy, and ethnicity on the perceived health outcomes of an individual, for PCI, and for Jewish Israelis.

For both regression models, the Durbin-Watson statistic was used to investigate the assumption of independence. Normal probability plots were used to investigate the normality of error terms and homoscedasticity was tested by observing the scatterplot of the residuals and the predicted value. These checks identified no violations of multiple regression assumptions. All statistical tests were one-tailed and a significance level of $P < .001$ was set for all analyses.

To facilitate the interpretation of the interactions, all continuous variables used in our models were standardized [73]. To calculate the statistical power of this study to reject false null hypotheses, we conducted a post hoc statistical power test [74,75]. With 11 predictors in the regression analysis, an...
observed $R^2$ of .88, a sample size of 487, and alpha=.05, the test results indicated an observed power of 1.0.

**Results**

Among the Israeli Jew respondents, the mean age was 51.1 (SD 17.2) years, and 549 of 683 (80.4%) had Internet access. Among the PCI respondents, the mean age was 42.5 (SD 13.6) years, and 112 of 136 (82.4%) had Internet access. Table 1 provides the gender and education distribution, respectively, within our sample. Furthermore, given that this study focused on individuals who use the Internet for acquiring health information, it is important to note that 49.1% of our sample indicated that they use the Internet as a source for health information. This figure is consistent with current studies conducted in the Israeli context [37].

Table 1. Demographic distribution among the respondents (N=819).

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Israeli Jews (n=683)</th>
<th>PCI (n=136)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>51.1 (17.2)</td>
<td>42.5 (13.6)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>328 (48.0)</td>
<td>67 (49.3)</td>
</tr>
<tr>
<td>Female</td>
<td>355 (51.9)</td>
<td>69 (50.7)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>303 (44.2)</td>
<td>66 (48.6)</td>
</tr>
<tr>
<td>Professional degree</td>
<td>125 (18.3)</td>
<td>16 (11.8)</td>
</tr>
<tr>
<td>Partial academic degree</td>
<td>19 (2.8)</td>
<td>7 (5.1)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>147 (21.5)</td>
<td>35 (25.7)</td>
</tr>
<tr>
<td>Master’s degree or above</td>
<td>89 (13.0)</td>
<td>12 (8.8)</td>
</tr>
</tbody>
</table>

A three-step hierarchical multiple regression model was conducted to examine our first hypothesis, which stated that the association between eHealth literacy and perceived outcomes is moderated by availability of help (see Multimedia Appendix 2 for the distribution of the following variables: ease of obtaining help in performing online activities, perceived eHealth literacy, finding others with similar health concerns, and the outcome measures).

As can be seen in Table 2, age, gender, education, and Internet activity were entered in the first step. eHealth literacy and help availability were entered in the second step and their interaction term in the third step. The overall model was significant (step 3: $\Delta R^2=.009; F_{7,479}=352.22, P<.001$). To test the appropriateness of our steps, we assessed the $R^2$ increase in step 2 relative to step 1, as well as for step 3 relative to step 2, with an $F$ test. The results of the $F$ test show that the respective $F$ changes of step 2 and step 3 were 1042.56 ($P<.001$) and 27.81 ($P<.001$), respectively. Regression coefficients and significance values are presented in Table 2. As indicated by our findings, there was a significant main effect for eHealth literacy (beta=2.35, SE=0.31; $t_{480}=46.29, P<.001$), a significant main effect for help availability (beta=0.15, SE=0.30; $t_{480}=3.17, P=.003$), and a significant interaction (beta=-0.45, SE=0.51; $t_{479}=-5.27, P<.001$). The interaction plot, depicted in Figure 1, suggests that high help availability yielded higher perceived outcomes when eHealth literacy was low, as compared to lower perceived outcomes when there was low help availability. Simple slopes tests, following Cohen et al [76], were conducted at one standard deviation above and below the mean of help availability. Both slopes were significant ($P<.001$). Note that the background variables, which significantly predicted the perceived outcomes in the first step, did not contribute to the prediction of perceived outcomes once eHealth literacy and the availability of help were included as predictors. Gender was not associated with perceived outcomes even in the first step. Thus, our first hypothesis was supported.
### Table 2. Standardized variables included in the hierarchical regression model predicting perceived outcomes.

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Step 1 (n=508)</th>
<th>Step 2 (n=487)</th>
<th>Step 3 (n=487)</th>
</tr>
</thead>
<tbody>
<tr>
<td>β</td>
<td>t</td>
<td>P</td>
<td>β</td>
</tr>
<tr>
<td>-----------------</td>
<td>---------------</td>
<td>----------------</td>
<td>----------------</td>
</tr>
<tr>
<td>Age</td>
<td>-2.59</td>
<td>-3.69</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender</td>
<td>.64</td>
<td>0.95</td>
<td>.08</td>
</tr>
<tr>
<td>Education</td>
<td>2.81</td>
<td>3.68</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Internet activity</td>
<td>1.82</td>
<td>2.57</td>
<td>.006</td>
</tr>
<tr>
<td>eHealth literacy</td>
<td>4.21</td>
<td>44.81</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Availability of help</td>
<td>0.21</td>
<td>3.52</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>eHealth literacy × availability of help</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Because all continuous variables were standardized, betas for continuous predictors correspond to standardized regression coefficients.

A four-step hierarchical multiple regression model was used to examine our second and third hypotheses. Our second hypothesis stated that the association between eHealth literacy and perceived outcomes is moderated by finding others with similar health concerns, whereas our third hypothesis posited that this interaction between eHealth literacy and finding others with similar health concerns on perceived outcomes is stronger for PCI (compared to Jewish Israelis). As can be seen in Table 3, age, gender, education, and Internet activity were entered in the first step. eHealth literacy, finding others with similar health concerns, and ethnicity (as a dummy variable; Israeli Jews were coded as 0), were entered in the second step, their interaction terms in the third step, and the three-way interaction (eHealth literacy × finding others with similar health concerns × ethnicity) was entered in the fourth step. The overall model was significant (step 4: Δ $R^2 = .02$; $F_{7,485} = 377.97$, $P < .001$). To test the appropriateness of our steps, we assess the $R^2$ increase in step 2 relative to step 1, for step 3 relative to step 2, as well as for step 4 relative to step 3 with an $F$ test. The results of the $F$ test show that the respective $F$ changes of step 2, step 3, and step 4 were 1030.14 ($P < .001$), 64.29 ($P < .001$), and 58.34 ($P < .001$). Regression coefficients and significances are presented in Table 3. Our findings (see step 3 in Table 3) indicated a significant main effect for eHealth literacy (beta=2.04, SE=0.50; $t_{486}=24.99$, $P < .001$), a significant main effect for finding others with similar health concerns (beta=.30, SE=.48; $t_{486}=0.87$, $P < .001$), and a significant interaction (beta=-.55, SE=.53; $t_{485}=-.23$, $P < .001$). The interaction plot, depicted in Figure 2, suggests that finding others with similar health concerns yielded higher perceived outcomes when eHealth literacy was low, as compared to lower perceived outcomes when the rate of finding others with similar health concerns was low. Simple slopes tests at one standard deviation above and below the mean of finding others with similar health concerns were conducted. Both slopes were significant ($P < .001$). Thus, our second hypothesis was supported.

### Table 3. Standardized variables included in the hierarchical regression model predicting perceived outcomes.

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Step 1 (n=508)</th>
<th>Step 2 (n=493)</th>
<th>Step 3 (n=493)</th>
<th>Step 4 (n=493)</th>
</tr>
</thead>
<tbody>
<tr>
<td>β</td>
<td>t</td>
<td>P</td>
<td>β</td>
<td>t</td>
</tr>
<tr>
<td>-----------------</td>
<td>---------------</td>
<td>----------------</td>
<td>----------------</td>
<td>---------------</td>
</tr>
<tr>
<td>Age</td>
<td>-2.61</td>
<td>-3.73</td>
<td>&lt;.001</td>
<td>0.19</td>
</tr>
<tr>
<td>Gender (0=male)</td>
<td>0.65</td>
<td>0.95</td>
<td>.08</td>
<td>-0.08</td>
</tr>
<tr>
<td>Education</td>
<td>2.80</td>
<td>3.68</td>
<td>&lt;.001</td>
<td>-0.05</td>
</tr>
<tr>
<td>Internet activity</td>
<td>1.87</td>
<td>2.66</td>
<td>.006</td>
<td>-0.48</td>
</tr>
<tr>
<td>eHealth literacy</td>
<td>2.78</td>
<td>25.86</td>
<td>&lt;.001</td>
<td>2.04</td>
</tr>
<tr>
<td>Finding others with similar health concerns</td>
<td>0.21</td>
<td>0.68</td>
<td>.008</td>
<td>0.3</td>
</tr>
<tr>
<td>Ethnicity (0=Jewish Israelis)</td>
<td>-0.24</td>
<td>-0.18</td>
<td>.004</td>
<td>-0.17</td>
</tr>
<tr>
<td>eHealth literacy × finding others with similar health concerns</td>
<td>-0.55</td>
<td>-0.23</td>
<td>&lt;.001</td>
<td>-0.48</td>
</tr>
<tr>
<td>eHealth literacy × ethnicity</td>
<td>-0.23</td>
<td>0.63</td>
<td>.007</td>
<td>-0.16</td>
</tr>
<tr>
<td>Ethnicity × finding others with similar health concerns</td>
<td>-0.41</td>
<td>0.28</td>
<td>.004</td>
<td>-0.32</td>
</tr>
<tr>
<td>eHealth literacy × finding others with similar health concerns × ethnicity</td>
<td>-0.54</td>
<td>-0.72</td>
<td>.008</td>
<td></td>
</tr>
</tbody>
</table>

*Because all continuous variables were standardized, betas for continuous predictors correspond to standardized regression coefficients.*
As depicted in Table 3, step 4 of our analysis revealed a significant three-way interaction (finding similar others × eHealth literacy × ethnicity) for perceived health outcomes ($\beta=-0.54$, $SE=0.51$; $t_{482}=-0.72$, $P=.003$). This significant three-way interaction is depicted in Figure 3 and Figure 4 indicating that the interaction between eHealth literacy and finding others with similar problems is weaker for Jewish Israelis ($\beta=-0.53$; $t_{482}=-0.64$, $P=.02$) than for PCI ($\beta=0.69$, $t_{482}=-0.75$, $P=.03$). In either case, finding others with similar health concerns yielded higher perceived outcomes when eHealth literacy was low as compared to lower perceived outcomes when the rates of finding others with similar health concerns was lower. This pattern diminishes under higher levels of eHealth literacy. We conducted simple slopes tests, separately for PCI and Jewish Israelis, at one standard deviation above and below the mean of finding similar others. Both slopes were significant for Jewish Israelis ($P=.03$) and for PCI ($P=.02$). Thus, our third hypothesis was supported.

**Figure 1.** Interaction effect of help availability and eHealth literacy on the perceived health outcomes of information search (n=487).
Figure 2. Interaction effect of finding others with similar health concerns and eHealth literacy on the perceived health outcomes of an individual (n=493).

Figure 3. Three-way interaction effect of finding others with similar health problems, eHealth literacy, and ethnicity with the perceived health outcomes for PCI.
Figure 4. Three-way interaction effect of finding others with similar health problems, eHealth literacy, and ethnicity with the perceived health outcomes for Jewish Israelis.

Discussion

Main Findings

The contribution of this paper to the field of eHealth literacy is threefold. First, we showed how the availability of help when searching for health information online can enhance the perceived health outcomes of individuals with low eHealth literacy. We then showed that finding others with similar health concerns online can also enhance the perceived health outcomes of individuals with low eHealth literacy. Finally, we showed that finding similar others online is more helpful in enhancing perceived health outcomes for ethnic minorities; in our case, PCI gained more by finding similar others when compared with Israeli Jews. Although the availability of help and the notion of ethnicity have been discussed extensively within the context of social capital and health, our findings offer initial evidence for the relevance of these concepts for eHealth literacy as well. It is important to note that the differences in perceived health outcomes are very large between people with high and low eHealth literacy (despite the influence of help available and the ability to find others with the same health problems) as depicted by the main effect of eHealth literacy on perceived health outcomes (see Tables 2 and 3). Thus, availability of help and finding similar others can elevate individuals with low eHealth literacy, and increase their perceived health outcomes, but not to eradicate the gap between people with low and high eHealth literacy.

Comparison With Prior Work

Previous studies have stressed the notion that some Internet usage activities are more beneficial or advantageous for Internet users than others. Some activities offer users more chances and resources in moving forward in their career, work, education, and societal position than others that are mainly consumptive or entertaining [77]. People’s use of the Internet as an important source for making health-related decisions is an indication of their having adopted an “Internet-oriented lifestyle,” which leaves different “footprints” on the users’ lives, manifested in an increase of social and financial returns [77]. Within the context of health, previous studies have also highlighted the importance of enhancing eHealth literacy to improve individuals’ perceived health outcomes [10].

The vast majority of attention in eHealth literacy research has been focused on information accessibility, namely the delivery and readability of health-related information [78]. Accessible information that one understands is a necessary but not sufficient condition for addressing eHealth literacy. One’s ability to apply the information in making health care decisions based on the information accessed is also an important part of eHealth literacy. Yet, even if one assumes that information is written at a reading level that can be understood by its readers, translating it into a culturally appropriate vernacular and delivering it via a communication channel that is accepted and easily accessed does not guarantee that the information will be utilized as it was intended [79]. At best, having accurate information will lead to a basic understanding of what the message sender desires the recipient both to know and to do, which is what Nutbeam characterized as functional health literacy [80]. Functional health literacy is a vital first step to realizing improvements in many health-related outcomes. Failing to move beyond functional health literacy can be likened to a health care system that is only concerned with emergency medicine, rather than addressing problems at their source. Nutbeam [80] has gone on to describe a second level of health literacy; namely, interactive health literacy. This level refers to the personal capacity to build skills and “act independently” (p 266 [80]) when armed with factual information. Finally, critical health literacy is the empowerment
of an individual to promote his or her own health outcomes despite difficult economic or social situations.

Addressing the interactive and critical eHealth literacy needs of a population presents an increasingly complex set of issues for health providers and researchers. Similar to health promotion efforts, the scope of the problem becomes exponentially large when one considers the need to equip and empower people to be their own educated, capable health promoters. Today’s researchers and health care providers can benefit from the current proliferation of eHealth literacy research. Some researchers have begun to consider how such large-scale efforts could be conceptualized. For example, Ratzan [81] suggested a four-pronged approach, including integrated marketing communication (drawing on public relations and social marketing experts), health education (using the Internet and other multimedia channels), shared decision making (building partnerships with key groups), and efforts to increase the social capital and social ties of disenfranchised groups (providing social and relationship resources that are more scarce for underprivileged people). Kickbusch [82] has suggested that by considering health literacy broadly (as opposed to isolating diseases or specific health risks) and working to increase a population’s social capital, health care advocates can achieve a more integrated and sustained program of health and social change. Simply put, increasing a population’s health literacy across multiple health contexts will result in that population being empowered to take more control when addressing future health-related challenges.

In an attempt to expand this eHealth literacy agenda, our findings enable a better understanding of the role social ties and ethnicity play in moderating the interplay between eHealth literacy and perceived health outcomes. Specifically, we highlight the potential benefit of social ties in compensating for low eHealth literacy. In order to achieve this goal, this paper utilized the social capital and eHealth literacy frameworks for studying the role social ties play within the process of accessing and utilizing health information. As our findings indicate, social ties can enhance both the interactive and critical eHealth literacy needs (as evident from their importance in moderating the association between eHealth literacy and perceived health outcomes). Thus, we suggest that both researchers and practitioners will incorporate social ties into the study and implementation of eHealth literacy enhancement. Although many large-scale efforts to enhance eHealth literacy implicitly discuss the importance of social ties and social capital within the context of enhancing eHealth literacy, our findings provide a clear indication for the potential role social ties can play within this context.

Our work joins the extensive evidence indicating that social ties have implications in terms of both exposure to diverse information and the ability to utilize it [32,83]. In this work, we add to the literature on social ties and social capital by gaining a better understanding of the mechanisms through which social ties can moderate the interplay between eHealth literacy and perceived health outcome. We join previous work that highlight the notion that social capital is not based solely on face-to-face relationships, but also on online relationships (eg, [84]). Such a conceptualization allows us to investigate whether and to what extent people who encounter obstacles in obtaining health information through the Internet turn to their social ties for help and how these ties benefit people from different ethnic backgrounds. The fundamental notion of this study is that people who encounter barriers in obtaining health information and services through the Internet turn to their social ties for help [1]. The contribution of social ties in the context of eHealth is less widely acknowledged and this study addresses this gap.

Limitations

Our findings are hampered by three major limitations. First, the cross-sectional design of the study precludes causal conclusions and allows us to draw conclusions regarding only correlated relationships. For example, we can assume only that finding others with similar health concerns online mediates the interplay between eHealth literacy and perceived health outcomes, not that it affects eHealth literacy. Second, we did not measure performed eHealth literacy and health outcomes, but rather perceived efficacy of searching and using health information on the Internet. Although previous studies have found an association between perceived health information (eg, control of illness and perceived understanding of the illness) and actual health outcomes (eg, [85]), future studies should use measures of performed eHealth literacy and health outcomes. Indeed, measures for performed digital literacy [86] and measures for health literacy [87] exist. These measures may serve as inspiration for a measure that captures performed eHealth literacy and health outcomes. Future studies, possibly based on “big data” that records and monitors actual activities, may shed more light on the association between online usage and gains, at least measuring the usage more accurately. Thirdly, although this study points to the potential importance of social ties in moderating the association between eHealth literacy and perceived health outcomes, future studies could explore the extent to which people are indeed able to turn to their social ties, ask others for help or find online peers, and whether the interplay of eHealth literacy and social ties is more important for certain types of health information seeking (eg, whether this interplay is more important for enhancing information about prevention, symptom identification and self-diagnosis, or for learning about potential treatments). Finally, in this study, we did not look at the specific features of individuals’ social ties (eg, strength and diversity of social ties) and how such features might affect eHealth literacy. More specifically, no attention was directed to an exploration of the types of social ties (eg, family, local friends, neighbors, online contacts) that are more effective in compensating for low eHealth literacy. Given the documented importance of interpersonal ties in the attainment of health information [16,17], we suggest that future studies should address this theoretical and empirical gap.

Conclusions

One of the most powerful trends is the increasing penetration of new CMC and the role they play in health. This paper suggests an additional contribution CMC offers: potential enhancement of eHealth literacy through interpersonal sources of health information. This study is one of the first empirical works that systematically investigates the role of interpersonal ties in eHealth literacy. More specifically, previous studies in
the interpersonal communication and health communication literature have not identified how the availability of other people while searching for health information, and their attributes, may promote perceived health outcomes. In this paper, we address this theoretical and empirical gap by combining the literature on social ties with established literature in the health communication field. By doing so, we were able to offer a new perspective on the role of social ties in compensating for low eHealth literacy and in increasing perceived health outcomes.

Although this study is anchored in the Israeli context, given that ethnic minorities in other countries rely on interpersonal sources for attaining health information (eg. [18]), and the evident increase among Internet users in turning to find others who might share their health concerns (eg. [5]), we believe that our findings are also relevant for other cultural contexts.
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Abstract

Background: Substantial research demonstrates the importance of online health communities (OHCs) for patient empowerment, although the impact on the patient-physician relationship is understudied. Patient empowerment also occurs in relationship with the physician, but studies of OHCs mostly disregard this. The question also remains about the nature and consequences of this empowerment, as it might be based on the limited validity of some information in OHCs.

Objective: The main purpose of this study was to examine the impact of social processes in OHCs (information exchange with users and health professional moderators, social support, finding meaning, and self-expressing) on functional and dysfunctional patient empowerment in relationship with the physician (PERP). This impact was investigated by taking into account moderating role of eHealth literacy and physician’s paternalism.

Method: An email list–based Web survey on a simple random sample of 25,000 registered users of the most popular general OHC in Slovenia was conducted. A total of 1572 respondents completed the survey. The analyses were conducted on a subsample of 591 regular users, who had visited a physician at least once in the past 2 years. To estimate the impact of social processes in OHC on functional and dysfunctional PERP, we performed a series of hierarchical regression analyses. To determine the moderating role of eHealth literacy and the perceived physician characteristics, interactions were included in the regression analyses.

Results: The mean age of the respondents in the sample was 37.6 years (SD 10.3) and 83.3% were females. Factor analyses of the PERP revealed a five-factor structure with acceptable fit (root-mean-square error of approximation = .06). Most important results are that functional self-efficacy is positively predicted by information exchange with health professional moderators (beta=.12, P=.02), information exchange with users (beta=.12, P=.05), and giving social support (beta=.13, P=.02), but negatively predicted with receiving social support (beta=−.21, P<.001). Functional control is also predicted by information exchange with health professional moderators (beta=.16, P=.005). Dysfunctional control and competence are inhibited by information exchanges with health professionals (beta=−.12, P=.05). The process of finding meaning likely leads to the development of dysfunctional competences and control if the physician is perceived to be paternalistic (beta=−.14, P=.03). Under the condition of high eHealth literacy, the process of finding meaning will inhibit the development of dysfunctional competences and control (beta=−.17, P=.01).

Conclusions: Social processes in OHCs do not have a uniform impact on PERP. This impact is moderated by eHealth literacy and physician paternalism. Exchanging information with health professional moderators in OHCs is the most important factor for stimulating functional PERP as well as diminishing dysfunctional PERP. Social support in OHCs plays an ambiguous role, often making patients behave in a strategic, uncooperative way toward physicians.
physician-patient relations; patient empowerment; patient compliance; conflict; online health community; eHealth literacy; cross-sectional survey

Introduction

State of Research on Role of Online Health Communities in Patient Empowerment in Relationship With the Physician

Online health communities (OHCs), one of the most important eHealth Internet applications [1], play an important role in the process of transformation from traditional physician-centered relationships to patient-centered relationships [2,3]. This process is often hailed as the emergence of the empowered patient [4,5]. OHCs such as PatientsLikeMe, WebMD, and MedHelp are environments that can provide more relevant health information than search engines [6]. OHCs allow users to share health-related experiences, exchange social support, compare information on health issues, find meaning, and have discussions with online health professional moderators who provide health consultations and clinical expertise to the users [7-11]. These processes lead to individual and collective empowerment [10,12,13] and may consequently change the dynamics of patient-physician relationships [4,13-15]. In OHCs, users can engage in physician previsit activities, such as reading posts and asking questions [16]. There exists an association among exchanging social support, comparing with others, sharing experiences and expressing greater confidence in relationships with physicians [4,13,15]. In one study, 60.3% of active users reported that their use of OHCs affected their relationships with their physicians [4].

Although the above-mentioned studies provide us valuable information regarding the impacts of OHCs on patient empowerment in relationship with the physician (PERP), little is known about how some potentially problematic facets of patient empowerment in OHCs [6,17,18] are associated with patient’s relationship with the physician. Even though concerns have been expressed about access to misinformation and patients’ inability to understand, evaluate and process relevant information under conditions of low eHealth literacy [19], studies have shown only positive effects on patient-physician relationship from using OHCs. This is due to the fact that previous studies understand PERP as a somewhat narrow concept and measure it mostly with single items. Being prepared for the visit [16] and having the intention to actively communicate with a physician [4,15] are important facets of PERP; however, this concept needs to be expanded to more systematic and thorough observation of the positive and negative facets of participation, control, confidence, efficacy, and patient skills in this relationship. In addition, the following factors need to be considered in the scope of the concept such as patient empowerment does not necessarily lead to better communication with the physician [20], has limitations [5], can be unproductive for the relationship, can lead to negative encounters [6,21] and nonadherence [18], may induce conflicts, and can enable manipulations and even revenge [22,23].

Functional and Dysfunctional Empowerment of Patient in Relationship With Physician

In this study, we propose that the positive and negative aspects of PERP can be systematically conceptualized by leaning on the theory of psychological empowerment by Zimmerman [24] and the distinction between communicative and strategic orientation toward partner in interaction by Habermas [25]. In general, we can differentiate between two types of patient empowerment. One focuses on the individual patient and his or her personal transformation, whereas the other occurs in the context of the patient-physician relationship [26]. This distinction can be observed in many conceptualizations and measurements of patient empowerment, but is usually not manifested as such [27]. Zimmerman dimensions of psychological empowerment (gaining self-efficacy, sense of control, and competences) were understood in subsequent research exclusively as individual characteristics, yet he claimed that they also refer to qualities of social interaction and communication [24]. Therefore, we propose that these components can also be applied at the level of communicative behavior of the patient in relation to his or her physician. We can synthesize that self-efficacy refers to a patient’s confidence and ability to achieve his or her goals in an encounter with the physician and patient’s awareness of the outcomes he or she wants from the interaction [28]. Patient’s control in a relationship with the physician signifies the intention and ability to participate in shared decision making [26,27,29] and the development of tailored treatment plans [30]. Competences pertain to a self-assessed mastery in accomplishing tasks and coping with role-related situations [24,31], as well as gaining the skills and abilities needed to have a meaningful discussion with a physician [7,15,30,32].

Therefore, PERP is a form of communicative orientation and behavior that is an important determinant of a relationship with the physician and of high-quality health care [20,33]. This communicative behavior, however, is not always positive or productive for the relationship, as it is often reminded that changing power positions and associated processes can result in the emergence of conflicts between a patient and his or her physician [9,19,34]. This can result in patient-physician distrust, the patient being perceived as difficult, the patient becoming overconfident, or the patient provoking and taking an aggressive stance toward the physician [22,23,35,36]. We suggest that there are essentially two different forms of orientation toward the physician, which can result in PERP that can have functional or dysfunctional consequences.

This assumption is based on the main premise of one of the most influential sociological theories: the theory of communicative action [25]. This theory suggests that a person in an intersubjective situation can generally relate to other person in a strategic or a communicative way. A strategic orientation pursues maximizing the effectiveness of influencing the actions,
interactions that can be misleading, insincere, disrespectful, and dominating. The power that patient gains from strategic (inter)action is manifested in forms of domination, force, and coercion and is thus an illegitimate power with dysfunctional consequences for the relationship [12]. In contrast, the power emanating from communicative (inter)action can be described as a legitimate form of power that is directed at reaching agreement.

### Table 1. Components of patient empowerment in a relationship with the physician (PERP).

<table>
<thead>
<tr>
<th>Orientation to physician</th>
<th>Self-efficacy</th>
<th>Control</th>
<th>Competence</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Communicative orientation</strong></td>
<td>Prepared to have a collaborative and efficient encounter; aims for efficient communication; is able to attract attention</td>
<td>Has the confidence to make propositions and express doubts; willing to communicate information; willing to participate and decide</td>
<td>Is able to understand physician; is able to retain and repeat information; is able to describe symptoms</td>
</tr>
<tr>
<td><strong>Strategic orientation</strong></td>
<td>Deceives physician with intention of getting desired medicine, getting more sick leave than needed or simulating disease</td>
<td>Expresses aggression and hostility; disregards advice; intentionally undermines authority</td>
<td>Provokes with information; exhibits overconfidence; disregards professional knowledge; assumes authoritative role</td>
</tr>
</tbody>
</table>

If we merge Zimmerman dimensions of empowerment and the two types of patient orientations, we arrive at the typology of 6 components of the PERP, of which 3 are forms of functional empowerment and 3 are forms of dysfunctional empowerment (Table 1). A functional PERP appears when patients exert self-efficacy, control, and competences in relationship with the physician based on a communicative orientation, which will likely lead to collaborative, mutual, and open communication that is beneficial for all the parties involved [33,37]. Empowerment in such cases enables a productive partnership with a physician that leads to positive health outcomes [4]. Conversely, a dysfunctional PERP appears when self-efficacy, control, and competences are exerted in a strategic way in which the physician is no more than a means to the patient’s end [38]. This opens the possibilities for the patient to perform manipulative tasks to obtain the treatment that he or she wants without negotiating with the physician such as (1) to exert anger and rejection [39], (2) to intentionally undermine authority [40], (3) to simulate disease, or (4) to assume an authoritative role [5]. A dysfunctional PERP is characterized by the patient’s strategic orientation, which may lead to disruptions in the relationship with the physician and even its breakdown. It may also lead eventually to severe, problematic health outcomes for the patient.

### Aim of Research

The main goal of this study was to investigate how social processes, in which patients are involved in OHCs (such as exchanging information with other users and health professional moderators, exchanging social support, finding meaning and recognition, self-expression), are associated with patient’s functional and dysfunctional PERP. An investigation of this association needs to consider the moderating role of dominant factors of the patient-physician relationship, such as the physician’s willingness to give up the paternalistic role [1,9,19] and the level of eHealth literacy, which limits patient empowerment and elicit conflicts with physicians [5]. The research questions of this study are as follows:

RQ1: What is the impact of social processes in OHCs on functional and dysfunctional PERP?

RQ2: Do eHealth literacy and perceived physician characteristics moderate the impact of social processes in OHCs on functional and dysfunctional PERP?

### Methods

#### Procedure and Participants

The data for this study came from a Web survey of users of Med.Over.Net (MON), the largest OHC in Slovenia. MON was established in 2000 and offers around 200 online discussion forums. Most of these are moderated by different types of voluntary moderators, among whom are around 150 health-related professionals. In general, the studied OHC covers the following three types of online interactional spaces: (1) online counseling forums in which health professional moderators answer user queries, (2) social support groups forums focused on specific symptoms or health conditions, and (3) general social forums dedicated to topics that are indirectly associated with health issues (parenting, food, relationships, etc.). MON registers more than 400,000 visits monthly and has more than 70,000 registered users.

This study was conducted in collaboration with the providers of MON as a part of their annual survey on user experiences and satisfaction with the OHC. The survey, in which respondents participate voluntarily and anonymously, was administered during June 2016 by the OHC provider, who followed ethical standards for administering scientific surveys. The OHC provider invited potential respondents to participate in the Web survey via its email newsletter service. After clicking the link for the Web survey in the email, potential respondents were taken to an informed consent Web page with information about
the purpose of research and the length of the survey, an assurance that the data would be dealt with in accordance with national and EU laws, information on who the investigator was, a contact information and a statement that they were under no obligation to participate, and that the aggregated results may be published.

After giving their informed consent and clicking 'Next' button respondents could start to fill in the survey. The survey was conducted on platform english.1ka.si, which has mechanisms that disallow multiple entries by the same users. MON is a reputable Web service that treats all personal information (emails) in accordance with national and EU laws and protects data with standard security procedures, which include the deidentification of locally held data files, physical protection of hardware and, strong password protection. The authors of this study had no access to the emails of respondents and received an anonymized dataset containing no identifiable personal information. As per the code of ethics for researchers at the University of Ljubljana [41], no institutional ethics approval was needed for this retrospective type of study. All research was conducted in line with the WMA Declaration of Helsinki on ethical principles for medical research involving human subjects.

The OHC provider first designed a random sample of 40,000 users from the list of all registered users who visited MON at least once in past 6 years. Approximately, 25,000 of these users were randomly assigned to the first Web survey used for this study, whereas the remaining 15,000 users were assigned to a second survey, which mostly focused on service quality and did not provide data for this study. Of approximately 25,000 potential respondents, 4106 (16.42%) clicked the link to the Web survey and 2587 (10.35% participation rate) viewed the informed consent page and clicked the button to start the survey. Of these 1572 finished the survey, which lead to a 60.77% completion rate. The survey took 15 minutes in average. The total response rate of 6.29% (1572/25,000) is small, but not uncommon for Web surveys of this length [42]. The analyses were performed on a subsample of respondents (n=656), who had an encounter with a physician in an ordination at least once in the past 2 years and had visited the forums at MON at least once in the past month. After the exclusion of unit nonresponse, the final sample for analyses contained 591 respondents.

The sample consisted of 16.7% men and 83.3% women (Table 2), whereas the gender structure of the whole portal that hosts the OHC is 70.5% female and 29.5% male, according to Google Analytics. The sample is overrepresented by females, which is likely due to health-related online support groups—which present an important part of the studied OHC—being used predominantly by females, as reported in a review study [43]. Respondents ranged in age from 14 to 74 years (mean 37.6, SD 10.3). More than half (62.9%) of the respondents had at least a college degree, a large majority (74.6%) was married or de facto married and 66.3% were employed or self-employed. In the past 2 years, 36.9% of respondents had visited a physician 7 or more times and 29.9% had had up to 3 visits. In total, 64.0% of respondents reported most often visiting a family or personal physician and 36.0% of respondents reported most often visiting a specialist. Additionally, 41.6% of respondents claimed to have a chronic or acute disease.
Table 2. Sample characteristics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>492 (16.7)</td>
</tr>
<tr>
<td>Female</td>
<td>99 (3.3)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
</tr>
<tr>
<td>Lower</td>
<td>45 (7.6)</td>
</tr>
<tr>
<td>Middle</td>
<td>174 (29.5)</td>
</tr>
<tr>
<td>Higher</td>
<td>372 (62.9)</td>
</tr>
<tr>
<td>Labor market status</td>
<td></td>
</tr>
<tr>
<td>School-age youth</td>
<td>53 (9.0)</td>
</tr>
<tr>
<td>Worker, farmer</td>
<td>392 (66.3)</td>
</tr>
<tr>
<td>Retired, unemployed, disabled</td>
<td>131 (22.2)</td>
</tr>
<tr>
<td>Other</td>
<td>15 (2.5)</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
</tr>
<tr>
<td>Married or de facto married</td>
<td>441 (74.6)</td>
</tr>
<tr>
<td>Single, divorced, widowed</td>
<td>150 (25.4)</td>
</tr>
<tr>
<td>Chronic or acute disease</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>246 (41.6)</td>
</tr>
<tr>
<td>No</td>
<td>345 (58.4)</td>
</tr>
<tr>
<td>Physician most visited in past 2 years</td>
<td></td>
</tr>
<tr>
<td>Family or personal physician</td>
<td>378 (64.0)</td>
</tr>
<tr>
<td>Specialist</td>
<td>213 (36.0)</td>
</tr>
<tr>
<td>Frequency of visiting physician in past 2 years</td>
<td></td>
</tr>
<tr>
<td>Up to 3 visits</td>
<td>177 (29.9)</td>
</tr>
<tr>
<td>3-7 visits</td>
<td>196 (33.2)</td>
</tr>
<tr>
<td>More than 7 visits</td>
<td>218 (36.9)</td>
</tr>
<tr>
<td>Total</td>
<td>591 (100)</td>
</tr>
</tbody>
</table>

Measures

Functional and Dysfunctional PERP

The theoretical background for developing items is summarized in Table 1. The initial pool of items was developed by the authors of this study by drawing broadly on two sorts of studies. One hand, we adopted items from existing measurement instruments that tap aspects of self-efficacy [28,44], competence [3,29], and control [15,29,30,45] in patient-physician relationship. On the contrary, several items were newly developed, especially for dysfunctional components of PERP. In developing these items, we strove to achieve high content validity by relying on studies that discuss at least implicitly essential elements of functional and dysfunctional self-efficacy [5,27,34], competence [5,7,15,24,30,31,32], and control [26,27,29,30,40] in relationship with the physician.

Following the standard procedure for scale construction [46], 3 experts (1 in social science methodology, 1 in health communication, 1 one in Internet studies) evaluated an initial pool of 101 items for content validity. On this basis, a refined set of 40 items was selected. These items were put into a survey system and evaluated for clarity, readability, and sensitivity by 5 postgraduate students in Social Informatics trained in survey design and item development. Upon receiving their feedback, we further reduced the item set to 30 altogether. After excluding highly skewed items and items with very low communality (<.2), our exploratory factor analyses on 22 items unveiled 5 latent factors that overlap highly with theoretical components, and in total explain 42.67% of variability in items. Only the dimensions of dysfunctional competences and dysfunctional control were confounded in a single factor. Confirmatory factor analysis demonstrated an acceptable fit for the five-factor model (Root-mean-square error of approximation=.06, standardized root-mean-square residual=.06, Comparative Fit Index=.9).

Table 3 presents the factor loadings and Cronbach alphas as measures of reliability. Whereas two dimensions demonstrate satisfactory reliability, the reliability of 3 factors is somewhat below the desired .7. We nevertheless used the scales for further analyses because they are novel and composed of a small
number of items, in which case an internal consistency above .6 is also acceptable [47].
Table 3. Exploratory factor analysis of the functional and dysfunctional patient empowerment in relationship with physician.

<table>
<thead>
<tr>
<th>Scale items</th>
<th>Fac 1⁷</th>
<th>Fac 2⁸</th>
<th>Fac 3⁹</th>
<th>Fac 4⁹</th>
<th>Fac 5⁹</th>
</tr>
</thead>
<tbody>
<tr>
<td>I’m prepared for the meeting with my physician so that I get as much as possible out of it.</td>
<td>.70</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>When having an encounter with the physician, I make an effort to increase the efficiency of the meeting.</td>
<td>.70</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I am able to attract my physician’s attention if I notice that he/she has become distracted with something else.</td>
<td>.45</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I understand information that I receive from my physician.</td>
<td></td>
<td>.80</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I am able to recollect what my physician said during the encounter.</td>
<td></td>
<td>.87</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I can describe my symptoms to the physician in a very clear way.</td>
<td></td>
<td>.40</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Occasionally I have trouble understanding my physician’s instructions (reversed item)</td>
<td></td>
<td>-.54</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I have the confidence to express possible doubts about the therapy that a physician would recommend</td>
<td></td>
<td>.41</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I do not need to just listen to the doctor; I can also suggest something.</td>
<td></td>
<td>.51</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>If I see or read important health-related information, I usually mention it to the physician.</td>
<td></td>
<td>.40</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Even though I do not read medical journals, I believe that I have more knowledge about my health problems than my physician does.</td>
<td></td>
<td>.70</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I like to provoke the physician with information that he/she may not be aware of.</td>
<td></td>
<td>.50</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I diagnose my condition with the help of the Internet, and I go to the physician just to get his/her confirmation of my diagnosis.</td>
<td></td>
<td>.51</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I do not need to ask my physician about instructions for medication or therapy because I am more knowledgeable about this than he/she.</td>
<td></td>
<td>.62</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I would rather not ask questions of my physician because I am sure to find better explanations elsewhere (like on the Internet, from my friends, etc)</td>
<td></td>
<td>.66</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sometimes I do not listen to my physician because I know in advance what he/she is about to say.</td>
<td></td>
<td>.67</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sometimes I disagree with my physician just to show him/her that he/she is not always right.</td>
<td></td>
<td>.52</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I began to visit my physician more frequently just to complain about his/her previous procedures.</td>
<td></td>
<td>.43</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I know that I could ask my physician more questions, but I probably would not get any useful advice.</td>
<td></td>
<td>.52</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I can convince my physician to approve a longer sick leave for me if necessary.</td>
<td></td>
<td>.70</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A physician could not stop me from getting medicine if I really wanted to get it.</td>
<td></td>
<td>.45</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I can persuade physician for appointment with (another) specialist even if not needed</td>
<td></td>
<td>.63</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cronbach alpha</td>
<td>.66</td>
<td>.76</td>
<td>.66</td>
<td>.81</td>
<td>.64</td>
</tr>
</tbody>
</table>

Cronbach alpha ranges from 0 to 1, with higher values indicating greater internal consistency or reliability of the scale.
Social Processes in OHCs

Items were developed on the basis of an empowerment processes scale [10,13] which delineates the main social processes that are important for patient empowerment. The original scale with 29 items measuring 5 dimensions (exchanging informational support, receiving emotional support, giving support, self-expressing, and finding meaning) was supplemented with a measure of information exchange with health professional moderators in the OHC. We identified the latter dimension as OHCs are increasingly involving online health professionals, who might strengthen and qualitatively enrich OHCs’ informational support as they filter health-related information against scientific knowledge and thus improve the reliability and objectivity of experiential knowledge in OHCs [8,48,49]. The reliability of the scale was satisfactory because the Cronbach alphas ranged from .80 to .91.

The eHealth Literacy Measure

This eHealth Literacy measure was adopted from the eHEALS Scale [50]. As Norman [51] identified several issues with the eHEALS Scale, we slightly modified some items and reversed a few of them to make the scale less prone to social desirability. The scale failed to demonstrate unidimensionality, but for the analysis we decided to retain a five-item factor, which seemed most representative of the eHealth literacy construct (example item: “I have difficulties separating quality health information from less-quality ones on the Internet” [reversed item]). The scale was on the margin of acceptability (.71).

The Perceived Paternalism of Physician Measure

The perceived paternalism of physician measure was adapted from the STAR Scale [52], which relates to what extent a physician is perceived to be paternalistic or cooperative. A five-item scale (example item: “My physician does not allow me to express my thoughts and opinions”) demonstrated satisfactory reliability (.84). Higher values represent a more paternalistic physician, whereas lower values represent a more cooperative one.

Analyses

A series of exploratory factor analyses were conducted to explore the factor structure of the scale to measure functional and dysfunctional PERP and to determine what items of the scale should be retained. Factors were extracted using Principal Axis Factoring with oblimin rotation as we didn’t expect orthogonal factor solution. The number of factors was selected on the basis of eigenvalues higher than 1. This decision was also supported by inspection of the scree plot. The obtained factor solution was put into a confirmatory factor procedure, which resulted in several statistics that estimate goodness of fit of the factor model to the study data. Since the statistics showed good fit of the model, no modifications were needed.

To analyze RQ1 and RQ2, we conducted a multiple regression analysis. As our factor analysis revealed 5 dimensions (factors) of dependent variable (PERP), a regression analysis had to be conducted for each dimension separately. More precisely, a hierarchical ordinary least squares multiple regression analysis approach [53] was used. This was conducted in such a way that 3 successive linear regression models were estimated for each of the 5 PERP dimensions. In step one, a model with only control variables (sociodemographics, length of relationship with physician, presence of acute or chronic disease) was estimated. In step two, independent variables (social processes in OHCs) were added, and in step three, two moderating variables (eHealth literacy, perceived physician characteristics) and the interactions between them and social processes in OHCs were added. This procedure allows researcher to test if successive model fits better than the previous one. The comparison of models in step two and models in the step one provided insight into RQ1, whereas comparison of the models in step three and the models in step two allowed us to analyze RQ2. All variables that appear in interactions were a priori centered to avoid collinearity. A logarithm of a scale for dysfunctional competences and self-efficacy was used because the original variables were highly skewed.

Results

Descriptive Statistics of Variables in the Model

Among the 5 dimensions of the PERP, the predominant one was functional competences (mean 4.09, SD 0.57). We also noticed an above-average presence of functional self-efficacy (mean 3.96, SD 0.65) and functional control (mean 3.49, SD 0.71) in relationships with the physician. All components of dysfunctional PERP were present to a lesser extent. Comparatively, the one predominantly present was dysfunctional self-efficacy (mean 2.39, SD 0.81), followed by dysfunctional competences and control (mean 1.97, SD 0.65). The latter variable was highly skewed because only 5% of all respondents on average responded to items with agree or completely agree values, which shows that only a small proportion of respondents obtained power by taking an explicitly manipulative, disrespectful, and generally negative stance toward the physician.

Among the social processes, the predominant (Table 4) in the studied OHC was exchanging information with health professional moderators (mean 3.66, SD 0.73), followed by exchanging information with users (mean 3.17, SD 0.67). The processes of receiving social support (mean 2.84, SD 0.93) and...
sharing experiences (mean 2.62, SD 1.18) were present to a lesser extent. Giving social support was a rare practice among the studied sample (mean 1.91, SD 0.91). Descriptive analyses of moderating variables showed that eHealth literacy was quite dispersed among the sample, with the majority being in the middle range (mean 3.31, SD 1.86). Users also reported that their physicians were, on average, more cooperative than paternalistic (mean 2.34, SD 0.88).

### Table 4. Descriptive statistics of dependent, independent, and moderating variables in the model.

<table>
<thead>
<tr>
<th>Type</th>
<th>Variable</th>
<th>Mean (SD)</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dependent</td>
<td>Functional self-efficacy</td>
<td>3.96 (0.65)</td>
<td>1.3</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Functional competences</td>
<td>4.09 (0.57)</td>
<td>2.2</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Functional control</td>
<td>3.49 (0.71)</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Dysfunctional self-efficacy</td>
<td>2.39 (0.81)</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Dysfunctional competence/control</td>
<td>1.97 (0.65)</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Independent</td>
<td>Exchanging information with users</td>
<td>3.17 (0.67)</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Exchanging information with health professional moderators</td>
<td>3.66 (0.73)</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Receiving social support</td>
<td>2.84 (0.93)</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Giving social support</td>
<td>1.91 (0.91)</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Sharing experiences</td>
<td>2.62 (1.18)</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Finding meaning</td>
<td>2.84 (0.90)</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Moderating</td>
<td>eHealth literacy</td>
<td>3.31 (1.86)</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Physician’s paternalism</td>
<td>2.34 (0.88)</td>
<td>1</td>
<td>5</td>
</tr>
</tbody>
</table>

### Analysis of Research Questions

Five hierarchical regression analyses were conducted for each one of 5 dependent variables that correspond to the 5 dimensions of PERP. Results of hierarchical regression analyses, where functional PERP is the dependent variable, are reported in Table 5; whereas results of hierarchical regression analyses that pertain to dysfunctional PERP as dependent variable are reported in Table 6. To illustrate an example of regression on functional self-efficacy in relationship with the physician (third column in Table 5), we first entered control variables as predictors in the model in step one. This model did not fit to the data ($R^2_{adj}=.002$, $P=.78$). In step two, predictors that pertain to social processes in OHC were entered and this model significantly fit the data ($R^2_{adj}=.05$, $P<.001$). Moreover, in comparison with the model in step one, the increase in $R^2$ was also significant (note that in SPSS, the difference in $R^2$ is reported and not the difference in $R^2_{adj}$), thus suggesting that the model in step two is more valid for interpretation. In step three, moderating variables were entered together with interactions with predictors in step two. A significant increase in $R^2$ ($\Delta R^2=.116, P<.001$) was noted, making the model in step three the most valid for interpretation. Such a hierarchical regression analysis approach was repeated for the other 4 dimensions of PERP, and the results consistently showed that the best-fitting models were those in step three ($R^2_{adj}$, ranging from .19 to .28), except for the model on dysfunctional self-efficacy where the fit was nonsignificant ($R^2_{adj}=.01, P=.61$). We nevertheless considered regression coefficients for interpretation.

For a detailed analysis of RQ1, the regression coefficients of the predictors of the model in step two needed to be investigated. Among all social processes on OHC, exchanging information with health professional moderators proved to be the most important factor of PERP. It had a weak but statistically significant impact on functional self-efficacy (beta=.12, $P=.02$) and functional control (beta=.16, $P=.005$), and negative impact on dysfunctional competences and control (beta=-.12, $P=.03$), thus enabling a more cooperative relationship with the physician. Exchanging information with users also proved to be a predictor of functional self-efficacy (beta =.12, $P=.05$) but had no impact on the other two components of functional empowerment. In addition, it demonstrated a positive, if marginally significant, impact on dysfunctional competences (beta=11, $P=.08$). Significant predictors of functional self-efficacy proved to be self-expressing (beta=.13, $P=.01$) and giving social support (beta=.13, $P=.02$). Self-expressing also had marginally significant impact on competences (beta =.09, $P=.08$) and a negative impact on dysfunctional self-efficacy (beta=-.12, $P=.05$). Interestingly, receiving social support had a significant but negative influence on functional self-efficacy (beta=-.21, $P<.001$), whereas it had a positive impact on dysfunctional competences (beta=.11, $P=.05$).
Table 5. Regression coefficients of independent, contextual, and control variables and interactions on dimensions of functional patient empowerment in relationship with the physician (PERP).

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Self-efficacy</th>
<th>Competence</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>beta</td>
<td>P value</td>
<td>beta</td>
</tr>
<tr>
<td><strong>Step 1</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>.06</td>
<td>.17</td>
<td>.02</td>
</tr>
<tr>
<td>Age</td>
<td>.06</td>
<td>.17</td>
<td>.10</td>
</tr>
<tr>
<td>Education</td>
<td>.02</td>
<td>.65</td>
<td>.09</td>
</tr>
<tr>
<td>Chronic or acute disease (0=no, 1=yes)</td>
<td>–.04</td>
<td>.38</td>
<td>–.02</td>
</tr>
<tr>
<td>Length of relationship with physician</td>
<td>–.04</td>
<td>.42</td>
<td>.06</td>
</tr>
<tr>
<td><strong>Step 2</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exchanging information with users</td>
<td>.12</td>
<td>.05</td>
<td>.01</td>
</tr>
<tr>
<td>Exchanging information with HPM</td>
<td>.12</td>
<td>.02</td>
<td>.05</td>
</tr>
<tr>
<td>Receiving social support</td>
<td>–.21</td>
<td>&lt;.001</td>
<td>–.08</td>
</tr>
<tr>
<td>Giving social support</td>
<td>.13</td>
<td>.02</td>
<td>–.02</td>
</tr>
<tr>
<td>Finding meaning</td>
<td>.02</td>
<td>.77</td>
<td>–.01</td>
</tr>
<tr>
<td>Self-expressing</td>
<td>.13</td>
<td>.01</td>
<td>.09</td>
</tr>
<tr>
<td><strong>Step 3</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physician’s paternalism</td>
<td>–.23</td>
<td>&lt;.001</td>
<td>–.25</td>
</tr>
<tr>
<td>eHealth literacy</td>
<td>.18</td>
<td>&lt;.001</td>
<td>.34</td>
</tr>
<tr>
<td>Finding meaning X Physician’s paternalism</td>
<td>–.12</td>
<td>.06</td>
<td></td>
</tr>
<tr>
<td>Exchange info with HPM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>X eHealth literacy</td>
<td>.14</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>Finding meaning X eHealth literacy</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Receiving social support X Physician’s paternalism</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R^2_{adj}$ (step 1)</td>
<td>.002</td>
<td>.46</td>
<td>.027</td>
</tr>
<tr>
<td>$R^2_{adj}$ (step 2)</td>
<td>.050</td>
<td>&lt;.001</td>
<td>.050</td>
</tr>
<tr>
<td>$\Delta R^2$</td>
<td>.053</td>
<td>&lt;.001</td>
<td>.035</td>
</tr>
<tr>
<td>$R^2_{adj}$ (step 3)</td>
<td>.200</td>
<td>&lt;.001</td>
<td>.279</td>
</tr>
<tr>
<td>$\Delta R^2$</td>
<td>.116</td>
<td>&lt;.001</td>
<td>.244</td>
</tr>
</tbody>
</table>

*aOnly significant interactions are reported.

bHPM: health professional moderators.

cX denotes interaction between two variables.
Table 6. Regression coefficients of independent, contextual, and control variables and interactions on dimensions of dysfunctional patient empowerment in relationship with the physician (PERP).

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Self-efficacy</th>
<th>Competence and Control</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>beta</td>
<td>P value</td>
</tr>
<tr>
<td><strong>Step 1</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>−.03</td>
<td>.59</td>
</tr>
<tr>
<td>Age</td>
<td>.02</td>
<td>.84</td>
</tr>
<tr>
<td>Education</td>
<td>−.01</td>
<td>.83</td>
</tr>
<tr>
<td>Chronic or acute disease (0=no, 1=yes)</td>
<td>−.01</td>
<td>.80</td>
</tr>
<tr>
<td>Length of relationship with physician</td>
<td>−.02</td>
<td>.86</td>
</tr>
<tr>
<td><strong>Step 2</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exchanging information with users</td>
<td>.03</td>
<td>.67</td>
</tr>
<tr>
<td>Exchanging information with HPM(^b)</td>
<td>−.02</td>
<td>.78</td>
</tr>
<tr>
<td>Receiving social support</td>
<td>.02</td>
<td>.81</td>
</tr>
<tr>
<td>Giving social support</td>
<td>.01</td>
<td>.89</td>
</tr>
<tr>
<td>Finding meaning</td>
<td>.05</td>
<td>.52</td>
</tr>
<tr>
<td>Self-expressing</td>
<td>−.12</td>
<td>.05</td>
</tr>
<tr>
<td><strong>Step 3</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physician’s paternalism</td>
<td>.01</td>
<td>.79</td>
</tr>
<tr>
<td>eHealth literacy</td>
<td>.08</td>
<td>.27</td>
</tr>
<tr>
<td>Finding meaning X(^c) Physician’s paternalism(^a)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exchange info with HPM X eHealth literacy(^a)</td>
<td>.10</td>
<td>.09</td>
</tr>
<tr>
<td>Finding meaning X eHealth liter-(^a) acy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Receiving social support X Physician’s paternalism(^a)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(^a)Only significant interactions are reported.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(^b)HPM: health professional moderators.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(^c)X denotes interaction between two variables.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

For a detailed analysis of RQ2, the regression coefficients of the predictors that were entered in the model in step three needed to be investigated. In all models, except for dysfunctional self-efficacy, the perceived paternalism of the physician had a moderate influence on the functional components of empowerment (beta=−.23 to −.25, P<.001) and a strong impact on dysfunctional competences and control (beta=.4, P<.001). These estimates showed that the more physicians were perceived to be paternalistic, the less the patients were able to develop functional empowerment and the more they developed dysfunctional competences and control in relation to physicians. The eHealth literacy, as another moderating variable,
demonstrated a significant impact on all 3 components of functional empowerment (β=.18 to .34, P<.001) but not on the dysfunctional ones.

Table 5 also reports interactions between eHealth literacy and social processes in OHC and between the perceived physician characteristics and the social processes in OHC. We noted that respondents who found meaning under the condition of a paternalistic physician were less likely to exhibit functional competences in their relationships (β=-.12, P=.06). Conversely, this condition likely leads to the development of dysfunctional competences and control (β=.14, P=.03). High eHealth literacy intensified the effect of exchanging information with health professional moderators on functional control (β=.14, P=.01), but it surprisingly also led to more dysfunctional self-efficacy (β=.10, P=.09). People who found meaning in the OHC and had high eHealth literacy were less likely to develop dysfunctional competences and control (β=-.17, P=.01). Finally, receiving emotional support under the conditions of a paternalistic physician were less likely to lead to the development of dysfunctional competences and control (β=-.11, P=.08).

Discussion

Emergence of Dysfunctional Empowerment

The main goal of this research was to investigate whether social processes in which users are involved in OHCs have any impact on the patient empowerment experienced in relationships with the physician and, if so, what is the nature of such an impact. Beginning from the limitations of previous studies, we conceptualized the PERP and on this basis we developed a relatively valid and reliable scale. As this is a proposal of a new scale, it has some issues with reliability. Nonetheless, it demonstrates a meaningful factor structure, indicating that PERP should be investigated along at least two dividing lines: (1) two types of communicative orientation of a patient toward the physician and the associated functional or dysfunctional outcomes for the patient-physician relationship and (2) 3 components of patient empowerment in relationship with the physician: self-efficacy, control, and competence. Such conceptualization might be useful for further research on the dynamics of patient-physician relationships in the online era.

To claim that empowered patients are emerging solely due to processes in OHCs would be a gross overstatement, as the results clearly show that it is foremost patient’s eHealth literacy and physician’s personality and communication style that are driving PERP. However, even after controlling for these 2 determinants, we could show that some social processes in which users of OHCs are involved do have an impact on how patients relate to their physicians.

Getting Clinical and Experiential Knowledge as an Empowering Process

The most important factor pertaining to activities in the OHC was the involvement in exchanging information with health professional moderators. This influenced patients to (1) become more efficient in their relationships with the physician, so that they knew what to ask and were motivated to have collaborative and efficient meetings and (2) get more control in terms of having confidence to ask questions and participate in decisions. The impact on control was attenuated under the condition of high eHealth literacy. Furthermore, respondents exchanging information with health professional moderators were less likely to develop overconfident and strategically self-interested stances toward their physicians. The results reveal, however, that exchanging information with health professional moderators for those with high eHealth literacy can be somewhat problematic. People who know a lot and talk a lot with experts in OHCs might learn communication skills [8] to strategically deal with their physician in order to efficiently strive for their own private, often non-legitimate interests, such as getting medicine no matter what and simulating disease, as manifested by a raised dysfunctional self-efficacy.

Exchanging experiential information with users had a conflicting impact on PERP. On one hand, it had a positive impact on self-efficacy, suggesting that interaction with other users helps develop skills for more efficient communication with physicians. However, it can also lead to overconfidence in one’s own competences in relation to the professional competences of the physician, as already suggested in previous research [17,20]. The concerns with accuracy and completeness of information in peer exchanges in OHCs have already been raised in previous studies, but we can only conclude, as does Sillence [54], that the exchange of experiential information is a complex process that does not have a simple unidirectional impact on relationship with the physician.

Problematic Facets of Exchanging Social Support

Our results revealed a surprising finding about the role of receiving social support, something often hailed as one of the most important processes in OHCs in terms of leading to individual empowerment [7,15]. In particular, people who are getting advice, consolation, and other types of emotional support from other users likely report less self-efficacy in relationships with their physicians and more dysfunctional competences. Why would people with support in OHCs become less self-efficient in relationships with their physicians, undermining a chance for meaningful and efficient encounters? And why would people who get support from other users in OHCs be more inclined to become overconfident in relation to their physician, start to distrust them, and develop feelings of superiority over professional knowledge? The regression analysis did not give answers to these questions, but these associations could be attributed to the plausible prevalence of “nurturant” social support [55], which is fitted to people who do not search for true causes of their disease but rather for ways to manage negative feelings and emotions in a short-term manner [56]. In this process, they blame external factors (also physicians) for their inability to solve their health problems [56]. Receiving social support in OHCs can also form expectations of physicians providing support [57] and as the latter are perceived to be too busy for supportive discussions [58], it may be that the patients in this process also develop an aversion toward the physician. This way they become less efficient in relation with the physician and develop uncooperative and generally negative attitudes toward the physician and the professional knowledge he or she represents.
Receiving emotional support does not have negative impacts in all cases. The problematic effects of social support are diminished if a patient’s physician is perceived as paternalistic, since social support in OHCs in this case lowers dysfunctional competences and control. This might be connected to the finding that the more the patients exchange social support in OHCs, the less likely it is that they will discuss information found online with the health professionals [4]. We could speculate that those patients whose physicians are perceived to be paternalistic and supposedly unsupportive probably satisfy their need for social support in OHCs, consequently diminishing their expectation of getting social support from their physicians. Relieved of the expectation of a supportive physician, a patient is less likely to develop a negative attitude toward the physician.

Although receiving social support seems to have an ambivalent role in the PERP, giving social support demonstrated a positive impact. Providing other users with help and advice bestowed patient’s confidence and competence in asking the right questions to physicians and making meetings more efficient. Those who gave support to other OHC users were also more likely to engage in shared decision making with their physicians. This is in line with the general finding from online community research that people who are active contributors in online environments are usually also more proactive in their offline environment [59]. Writing posts for the purpose of self-expression also had a positive impact on the functional components of PERP, which confirms the results of previous studies [4,15,16]. Self-expression stimulates cooperative self-efficacy, which supports findings that writing stories and expressing disease in safe “testing” environments has positive impacts on a patient’s competence and efficiency [7], as well as on the level of his or her relationship with the physician.

**Does Finding Meaning Diminish Meaning in Interactions With the Physician?**

Patients who found meaning in their life and made sense of their situation with the help of other users and who at the same time perceived their physicians as paternalistic through OHC were less likely to develop competences for more understanding relationships with the physician. As such, they will be more likely to develop dysfunctional competences and control, opening possible conflicts between the 2 partners. One possible explanation for this result might lie in the finding from previous studies that information received from external resources like OHC is often perceived to be superior to that provided by the medical staff [17]. This connects to findings that complementary and alternative medicine fills the gaps that evidence-based medicine leaves behind in terms of providing a more holistic, therapeutic approach with treatments that are easier to understand and follow [60]. Moreover, as exchanges of advice in OHCs are often based on similar beliefs [48] that can be based on opposition to evidence-based medicine [36], it is plausible that users find new meanings and purposes that involve a negative and underestimating attitude toward their physicians.

Finding meaning can on the other hand be a positive empowerment process, as under condition of high eHealth literacy, finding meaning had an inhibiting effect on dysfunctional competences and control. More precisely, people who are digitally literate in health issues and use OHCs to find meaning in exchanges with other users will be less likely to develop a problematic stance toward their physicians.

Although not a central focus, it needs to be pointed out that this study confirms an important role of eHealth literacy in the dynamics of patient-physician relationships [61]. People who successfully encompass a constellation of digital literacy, health literacy, media literacy, and other literacies [50] will also develop competences and skills for a successful relationship with the physician, which enables better understanding and retention of information and improved ability to ask meaningful questions. Furthermore, this characteristic will also allow patients to be more effective in their relationships with their physicians and have more control in terms of participation in shared decision making.

**Limitations**

This study has some methodological limitations that warrant further research. First, because the respondents in this study were recruited from a single OHC, generalizations of any findings should be made with caution because OHCs can vary greatly in their membership, focus, and role structure [62]. Ideally, the research should be repeated in various national contexts and with different types of OHCs, focusing on different diseases and user needs. Second, although the proposed measure of PERP presents an improvement over single-item measures, the scale is novel and consequently did not go through enough testing, thus rendering it marginally valid and reliable. However, we hope that researchers will recognize its value and work further to improve its psychometric qualities. In connection arises a third limitation that the patient’s perception of empowerment in the relationship with the physician is only one part of a dyad, or even triad [39]. To observe the relationship completely, the communication orientation of physicians should be considered, but this would demand a much more complex research design.

Finally, in this study, we proposed a theoretical model in which social processes in OHCs have an impact on PERP, but it needs to be stated that, empirically, the association between variables can also go in the opposite direction. Moreover, the 2 phenomena are probably in a recursive relationship, where processes in OHCs are influencing relationships with the physicians and patients’ experiences with physicians can impact how they use OHCs and other online tools. To address this issue, we may have to undertake a random control trial type of research design.

**Practical Implications**

On the basis of these results, several important messages can be discerned for OHC managers, users, patients, and health care practitioners. First, strong empirical evidence for the importance of health professionals being visibly present in OHCs should stimulate online community managers to invest energy in attracting physicians and other health experts to actively participate and moderate discussions in OHCs. They are not only carers of high-quality information in OHCs, but they also stimulate processes that can ease patients’ relationships with their physicians (whether family doctors or specialists) [8].
Second, both patients and physicians should be aware of ambiguous processes in OHCs and their impact not only on patients handling their diseases but also on the fact that patients encounter health experts in different venues—physically in ordination and online in OHCs and other platforms. Physicians should be aware of the processes in OHCs and other experiences in which patients are involved, providing material for arriving at decisions that would lead to better health outcomes. If all these encounters are not discussed, conditions might form that open space for conflicts and strategic action, which in the end is harmful for the patient and physician.

We believe that a better understanding of such aspects of patient-physician relationships is required because it has implications for how physicians are trained and health care is organized. We know that if physicians surrender their control, they can create an atmosphere of respect that facilitates the positive aspects of empowerment [9]. Now we also know that if physicians do not surrender their paternalistic role, empowerment can go astray into its dysfunctional mode. Finally, it seems that although OHCs are environments where patients can get emotional support, this does not mean that patients should not expect supportive communication from their physicians. Our results suggest that some patients prefer what we call passive support, which is composed of compassion and consolation and does not imply any action on the patient’s part. However, we could speculate that physicians are more inclined to give patients something we call active support—a sort of compassion but one with proactive components—for which the patient is advised to more actively take care of his or her health. Some patients see these two supports as conflicting, and it might be advisable for OHC managers to emphasize such proactive support so that patients do not fall into a bubble where exclusively external factors are blamed for their current health statuses.

Conclusions

To our knowledge, this is the first study with a quantitative approach to empirically demonstrate the problematic aspects of patient empowerment that should be considered when investigating the impact of a patient’s engagement in online environments, both as an information seeker and as an active coproducer of online environments. Patients can feel psychologically empowered, and this sort of acquired internal power can translate into a cooperative relationship with the physician, thus bringing positive outcomes for both. We termed such empowerment functional. However, a patient’s feelings of empowerment can also be transformed, especially under conditions of low eHealth literacy and the presence of a paternalistic physician, into a manipulative, disrespectful, and generally negative stance toward the physician. Such empowerment is not productive for the relationship and possibly leads to conflicts as well as worsens the health outlooks for the patient.

Online environments can have many benefits for patients, but unchecked information, under conditions of poor literacy, can lead to social contagion processes [63] that can have dangerous implications for patients and for wider societal processes [64]. Once we are aware of such processes, we can start addressing them. Our findings suggest that they can be inhibited by filtering experiential knowledge through health professional moderators and through raising awareness regarding the importance of eHealth literacy when dealing with online health information. In addition, to achieve true empowerment, this concept should not be understood solely from the perspective of an individual benefit. It also needs to include a perspective of working together for our shared interests and to improve our interactions, communities, and institutions [65].
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Abstract

Background: Chronic obstructive pulmonary disease (COPD) is a progressive, chronic respiratory disease with a significant socioeconomic burden. Exacerbations, the sudden and sustained worsening of symptoms, can lead to hospitalization and reduce quality of life. Major limitations of previous telemonitoring interventions for COPD include low compliance, lack of consensus on what constitutes an exacerbation, limited numbers of patients, and short monitoring periods. We developed a telemonitoring system based on a digital health platform that was used to collect data from the 1-year EDGE (Self Management and Support Programme) COPD clinical trial aiming at daily monitoring in a heterogeneous group of patients with moderate to severe COPD.

Objective: The objectives of the study were as follows: first, to develop a systematic and reproducible approach to exacerbation identification and to track the progression of patient condition during remote monitoring; and second, to develop a robust algorithm able to predict COPD exacerbation, based on vital signs acquired from a pulse oximeter.

Methods: We used data from 110 patients, with a combined monitoring period of more than 35,000 days. We propose a finite-state machine–based approach for modeling COPD exacerbation to gain a deeper insight into COPD patient condition during home monitoring to take account of the time course of symptoms. A robust algorithm based on short-period trend analysis and logistic regression using vital signs derived from a pulse oximeter is also developed to predict exacerbations.

Results: On the basis of 27,260 sessions recorded during the clinical trial (average usage of 5.3 times per week for 12 months), there were 361 exacerbation events. There was considerable variation in the length of exacerbation events, with a mean length of 8.8 days. The mean value of oxygen saturation was lower, and both the pulse rate and respiratory rate were higher before an impending exacerbation episode, compared with stable periods. On the basis of the classifier developed in this work, prediction of COPD exacerbation episodes with 60%-80% sensitivity will result in 68%-36% specificity.

Conclusions: All 3 vital signs acquired from a pulse oximeter (pulse rate, oxygen saturation, and respiratory rate) are predictive of COPD exacerbation events, with oxygen saturation being the most predictive, followed by respiratory rate and pulse rate. Combination of these vital signs with a robust algorithm based on machine learning leads to further improvement in positive predictive accuracy.

Trial Registration: International Standard Randomized Controlled Trial Number (ISRCTN): 40367841; http://www.isrctn.com/ISRCTN40367841 (Archived by WebCite at http://www.webcitation.org/6olpMWNpc)

(J Med Internet Res 2017;19(3):e69) doi:10.2196/jmir.7207
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Introduction

Chronic obstructive pulmonary disease (COPD) is expected to become the fourth leading cause of death by 2030 [1], imposing a high socioeconomic burden worldwide [2]. It is a chronic, progressive condition caused by airway infection due to smoking or long-term exposure to pollutants (eg, dust, fumes, poor air quality) irritating lungs. Common symptoms of COPD include coughing, chest tightness, breathlessness, fatigue, dizziness, and wheezing. Patients with COPD suffer from “exacerbations,” a sustained worsening of symptoms often leading to hospitalization. In the United Kingdom, COPD exacerbations are now the leading cause of hospitalization, accounting for 15.9% of all hospital admissions [3]. There is growing evidence to suggest that increased frequency of exacerbation episodes leads to faster decline in lung function, reduced quality of life, greater numbers of hospital admissions, and increased health care cost [4]. Exacerbation is thus widely used as a major outcome in clinical studies for patients with COPD, with increasing efforts to try and reduce them. These efforts are hampered by the wide variation in the definitions of exacerbation used in clinical studies, with some based on symptoms (eg, increased breathlessness, sputum volume/color), some on events (eg, requiring hospitalization, taking antibiotics, and/or steroids), and some using a combination of both symptoms and events [4]. Symptoms are typically reported by the patients themselves using a paper-based diary and hence their recording depends on a subjective assessment. Poor adherence to protocol and data validity issues in clinical studies are often cited as major disadvantages of this approach [4]. Event-based definitions, on the other hand, are based on assessment by health care professionals (HCPs) after contact with them has been made by the patient. The disadvantage here is the low level of reporting to HCPs, with as many as 50% of exacerbations being unreported [5]. Until recently, exacerbations could only be identified from patient interviews or from analysis of records of treatment in health care databases or of symptom diary cards filled manually by patients [6].

Telemonitoring allows patients to record their symptoms in real time. Symptom data can then be stored and transmitted, with instant access possible for HCPs. As a result, there have been a number of attempts to use telemonitoring solutions to help manage patients with COPD through early detection of deterioration [7]. However, low compliance, lack of consensus on what constitutes an exacerbation, the small number of patients in most studies, and the relatively short periods of time during which monitoring takes place (less than 6 months) are limitations of COPD telemonitoring interventions [7]. In order to address these challenges, we developed the EDGE (Self Management and Support Programme) digital health system, a telemonitoring platform first evaluated during a cohort study [8] and subsequently used for 12 months, in a randomized controlled trial (RCT), by 110 patients in the intervention group [9]. The EDGE digital system allows patients to report their symptoms directly on an Internet-enabled tablet computer with a user-friendly interface, thereby eliminating most data validity issues. In the RCT, patients were expected to manage their use of relievers, antibiotics, and steroids and record it as part of the symptom diary on the tablet computer. Medication usage data linked to the symptom data were thus available, and so events could be defined based on medication data without the requirement of contact with an HCP. The system was intuitive and easy to use leading to high patient compliance and the collection of large amounts of COPD patient data [9].

Exacerbations are characterized by a number of different scenarios: for example, a patient’s medication changes but the symptoms do not change; a patient’s symptoms change, but the intake of medication does not change; or the patient’s symptoms get worse without the patient taking any medication and there is no change for a few days before the patient eventually takes his or her medication. A systematic approach to address such a complex problem is to model it using a finite-state machine (FSM). Assuming that exacerbations can be correctly identified using such an approach, the next step is to investigate if a robust algorithm can be developed to predict exacerbation episodes. This is especially challenging because the protocol for the RCT allowed patients to self-monitor and record their symptom and medication data at a time of their choosing. There were periods, for some patients, during which they self-monitored less frequently and other periods with more frequent data but for different times of the day. Any predictive algorithm must be robust to such irregular sampling and take the variable timing of data recording into account.

In previous work, we developed an algorithm using the EDGE cohort study data, with a limited definition of exacerbation—based on self-reported medication usage, self-reported symptoms, and pulse oximetry data [10,11]. We did not differentiate between correlation and prediction, as the entire period, both before and during an exacerbation, was considered. Ideally, any predictive algorithm developed should identify periods likely to be associated with an impending exacerbation and differentiate them from periods where a patient’s condition is stable (including periods of sustained high medication usage).

Methods

Overview

This section first describes the EDGE digital health system used to collect data from the 110 patients in the intervention group during the RCT. Next, the FSM model for identifying exacerbation episodes from symptom and medication usage data is introduced. This is followed by a description of the procedure for extracting “stable” and “prodromal” periods to provide the training data for an exacerbation prediction algorithm relying on robust features. Finally, the classification and validation methodologies adopted are presented.

Self Management and Support Programme System

The EDGE system is a digital health system with an Internet-enabled tablet computer at its core to support self-monitoring and self-management. The main components include a customized application developed for patients with COPD in collaboration with clinicians and patients, a Bluetooth-enabled pulse oximeter, and a secure back-end server. The application includes several self-monitoring modules,
including an interactive symptom diary with a series of questions related to COPD symptoms and to medication usage. A “session” consists of completing a symptom diary questionnaire and a brief recording with a pulse oximeter using a finger probe and typically lasts about 100 seconds [8]. The interactive diary questionnaire allows patients to self-report whether their symptoms have improved, become worse, or not changed compared with their understanding of what is “usual” for them. Chest tightness, breathlessness, sputum volume, and purulence are treated as “major” symptoms, while having a cold or sore throat, and an assessment of feeling generally run down, are treated as “minor” symptoms. Patients also report whether they are taking relievers, antibiotics, or steroids or any combination of the 3.

Finite-State Machine Model for COPD Exacerbation

According to the World Health Organization (WHO) and US National Heart, Lung, and Blood Institute Global Initiative for Chronic Obstructive Lung Disease (GOLD), an exacerbation is defined as “an event in the natural course of the disease characterized by a change in the patient’s baseline dyspnea, cough, or sputum that is beyond normal day-to-day variations, is acute in onset, and may warrant a change in regular medication in a patient with underlying COPD.” Although the definition is comprehensive, it raises a number of questions (eg, what are “normal day-to-day variations”?), thereby limiting its adoption as a practical definition in the context of clinical studies.

An FSM is a mathematical abstraction extensively used in the domain of logic design [12]. In FSM models, there are a finite number of “states” and a machine can transition from one state to another depending on “inputs.” In this context, the “machine” will model a patient, and “inputs” are changes in symptoms and/or medication usage. A patient will be in a particular “state” at any given time. Depending on changes in symptoms or medication usage, the patient’s state can transition to another state. In addition to a “normal” state and an “exacerbation” state, we define a “transitional” state to account for those situations in which the patients are not in their normal state but their condition is not poor enough for them to be considered as having an exacerbation.

As already mentioned, there are a large number of exacerbation definitions. The following definition of exacerbation, based on clinical experience and a comprehensive review of the literature, was adopted by the clinical experts running the EDGE RCT: “An exacerbation is defined as a change in medication or an HCP contact (hospital admission or any documented contact, face-to-face contact or telephone calls) in the presence of a significant increase in symptoms.” “Change in medication” or “medication event” is defined as (1) increased use of reliever inhaler for at least 48 hours and (2) starting oral steroids and/or antibiotics. “Significant increase in symptoms” is defined as the presence of at least two symptoms, one of which should be a major symptom.

The 3 states in the FSM-based model are “normal” (patient is completely normal), “transitional” (patient’s symptoms have become worse but no medication event or hospital admission or contact with HCP), and “exacerbation.” Completion of a new symptom diary questionnaire generates a new set of inputs. Figure 1 shows the FSM model with its 3 states and the transitions between them depending on the 3-bit “inputs” encoding different combinations of symptoms and medication usage. The first bit encodes medication usage (0 = no medication or usual medication; 1 = medication event, as defined above). The second and third bits encode the status of the self-reported symptoms (00 = no change in symptoms; 10 = symptoms get worse; 11 = symptoms improve). It can be seen from Figure 1 that patients stay in the normal state regardless of whether they take medication or not, unless their symptoms get worse. Once a patient’s symptoms get worse, he or she either transitions to a transitional state or into the exacerbation state, depending on whether there is a change in medication or medication event, as defined above. In the transitional state, a patient returns to the normal state if his or her symptoms improve (regardless of whether a medication event occurs or does not occur). Whenever the symptoms have not improved, a transition to the exacerbation state occurs instead if there is a medication event, or if the patient is hospitalized or makes contact with an HCP (regardless of his or her COPD symptoms). In the exacerbation state, a patient only transitions back to the normal state if his or her symptoms improve. The definition of symptom improvement is a mirror image of the definition of “symptoms getting worse” given above: at least two symptoms, one of which must be a major symptom, must get better in comparison with the data recorded in the previous diary session.
Figure 1. A finite-state machine to model chronic obstructive pulmonary disease patient condition and its changes depending on symptoms and medication usage. HCP: health care professional.

Selection of Independent Periods
In order to develop algorithms for prediction of exacerbation episodes, it is important first to identify the periods of time (in days) during which a patient’s condition is stable, as well as periods of time when a patient’s condition can be considered to be deteriorating before an exacerbation event. A previous study [13] has suggested that symptoms tend to worsen during the 7 days immediately before an exacerbation episode. We therefore define a time window of 7 days before an exacerbation event and label all such instances in our dataset as “prodromal” periods. Similarly, “stable” periods are defined as 7-day periods during which a patient must be in the normal state throughout. These periods have a 7-day “guard band” at the start and the end of the period. This is to ensure that, for every stable period, there are at least 7 days at the start of the stable period since a transitional or exacerbation state ended and at least 7 days at the end of the stable period before the next transitional or exacerbation state occurs.

Figure 2 illustrates the identification of “stable” and “prodromal” periods for a single subject who was in different states over the course of the trial.
**Vital Signs From Pulse Oximetry**

Commercial pulse oximeters typically provide only oxygen saturation (SpO₂) and pulse rate measures. However, it is also possible to extract respiratory rate using the waveform—called photoplethysmogram (PPG)—recorded by a pulse oximeter with an appropriate algorithm. Briefly, respiratory rate modulates both the amplitude (primarily due to the mechanical effect of breathing) and frequency (due to respiratory sinus arrhythmia) of the PPG [14]. In the analysis presented in this paper, we focus on extracting respiratory rate from the amplitude modulation of the PPG because the phenomenon of respiratory sinus arrhythmia is reduced both with age [15] and pharmacological interventions [16]. The method used for estimating respiratory rate from the PPG waveform was based on computing the median frequency spectrum from a number of autoregressive models of the 30-second waveform segments recorded during the self-monitoring with the finger probe pulse oximeter. This novel signal processing approach was developed by us to estimate respiratory rate from PPG data in a different clinical setting [17]. Estimation of the respiratory rate from the amplitude modulation of the PPG requires a preprocessing stage in which an appropriate low-pass filter attenuates as much high-frequency content (corresponding to the cardiac frequency) as possible while preserving the low-frequency content (corresponding to the respiratory frequency). Because the work described in [17] was based on a population of pediatric patients with different values of respiratory and heart rates, the preprocessing stage was modified to take into account the lower values of respiratory and heart rates in the adult population. The cutoff frequencies of the transition band of the low-pass filter were varied according to the heart rate of the patient in a given session (ie, from 0.5 × heart rate to 1.2 × heart rate).

Consequently, for each recording session from a participant in the RCT, 3 vital signs (heart rate, SpO₂, and respiratory rate) were obtained from the 30-second pulse oximetry data.

**Feature Extraction**

The labeling shown in Figure 2 is used to create a database of vital sign data from 7-day stable periods and 7-day prodromal periods (ahead of the exacerbation events). This database will enable us to construct a 2-class classifier, with the vital sign data as its inputs, to assign the data to either the stable or prodromal class. Classification of a 7-day period as prodromal is of course equivalent to exacerbation prediction.

It is important to capture the time course of each vital sign during these 7-day periods. A number of traditional algorithms developed for time series analysis cannot be directly applied because of the irregular number of recordings over a given period, both within and across subjects. Rather than applying approximations, for example, grouping multiple recording sessions within a day together (a rare occurrence), or imputing missing data (a much more common phenomenon), we fit a straight line, using a least squares criterion, to each set of vital sign data in each period. This corresponds to finding the minimum of \( E(m,c) \) defined in equation (a) in Figure 3, where \( m \) is the gradient, \( x_i \) is the time at which the \( i \)th session was recorded in a given 7-day period, \( y_i \) is the corresponding value of the vital sign, and \( c \) is the y-intercept value. For each vital sign in each 7-day period, the minimization of equation (a) will provide the gradient, \( m \), whose magnitude will reflect whether the value of the vital sign is increasing, decreasing, or not changing, and an intercept value that is dependent on both the mean value and the gradient.
Each 7-day period is normalized in time with respect to the first self-monitoring session in that period (the first session in each 7-day period is taken to be at time 0). Figure 4 illustrates this for 2 cases, a “stable” period and a “prodromal” period. In this particular illustration, it can be seen that the patient in the stable period had a higher mean respiratory rate, which was gradually decreasing during the 7 days. The patient in the prodromal period has a lower mean respiratory rate but there is a clear increase over the 7 days. With this simple linear fit method, we capture the trend of each vital sign over the 7 days. Periods with irregular self-monitoring times or missing data can still be analyzed.

Figure 4. Illustration of straight line fitting during a “stable” period (gradient: −0.60, y-intercept: 17.5) and a “prodromal” period (gradient: 1.43, y-intercept: 18.47).

Classification and Validation
A logistic classifier was applied to the vital sign feature vectors derived from both the stable and prodromal periods in order to investigate the discriminatory power of these features for classification (and hence exacerbation prediction). Equation (b) in Figure 3 gives the hypothesis function used in logistic regression where \( x_n \) and \( \theta_n \) are the \( n \)th feature and parameter, respectively, and \( s(y) \) is a sigmoid function (equation (c) in Figure 3). The output of the sigmoid function is bounded between 0 and 1 and can thus be interpreted as a probability or, in this case, the likelihood of a patient’s condition deteriorating and leading to exacerbation (the prodromal period). The mean and gradient values \( (x_n) \) of each of the 3 vital signs are the inputs to the logistic classifier.

The cost function given by equation (d) in Figure 3 outputs a large value when the predicted value \( h_\theta(x) \), is very different from the true class value, \( y \), and a very small output when the predicted value is close to the true class value. An additional benefit of \( C(\theta) \) as a cost function is that it is convex and thus a global minimum will always exist, which can easily be determined with a gradient descent algorithm.

Correct classification of a prodromal period was deemed to be a true positive and correct classification of a stable period was deemed to be a true negative. Incorrect classifications of prodromal periods and stable periods were taken to be false negatives and false positives, respectively. To test the generalization capability of the classification algorithm, we used 10-fold cross-validation. The data from both classes were randomly divided into 10 folds, with 9 folds used for training and 1 fold for testing. This was repeated 10 times, each time using a different fold for testing. This allowed us to obtain classification results on the whole dataset. Because the partitioning of data into 10 folds is random, the process of applying 10-fold cross-validation was repeated 1000 times, thereby allowing us to find the possible range of classifier performance. For performance evaluation, the receiver operating characteristic (ROC) curve was determined for each iteration and the mean ROC curve along with the 95% confidence interval was then computed. We then estimated the area under the curve (AUC) to compare the different classifiers.
Results

Dataset

Table 1 provides summary statistics on the number of days, sessions, and compliance of the 100 patients in the RCT intervention group with near-complete symptom diary and pulse oximetry data. On average, a patient self-monitored for 354 days, with a minimum usage of 5 days every week throughout this period.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Across all patients</th>
<th>Per patient</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of days in study</td>
<td>35,439</td>
<td>354 (31)</td>
<td>194-403</td>
</tr>
<tr>
<td>Number of sessions</td>
<td>27,260</td>
<td>273 (68)</td>
<td>61-373</td>
</tr>
<tr>
<td>Number of days system used</td>
<td>27,074</td>
<td>271 (67)</td>
<td>60-373</td>
</tr>
<tr>
<td>Mean compliance (days/week)</td>
<td>5.3 (1.2)</td>
<td></td>
<td>1.8-6.9</td>
</tr>
</tbody>
</table>

Identification of Exacerbations

There were a total of 361 exacerbation events after applying the proposed FSM model to the 27260 sessions from 100 patients. Figure 5 summarizes the total number of sessions in each state (given inside the circles), as well as the number of times that a patient transitioned from one state to the other (given next to the corresponding arrow). As expected, patients were mostly in the normal state (18,920/27,260, 69.41% of sessions completed) and were in the transitional state for 22.40% (6105/27,260) of the sessions. In 2174 instances, patients in the normal state entered the transitional state as a result of their symptoms deteriorating but without increasing their medication. In 97.08% of these cases (2174/2174), their symptoms subsequently improved and they returned to the normal state. In the cases for which patients did not increase their medication while returning to normal state, the mean and median number of days in the transitional state were 3.2 days and 1.8 days. In the cases for which patients increased their medication while returning to normal state, the mean and median number of days in the transitional state were 4.2 days and 3.0 days.

Only 2235 sessions (8.20% of total sessions, 2235/27,260) were completed while the patient was in the exacerbation state. In 64.0% of cases (231/361), a patient’s state transitioned directly from the normal to the exacerbation state, corresponding to patients increasing their medication as soon as their self-reported symptoms got worse.

All patients were assumed to be in the normal state at the start of the RCT, but only 71 patients ended up being in the normal state at the end of the study, with the remaining 29 patients ending in either the transitional state or the exacerbation state. Thus, there were 29 more transitions out of the normal state (2405) than into the normal state (2376) and also 17 and 12 extra transitions into the transitional and exacerbation states, respectively.
Figure 5. Summary of state transitions illustrating the total number of sessions in each state (inside the circles) and the number of instances of each transition between states across all patients (numbers next to the arrow between states) in the randomized controlled trial.

Distribution of Exacerbations

Table 2 and Figure 6 illustrate the distribution of length of exacerbation episodes. It can be seen that most of the exacerbation episodes lasted for up to 7 days (260/361, 72%). However, there was considerable variation in the length of an exacerbation episode across the population, with a mean length of 8.8 days and a median length of 4 days. On the basis of the total number of monitoring days, patients were in the exacerbation state for about 9% of the time (3180/35,439 monitoring days).

Table 2. Length of exacerbation events across all patients (91.7% of exacerbation episodes, 331/361, were within 21 days).

<table>
<thead>
<tr>
<th>Metric</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of events</td>
<td>361</td>
</tr>
<tr>
<td>Event length 1-7 days, n (%)</td>
<td>260 (72.0%)</td>
</tr>
<tr>
<td>Event length 8-14 days, n (%)</td>
<td>50 (13.9%)</td>
</tr>
<tr>
<td>Event length 15-21 days, n (%)</td>
<td>21 (5.8%)</td>
</tr>
<tr>
<td>Mean length of exacerbation, days</td>
<td>8.8</td>
</tr>
<tr>
<td>Median length (interquartile range) of exacerbation, days</td>
<td>4 (2-9)</td>
</tr>
</tbody>
</table>
Characteristics of Vital Signs During Stable and Prodromal Periods

Table 3 summarizes the total number of periods and the corresponding number of sessions, as well as summary statistics for the various features extracted for each of these periods, both stable and prodromal periods. Even though there were 361 exacerbation events, in only 304 of those cases were there at least 7 days immediately before the exacerbation event during which the patient was either in the normal or the transitional state. The remaining cases refer to exacerbation events that occurred within 7 days of a previous exacerbation event. In 18 out of these 304 cases, there was only a single diary session completed by the patient and therefore it was not possible to extract features. This explains why there are 286 prodromal periods extracted from this dataset, from a total of 361 exacerbation events.

It can be seen from Table 3 that the mean values for all 3 vital signs are as expected for COPD patients with worsening symptoms: lower mean for SpO\textsubscript{2} and higher mean for both respiratory rate and heart rate in the prodromal periods in comparison with the stable periods. Figure 7 illustrates the distribution of the 3 vital signs in the stable and prodromal periods. The small difference in the means and the significant overlap between the distribution of the 3 vital signs possibly explain the difficulty of designing algorithms capable of predicting exacerbation episodes.

Table 3. Summary statistics of different features in the stable and prodromal periods.

<table>
<thead>
<tr>
<th>Metric</th>
<th>“Stable” period</th>
<th>“Prodromal” period</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of 7-day periods</td>
<td>1005</td>
<td>286</td>
</tr>
<tr>
<td>Mean number of sessions in these 7-day periods</td>
<td>5.9</td>
<td>4.6</td>
</tr>
<tr>
<td>Mean value of SpO\textsubscript{2} (%)</td>
<td>94</td>
<td>93</td>
</tr>
<tr>
<td>Mean value of pulse rate (beats per minute)</td>
<td>80</td>
<td>83</td>
</tr>
<tr>
<td>Mean value of respiratory rate (breaths per minute)</td>
<td>22</td>
<td>24</td>
</tr>
</tbody>
</table>

\textsuperscript{a}SpO\textsubscript{2}: oxygen saturation.
Figure 7. Distribution of vital signs (pulse rate, oxygen saturation or $\text{SpO}_2$, and respiratory rate) acquired from a pulse oximeter in “stable” and “prodromal” periods.

**Prediction of Exacerbations**

Finally, Figure 8 illustrates the mean ROC curve, bounded by the 95% confidence interval, after applying the logistic classifier to the stable and prodromal periods as explained in the “Classification and Validation” section. Table 4 summarizes the performance results using AUC measures from the mean ROC curve (along with the 95% confidence interval) based on classification with each of the features extracted from each of the vital signs separately and in all possible combinations. In addition, specificity at specific sensitivity measures is also provided to give a better sense of the level of performance that could be expected for a given operating point (threshold) selected from the mean ROC curve. All 3 vital signs have a degree of predictivity because the mean AUC is greater than .5 for all of them. $\text{SpO}_2$ seems to be the most predictive vital sign, followed by respiratory rate estimated using our algorithm. In comparison with respiratory rate and $\text{SpO}_2$, pulse rate seems to be the least predictive in this population.

Table 4. Comparison of classifier performance using features extracted from each of the vital signs separately and in combination; the sensitivity and specificity values are those extracted from mean receiver operating characteristic curve.

<table>
<thead>
<tr>
<th>Vital sign</th>
<th>Mean AUC(^a) (95% CI)</th>
<th>Specificity range (%) for 60%-80% sensitivity from mean ROC(^b) curve</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pulse rate (PR)</td>
<td>0.578 (0.578-0.578)</td>
<td>52-31</td>
</tr>
<tr>
<td>$\text{SpO}_2$(^c)</td>
<td>0.658 (0.657-0.658)</td>
<td>62-38</td>
</tr>
<tr>
<td>Respiratory rate (RR)</td>
<td>0.605 (0.604-0.605)</td>
<td>53-32</td>
</tr>
<tr>
<td>PR + $\text{SpO}_2$</td>
<td>0.664 (0.664-0.664)</td>
<td>63-40</td>
</tr>
<tr>
<td>RR + PR</td>
<td>0.612 (0.612-0.612)</td>
<td>55-27</td>
</tr>
<tr>
<td>RR + $\text{SpO}_2$</td>
<td>0.672 (0.671-0.672)</td>
<td>64-36</td>
</tr>
<tr>
<td>RR + PR + $\text{SpO}_2$</td>
<td>0.682 (0.681-0.682)</td>
<td>68-36</td>
</tr>
</tbody>
</table>

\(^a\)AUC: area under the curve.  
\(^b\)ROC: receiver operating characteristic.  
\(^c\)$\text{SpO}_2$: oxygen saturation.

The amount of improvement possible as a result of combining vital signs in the classification algorithm can be seen from the two lower rows in Table 4. All 3 vital signs are derived from a single device and have a degree of correlation for physiological reasons. However, it can be seen that classifiers using respiratory rate, pulse rate, and $\text{SpO}_2$ as inputs give the best AUC results, suggesting that there is more predictive information captured when these vital signs are used together. These results suggest that, in order to predict 8 exacerbations out of 10 (80% sensitivity), there would be approximately 6 false alarms out of 10 (36% specificity). If instead the aim was to predict 6 exacerbations out of 10 (60% sensitivity), this would give rise to approximately 3 false alarms in every 10 (68% specificity).
**Discussion**

**Principal Findings**

Our digital health system enabled reliable and regular self-monitoring of both symptom and pulse oximetry data by patients with COPD for a sustained period of 12 months. This allowed the acquisition of a unique dataset, with more than 35,000 monitoring days (average of 5.3 times per week). We have also presented a systematic approach to modeling COPD exacerbations based on FSMs. This provides a deeper insight into how a COPD patient’s condition progresses over time. For example, this study showed that in about 97% of the cases for which patients went from the normal state to the transitional state and then back again to the normal state, they did so without increasing their medication. This could be described as normal variation (ie, normal variation in symptoms that does not warrant a change in regular medication). We are not aware of any previous study that has been able to quantify and report this finding from such a large dataset.

A limitation of this study is that the results presented are based on the application of a specific definition of exacerbation. In addition, both the symptom diary information and the medication data used to identify exacerbation episodes are self-reported by the patients. Finally, any exacerbation event occurring while the patient is in a transitional state and contacts an HCP or is admitted to hospital is not identified in our analysis because of lack of availability of this information.

The first step in developing a predictive algorithm is to decouple periods for which a patient’s condition is completely stable from those for which a patient is approaching an exacerbation event (the prodromal period). This paper described a possible approach to the development of a predictive algorithm robust to irregularly sampled data as well as missing data. The features used as inputs to the proposed algorithm were the mean and gradient of each of the vital signs (pulse rate and SpO₂) acquired by the pulse oximeter or estimated from the pulse oximetry PPG data (respiratory rate) for that 7-day period. A predictive algorithm based on physiological data rather than self-reported symptoms could be really helpful to support self-management in COPD. Pinnock et al [18] report that analysis of previous telemonitoring data suggests that it is the minority of patients who are able to log discrete episodes of increased breathlessness, cough, and sputum.

This study has demonstrated and quantified the predictive power of 3 vital signs (pulse rate, SpO₂, and respiratory rate) and also shown that they can reliably be obtained in home-monitoring with only a pulse oximeter. This coupled with the fact that only a minority of patients with COPD are able to log episodes of worsening symptoms suggests that the use of a pulse oximeter should be considered in any future study involving remote monitoring of patients with COPD. In addition to extracting respiratory rate, we also explored the possibility of gaining more information from the pulse oximeter waveform (the PPG). A patient in the prodromal period is likely to have a more irregular respiratory pattern, with a greater proportion of power in higher-frequency bands as his or her condition worsens. However, no features associated with the spectral content of the respiratory signal extracted from the PPG provided any further information once the respiratory rate was extracted. We also explored the use of the standard deviation and y-intercept of each of the vital signs in the 7-day periods as additional features, but again this did not lead to improvement in the performance of the predictive algorithm. We also investigated if the classification performance could be improved using support vector machines, decision trees, or k-nearest neighbor–based classifiers [19]. However, none of these algorithms led to any significant improvement with respect to logistic regression. This suggests that further improvements are more likely to come from the use of independent features not...
explored in this study (eg, temperature, activity monitoring [20], heart rate variability [21], or automated sputum analysis [22]).

We are not aware of any previous work that has proposed FSM or similar models in order to identify COPD exacerbations and track the condition of patients with COPD during remote monitoring. Furthermore, we are not aware of any previous study that has reported respiratory rate measurements from patients with COPD during home monitoring (except one study [23], which only looked at patients requiring domiciliary oxygen, a very specific and narrow segment of the population of patients with COPD, for only 3 months). In this paper, we have reported the distribution of 3 vital signs (pulse rate, SpO₂, and respiratory rate) during both stable and prodromal periods based on measurements from 100 patients with COPD, providing very frequent measurements over a 12-month period. The majority of previous studies using telemonitoring for COPD were shorter than 12 months [7]. Of the few studies [24-27] that were at least 12 months long, only one [25] had at least 100 patients. However, in that study [25], the alerting algorithm was based on thresholds applied to the symptom score derived from a self-reported symptom diary.

Conclusions
Given the heterogeneous nature of COPD exacerbations and the large number of definitions in the literature, the FSM-based approach described in this paper can help systematize the analysis of COPD exacerbations and improve our understanding of how symptoms worsen and of the impact of medication. We showed that all the 3 vital signs (SpO₂, respiratory rate, pulse rate) are predictive of exacerbation events, with a combination of these vital signs resulting in the best AUC result. SpO₂ was the most predictive vital sign, followed by respiratory rate, and pulse rate was the least predictive. It is important to think about the trade-off between sensitivity and specificity in this context: false alerts will result in overmedication, but the ability to predict exacerbations may avoid costly hospital admissions.

None of the other classification algorithms (support vector machines, decision trees, and k-nearest neighbor–based classifiers) led to any significant improvement compared with logistic regression. Additional improvements in COPD exacerbation prediction are likely to come instead from the use of additional physiological measures, behavioral measures, and biomarkers (eg, temperature, heart rate variability [21], activity [20], and sputum analysis [22]) as input to the prediction algorithm. The other alternative is to personalize the prediction algorithms over time and adapt the classifier to the range of vital sign values that are typical for that particular individual.
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Abstract

Background: Electronic health records (EHRs) are a rich resource for developing applications to engage patients and foster patient activation, thus holding a strong potential to enhance patient-centered care. Studies have shown that providing patients with access to their own EHR notes may improve the understanding of their own clinical conditions and treatments, leading to improved health care outcomes. However, the highly technical language in EHR notes impedes patients’ comprehension. Numerous studies have evaluated the difficulty of health-related text using readability formulas such as Flesch-Kincaid Grade Level (FKGL), Simple Measure of Gobbledygook (SMOG), and Gunning-Fog Index (GFI). They conclude that the materials are often written at a grade level higher than common recommendations.

Objective: The objective of our study was to explore the relationship between the aforementioned readability formulas and the laypeople’s perceived difficulty on 2 genres of text: general health information and EHR notes. We also validated the formulas’ appropriateness and generalizability on predicting difficulty levels of highly complex technical documents.

Methods: We collected 140 Wikipedia articles on diabetes and 242 EHR notes with diabetes International Classification of Diseases, Ninth Revision code. We recruited 15 Amazon Mechanical Turk (AMT) users to rate difficulty levels of the documents. Correlations between laypeople’s perceived difficulty levels and readability formula scores were measured, and their difference was tested. We also compared word usage and the impact of medical concepts of the 2 genres of text.

Results: The distributions of both readability formulas’ scores (P<.001) and laypeople’s perceptions (P=.002) on the 2 genres were different. Correlations of readability predictions and laypeople’s perceptions were weak. Furthermore, despite being graded at similar levels, documents of different genres were still perceived with different difficulty (P<.001). Word usage in the 2 related genres still differed significantly (P<.001).

Conclusions: Our findings suggested that the readability formulas’ predictions did not align with perceived difficulty in either text genre. The widely used readability formulas were highly correlated with each other but did not show adequate correlation with readers’ perceived difficulty. Therefore, they were not appropriate to assess the readability of EHR notes.


Keywords:
electronic health records; readability; patients

http://www.jmir.org/2017/3/e59/
Introduction

Background

Patient engagement and effective patient-physician communication are essential in patient-centered care, defined by the Institute of Medicine as “respectful of and responsive to individual patient preferences, needs, and values, and ensuring that patient values guide all clinical decisions” [1]. Electronic health records (EHRs) are a rich resource for developing applications to engage the patients and foster patient activation [2-4]. Thus, allowing patients access to their own EHR records holds a strong potential to enhance patient-centered care. It may improve the understanding of their own clinical conditions and treatments, leading to improved health care outcomes (eg, increased medication adherence [4]).

As patients express interests in reading their own EHR data [5], health care institutions have also begun to open up access to the EHR records [6]. However, EHRs are written by physicians to communicate with other health care professionals [7]. Therefore, EHRs are full of medical jargon, abbreviations, and other domain-specific usages and expressions that are ill-suited for the lay people (patients). One study showed that nearly two-thirds of the surveyed patients considered physicians’ notes difficult to understand, and radiology reports and nurses’ notes were also perceived as difficult [8]. Another study recruited healthy volunteers to read and retell medical documents [9]. Common retelling errors included misunderstanding clinical concepts and physician’s findings during a patient’s visit. In a study of electronic primary care records, many patients requested explanations of medical terms and abbreviations [10]. A recent patient survey on Web-based access to laboratory results concluded that test result comprehension still needed improvement [11]. Findings from an assessment of lay understanding of medical terms suggested that a substantial proportion of the lay public did not understand phrases often used in cancer consultations and that knowledge of basic anatomy could not be assumed [12]. In the emergency department setting, patients understood less than 30% of commonly used medical terms [13]. Moreover, the vocabulary gap between professionals and laypeople has motivated a thread of research to develop controlled vocabulary resources [14-16].

Merely providing patients with their own EHR records, therefore, does not necessarily help the patients better understand their own conditions. Further complicating the issue, it is estimated in the National Assessment of Adult Literacy that the average American has a reading level between the 7th and 8th grade [17]. It is also reported in the same assessment that about 36% of the US population or 75 million Americans have basic or below basic health literacy. The opaque narratives in the EHR present a challenge to the average patient.

Electronic Health Records and Readability

Measuring the readability of the EHR notes is one important step toward making the notes accessible to the patients. Numerous studies [18-20] have evaluated the difficulty of health information intended for patient consumption using readability formulas. They conclude that the materials are often written at a grade level higher than common recommendations. However, the trust in these formulas to measure difficulty may be overextended. Grade-level readability formulas were originally developed to try to ensure that a school textbook for a particular grade was appropriate for children at that grade level [21]. Their capabilities in measuring documents of a highly technical nature such as health care are not thoroughly validated. There are recent attempts to develop methods for text in the medical domain [22,23]. They have yet to enjoy wide adoption in the community, which may be attributed to the fact that efforts in learning models are inevitable.

Readability Formulas

Numerous readability metrics have been used for the purposes of preparing texts for schoolchildren and language learners and ensuring smooth written communication. These metrics assess the grade level or the number of years of education needed for a person to understand the content. Here we briefly introduce 3 of the metrics. For more discussions on these traditional readability formulas, we refer the reader to the review in [24].

Flesch-Kincaid Grade Level (FKGL) [25] predicts a grade level using the average sentence length and the average word length. Simple Measure of Gobbledygook (SMOG) [26] predicts readability based on the number of polysyllabic words (words with more than 3 syllables) and the number of sentences. Similarly, Gunning-Fog Index (GFI) [27] employs sentence length and the proportion of polysyllabic words. Detailed equations are shown in Multimedia Appendix 1.

These metrics are also used extensively in the health care domain to measure the readability of patient handouts [18,28-30], Web-based health information for patients [19,31,32], medication inserts [33,34], informed consent forms [20,35,36], clinical trial information [37], and Wikipedia medical entries [38,39]. FKGL, in particular, is used in more than half of readability studies compared in one review [40].

In general, these aforementioned metrics rely on the assumption that the longer the words and the sentences, the more difficult the text is. However, this assumption may not hold true for EHR narratives, which contain lists of clinical events (eg, medication list), abbreviations, and incomplete and short sentences, unduly lowering the readability score.

One measurement that tailors to the medical domain was proposed by Kim H et al [22]. This method compared surface text, syntactic, and semantic differences to predefined easy and difficult documents and reported normalized scores instead of grade levels. Another method for health text based on a naive Bayes classifier was developed [23]. The authors collected training documents from Web-based blogs, patient education documents, and medical journal articles. Vocabularies in these documents were used as features for the classifier. Both of the methods relied on manually curated documents. Therefore, different choices in constructing the sets might result in variation in the scores or classification results. Moreover, the classifier was limited, as it assigned only 3 categories—easy, intermediate, and difficult, and did not assign a grade-level scale. Furthermore, the reference document sets were not available.

Less research has been conducted on whether the readability grade levels predicted by these formulas or computational...
models agree with actual users’ perceptions of text difficulty. The objective characteristics are shown to not always align with user perceptions in other research fields. In one study, user perceptions of computer manufacturers’ websites were different from content analysis tools [41]. In this work, we explored the relationship between users’ perceptions of text difficulty and the readability formulas’ output.

We evaluated FKGL and other widely used traditional readability metrics. These metrics usually hinged on a few textual characteristics and did not take into account the domain of the text. We also explored the effectiveness of the existing readability formulas on predicting the users’ perceptions of difficulty. We hypothesized that the perceived readability of technical documents on complex topics was dependent on the domain of the text, not an absolute measure of the difficulty of a piece of text.

**Methods**

**Overview**

We evaluated existing metrics for assessing EHR readability and investigated their utility in EHR notes. We used the open-source Java library Flesh 2.0 [42] to calculate FKGL. In addition, we used the same program to calculate the number of sentences, words, and syllables, and then applied the other 2 formulas (SMOG and GFI). In the following sections, we first describe the data we used for evaluation, followed by an analysis of this corpus.

**Data**

We collected documents about diabetes from 2 different resources: English Wikipedia (denoted as wiki) and deidentified EHR notes (denoted as med). In wiki documents, we traversed from the Diabetes category. The EHR notes were selected using the International Classification of Diseases, Ninth Revision, code range 250.00 to 250.93. The 2 sources provided a contrast between texts aimed at the general audience and those written with health care professionals in mind. The statistics of this collection is shown in Table 1 under the columns labeled “all.”

Diabetes is a common disease that we can expect a large body of readers to be aware of and can provide reasonable judgments on readability. This is especially important in the EHR collection because randomly selected EHR notes may contain information about rare conditions, which can confuse the readers. The common theme of the content in the 2 sources also helps address the problem of variations of a user’s knowledge in different areas. By constraining to a single condition, we can limit the confounding effect of a user’s different levels of familiarity in different areas.

**Table 1.** Document collection statistics.

<table>
<thead>
<tr>
<th>Genre</th>
<th>Documents</th>
<th>Sentences</th>
<th>Tokens</th>
<th>FKGL&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Paired&lt;sup&gt;b&lt;/sup&gt;</td>
<td>All</td>
<td>Paired</td>
</tr>
<tr>
<td>Wiki</td>
<td>140</td>
<td>58</td>
<td>5703</td>
<td>1084</td>
</tr>
<tr>
<td>Med</td>
<td>242</td>
<td>133</td>
<td>8715</td>
<td>4232</td>
</tr>
</tbody>
</table>

<sup>a</sup>Columns labeled “all” include all documents.

<sup>b</sup>Columns labeled “paired” include only documents where another one with a similar length and FKGL score is also available.

<sup>c</sup>FKGL: Flesch-Kincaid Grade Level.

**Amazon Mechanical Turk Annotators**

To validate one of the most frequently used readability formulas, FKGL, we paired analogous documents in our collection to ask Amazon Mechanical Turk (AMT) users to compare them. Specifically, documents were paired so that they had similar lengths (within 50-token difference) and comparable readability levels according to FKGL (within 0.5 grade level). The statistics on documents that were paired are shown in Table 1 under the columns labeled “paired.”

We recruited 15 AMT subjects to read and rate pairs of documents. The readers were screened to have English as their native language and be AMT master workers. Three readers had a high school diploma, 7 had an associate degree, 4 had a Bachelor’s degree, and 1 did not report education level. Each reader was presented with 20 randomly selected pairs of documents side by side on the computer screen. The 20 document pairs consisted of 5 pairs of wiki documents, 5 pairs of med documents, and 10 pairs of mixed-genre documents. The readers were requested to rate the readability of the documents on a scale from 1 (easiest to understand) to 10 (most difficult to understand). Each reader was given 6 hours to complete the task, and was not explicitly prohibited from using external resources. On average, they finished the assignment in 1 hour. Figure 1 is a screenshot of the interface with a mixed-genre pair.
Corpus Analysis

Readability and User Rating Distributions

We first analyzed the empirical distribution of AMT users’ ratings on the text difficulty and compared it with the empirical distribution of the readability formulas’ scores.

Correlation Between AMT Users

We next measured correlations between different AMT users. For each user, all the documents that he or she provided a rating were collected. Since the document pairs were randomly assigned, in general no 2 users worked on an identical set of documents. Only a subset of the documents were rated by any 2 users. On average, a document was rated by 2.3 users. Between 2 users, 8.6 documents were on average rated by both.

We calculated correlations for a user’s and any other user’s ratings on the documents that were rated by both. The average for each user was obtained by first transforming the correlations by Fisher z-transformation, and then back-transformed [43]. Document genres were not separated in the calculation; otherwise, it would result in too few instances.

Correlation Between AMT User and Readability Formulas

To evaluate traditional readability formulas’ applicability in technical documents, correlations between each AMT user’s ratings and the 3 readability formulas were measured separately for the wiki and med genres. The average over each user’s correlations were also obtained by Fisher z-transformation.

Differences in Users’ Perceived Difficulty

To validate the generalizability of FKGL to different genres of text, we tested whether users perceived a difference when the readability scores were similar. The AMT users in our experiments were presented with documents of comparable difficulty (within a difference of 0.5) according to FKGL and of similar length (within 50-token difference). We tested the statistical significance of the difference between the difficulty values assigned by the users to 2 similar documents, separately for wiki, med, and mixed pairs. Two statistical tests are employed—Wilcoxon signed-rank test and Kolmogorov-Smirnov test.

We also tested the generalizability of 2 other formulas using the same procedure. Among all of the document pairs, we selected the subset of document pairs in which the SMOG scores were within 0.5 between each pair. The same process was repeated using GFI scores.

Furthermore, we explored the disparity in users’ perceived difficulty when a readability formula reported a difference between 2 documents. For each user, we generated pairs of documents from all of the documents he or she rated and then removed the pairs that were presented during the AMT work session. These document pairs were separated into 3 types based on the genres of the documents, as in the previous experiments.

Figure 1. Screenshot of the interface for the Amazon Mechanical Turk (AMT) users.

Please read the two documents below and assign a score of 1 (easy) to 10 (difficult) for the difficulty of the text.
Correlation Between Readability Formulas

Since FKGL, SMOG, and GFI all involved similar variables (sentence length in words or polysyllabic words, word length), we examined the correlations between different readability formulas on the 2 genres of text in our dataset. Many studies adopted more than one of the traditional formulas to ascertain readability grade level on documents intended for patient consumption [44-49]. Analyzing the formulas’ correlations would inform us of this approach’s utility.

Word Usage

We compared the word usage patterns in the 2 genres of text by examining the common words. First, words in both med and wiki sources were ordered by the frequency in which they appeared in their respective genre. Then, the common words that were in both genres of text in the top frequently used words were counted. The shared vocabulary size might reveal a difference in word usage in different text genres.

Impact of Medical Concepts

Medical jargon is one of the barriers for the patient to understand health information. The eligibility criteria in clinical trials are found to be too difficult for the average American population, mainly due to the frequent use of technical jargon [50]. One study has shown that linking medical terms in EHR notes to Wikipedia pages can improve patient’s comprehension [51]. Moreover, many methods have been proposed to identify important or potentially unfamiliar medical terms [52,53].

We explored the effects of the medical concepts by measuring the correlation between users’ ratings and the number of concepts. Medical concepts were identified by running MetaMap [54] and excluding concepts from the following semantic groups and types: Activities & Behaviors, Concepts & Ideas, Geographic Areas, Objects, Occupations, Organizations, Age Group, Animal, Family Group, Group, Human, Patient or Disabled Group, Population Group, Professional or Occupational Group, Educational Activity, Health Care Activity, and Research Activity. These semantic groups and types usually do not contain technical medical jargon, and are uncommon in EHR notes. We also excluded Anatomical Structure because in our dataset almost all terms in this category were “body,” with the rest being such common body parts as “head” that would not pose difficulty for an average reader.

Results

Readability and User Rating Distributions

Empirical distributions of the FKGL readability scores and users’ ratings are shown in Figures 2 and 3. The FKGL histograms (Figure 2) on the 2 genres have clear distinctions. However, contrary to the general belief that EHR notes are more difficult to read, the histogram on the med data peaks to the left of the wiki data histogram. The users’ ratings (Figure 3), although to a smaller degree, show a higher difficulty level for the med than for the wiki data.

Table 2 shows the average score of each readability formula and the AMT users’ ratings. All of the 3 readability scores suggested that the technical EHR notes were significantly easier than lay language wiki articles, whereas the AMT users rated the opposite—wiki articles were 21.31% harder than EHR notes. These results suggested that although FKGL might distinguish the readability of different genres, its counterintuitive predictions could lead to underestimation of difficulty levels on highly complex documents.

Table 2. Average readability score and users’ ratings.

<table>
<thead>
<tr>
<th>Genre</th>
<th>FKGL</th>
<th>SMOG</th>
<th>GFI</th>
<th>AMT user rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wiki</td>
<td>14.75</td>
<td>11.07</td>
<td>12.33</td>
<td>4.41</td>
</tr>
<tr>
<td>Med</td>
<td>9.87</td>
<td>8.74</td>
<td>8.16</td>
<td>5.35</td>
</tr>
<tr>
<td>Difference (%)</td>
<td>-33.09</td>
<td>-21.03</td>
<td>-33.76</td>
<td>21.31</td>
</tr>
<tr>
<td>P value</td>
<td>&lt; .001</td>
<td>&lt; .001</td>
<td>&lt; .001</td>
<td>.002</td>
</tr>
</tbody>
</table>

aFKGL: Flesch-Kincaid Grade Level.
bSMOG: Simple Measure of Gobbledygook.
cGFI: Gunning-Fog Index.
dAMT: Amazon Mechanical Turk.
eAll differences in scores between the wiki and med genres were statistically significant at level P=.01 (Mann-Whitney U test). The second to last row shows that the percentage med score was higher than the percentage wiki score.
Figure 2. Histogram of Flesch-Kincaid Grade Level (FKGL).
Correlation Between AMT Users

Table 3 summarizes the correlations between 2 users’ ratings. Most users showed moderate or strong correlation with other users, suggesting that the AMT users’ perceptions of difficulty were congruous among themselves.

<table>
<thead>
<tr>
<th>Average correlation</th>
<th>No. of users</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;0.4</td>
<td>3</td>
</tr>
<tr>
<td>0.4–0.6</td>
<td>5</td>
</tr>
<tr>
<td>&gt;0.6</td>
<td>7</td>
</tr>
</tbody>
</table>

Correlation Between AMT User and Readability Formulas

Table 4 shows the average correlation coefficients between an AMT user’s ratings and the 3 readability formulas’ output. All the correlations were very low, especially in the med category. The SMOG and user rating correlation on wiki data, although slightly higher than that of FKGL and GFI, was barely moderate. The low correlations suggested that users’ perceived difficulty levels were inconsistent with the readability formulas’ predictions. For example, one user consistently assigned low difficulty levels to documents with FK scores 12–16. However, another user’s scores for documents with FK levels approximately 13.5 varied considerably. In contrast, the difficulty perceptions among different users were highly consistent (Table 3).

Figure 3. Histogram of Amazon Mechanical Turk (AMT) users’ ratings.
Table 4. Average correlation between users’ ratings and readability formulas.

<table>
<thead>
<tr>
<th>Readability formula</th>
<th>Wiki</th>
<th>Med</th>
</tr>
</thead>
<tbody>
<tr>
<td>FKGL&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.1758</td>
<td>0.2999</td>
</tr>
<tr>
<td>SMOG&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.4134</td>
<td>0.1024</td>
</tr>
<tr>
<td>GFI&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.2695</td>
<td>0.1272</td>
</tr>
</tbody>
</table>

<sup>a</sup>FKGL: Flesch-Kincaid Grade Level.
<sup>b</sup>SMOG: Simple Measure of Gobbledygook.
<sup>c</sup>GFI: Gunning-Fog Index.

This pattern of inconsistency highlighted the inadequacy of these formulas’ utility in measuring EHR readability. It also highlighted their weakness in testing readability of documents of complex topics such as medicine, as they were developed to help users in the education community to gauge text difficulty below 12 grade. All 3 formulas relied on word counts and sentence counts to estimate text readability. The implicit assumption that longer words were more difficult, however, could often be violated. For instance, abbreviations that were not normally used outside the medical domain, such as “CHF” (Congestive Heart Failure) and “EKG” (electrocardiogram), were prevalent in EHR notes, without full definitions. Because these short abbreviations often comprised very few, if any, syllables, they would have exactly the same impact on the readability score as did the common stop words such as “the.” However, the abbreviations were obviously one of the barriers for a patient to understanding an EHR note. Furthermore, many abbreviations were ambiguous. For example, “MI” can be the shorthand for both “myocardial infarction” and “myocardial ischemia,” 2 different clinical conditions. In fact, disambiguating these abbreviations has been actively studied [55,56]. Finally, SMOG and GFI’s use of polysyllabic words could also exacerbate the problems with abbreviations. For example, “COPD” might be considered a 1-syllable word in calculating FKGL, but it would make no contribution to the calculation of SMOG or GFI.

Differences in Users’ Perceived Difficulty

When 2 documents of similar length and FKGL score were shown together, the ratings assigned by the AMT users exhibited different patterns depending on the genres of the 2 documents. Using a Wilcoxon signed-rank test, the <sup>P</sup> values are displayed in Table 5 under “Wilcoxon signed-rank test.”

Table 5. Statistical significance of difference in AMT users’ perceived difficulty between documents of similar Flesch-Kincaid Grade Level.

<table>
<thead>
<tr>
<th>Genre of pair</th>
<th>&lt;sup&gt;P&lt;/sup&gt; value</th>
<th>Wilcoxon signed-rank test</th>
<th>Kolmogorov-Smirnov test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wiki</td>
<td>.80</td>
<td>.95</td>
<td></td>
</tr>
<tr>
<td>Med</td>
<td>.25</td>
<td>.80</td>
<td></td>
</tr>
<tr>
<td>Mixed</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td></td>
</tr>
</tbody>
</table>

The <sup>P</sup> values for a pair of same-genre documents showed that the users’ assignments were not significantly different, consistent with the traditional formula’s assessment. However, the <sup>P</sup> value for a pair of documents from different genres indicated that despite being assessed at similar difficulty, actual users perceived them as significantly different in terms of readability. Kolmogorov-Smirnov test (Table 5) also showed the same trend.

The same tests, when repeated on a subset of document pairs whose SMOG or GFI score difference was within 0.5, confirmed that they were not generalizable to different text domains. Detailed significance test results are displayed in Multimedia Appendix 2.

AMT users’ perceptions of difficulty varied depending on the genre of text, even though a readability formula shows no difference. We then explored the disparity in users’ perceived difficulty when a readability formula reported a difference between 2 documents. Figure 4 shows the average difference in users’ ratings on a pair of documents with varying differences in FKGL scores.
For a pair of EHR notes, as the difference in FKGL scores widened, AMT users’ rating difference also gradually increased. However, the users’ ratings were limited to at most 2.5 levels difference even for large FKGL differences. For a pair of Wikipedia documents, AMT users’ rating difference varied slightly within 1 level. These patterns suggested that in a wide range of FKGL scores, users’ ratings did not agree with FKGL.

A similar trend was present in a mixed pair of documents: AMT users’ rating difference stayed close to 0. The limited difference in AMT users’ ratings indicated that FKGL scores did not align well with user perceptions across different genres.

Correlation Between Readability Formulas

The correlation coefficients between different formulas confirmed that all 3 formulas were strongly correlated on our dataset regardless of text genre, consistent with the findings from previous studies [57,58]. Detailed plots and table showing the correlation are displayed in Multimedia Appendix 3. The substantial correlation implied that there was limited utility in employing multiple formulas, especially those relying on word and sentence lengths, to reduce potential bias of the individual ones when assessing text readability, as is often done in research studies [44,47,59].

Word Usage

In 2 similar corpora, the N most frequent words from each corpus would be similar. Therefore, the number of common words would increase at approximately the same rate as more frequent words were examined from the 2 corpora. Significant deviations from this pattern were indications of different word usage patterns. As shown in Figure 4, in our set of diabetes documents, the rate of increase in common words between wiki and med documents was significantly smaller (at the level $P<.001$) than 1 (shown as the solid line in the figure). This suggested that the word usage patterns in the technical (med) and lay language (wiki) documents on the same topic were different.

Expanding to more topics, we built the same word frequency statistic in all Wikipedia articles and about 100,000 EHR notes. Shown in Figure 5 as the “expanded” collection, the slope of common word count was also significantly smaller than 1 (at the level $P<.001$).
Impact of Medical Concepts

The correlation coefficients between the number of medical concepts and user difficulty ratings, shown in Table 5, were measured for each user and averaged. The average correlation was again obtained by Fisher $z$-transformation. Correlations with unique concepts were slightly higher than correlations with all concepts in both med and wiki texts. More unique medical concepts were likely to result in more cognitive load for a user to comprehend. It was also worth noting that EHR notes showed a lower level of correlation than the Wikipedia documents. This could be in part attributed to the multitude of complexities of EHR notes not limited to the abundance of technical jargon. Writing style such as choice of words and textual cohesion might also account for some of the variances in the difficulty in perceptions of EHR notes. In spite of the differences, these correlations suggested that medical jargon was a substantial contributor to readers’ perceived difficulty of both genres of text.

Table 6. Average correlations between users’ ratings and number of medical concepts.

<table>
<thead>
<tr>
<th>Number of medical concepts</th>
<th>Wiki</th>
<th>Med</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of all concepts</td>
<td>0.4434</td>
<td>0.3987</td>
</tr>
<tr>
<td>Number of unique concepts</td>
<td>0.5041</td>
<td>0.4329</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

We evaluated 3 widely used readability formulas’ predictions of text difficulty and their correlation with users’ perceived difficulty. Our results showed that although the formulas’ predictions were highly correlated, they did not align well with user perceptions. Furthermore, despite being graded at similar levels by a readability formula, documents of different genres were still perceived with different difficulty.

Numerous studies have used the traditional readability formulas to evaluate a variety of information sources for patients. Many conclude that the materials intended for patients to improve understanding of their health conditions are too complex, exceeding the recommended grade levels for this purpose. Some also suggest areas of improvements to help align the documents to recommendation levels.

Unlike these studies that focus on documents mainly for patient consumption (patient handouts, education materials, Web-based information sources), we aimed to provide insight into users’ perceptions of EHR notes readability. EHR notes are foremost a tool for physician communication, and a large portion of them are not originally written with easy patient comprehension in mind. However, they are shown to be beneficial to the patients. As more institutions allow patients access to their own EHR records, patients are also interested in reading them. Research has shown that patients may need help in understanding them. An accurate readability metric for the EHR notes can encourage physicians to write notes in a simpler language. It may make patient portals more useful. For example, it can be helpful in EHR record presentation by highlighting the easier ones that are within a patient’s reading capabilities and providing comprehension assistance on the difficult ones. Such a metric may also enable the assistance tools to locate education materials that are easier to read than the EHR notes.

We noted that readability was not the only factor affecting patients’ comprehension of EHR notes. For example, reader interest and motivation have been pointed out in the literature to be a factor contributing to comprehension [60]. In a more
realistic scenario where patients read their own EHR notes, they are likely to be motivated and show interest in knowing their own health conditions. Comprehension may also depend on a user’s existing knowledge of the subject matter. Since we evaluated on many anonymous AMT users, the bias in individual prior knowledge was reduced due to such a random selection of participants. Nonetheless, higher readability could facilitate patient comprehension. Existing formulas are widely used in the health domain, but our analysis suggested that they were not accurate when applied on complex documents. A better metric should incorporate features beyond simple word and sentence length, such as the complexity of the concepts involved in the document.

Developments in computer science have led to new methods that utilize statistical language modeling and machine learning to predict text readability. For example, readability levels are modeled as a linear combination of a unigram language model and a normal distribution-based sentence length model [61]. This approach is expanded by introducing smoothing into the language models [62]. A Support Vector Machine model to assess text readability is proposed in [63] to learn from features including syntactic information such as noun phrases, traditional readability formulas, and language models.

However, language model-based approaches do not receive so widely an adoption in the medical domain as the traditional formulas. This can be in part due to the need to learn a language model, a much more involved task than using a formula. FKGL and other formulas, on the contrary, are readily available, free of charge, and easy to use [64]. We will explore these new models’ performance in differentiating user perceptions of difficulty in the future.

Limitations
Our analysis was based on recruiting volunteers from AMT to evaluate readability of EHR records. Having patients directly perform this evaluation might represent a more realistic user experience. The patient, through his or her interactions with a health care professional, might have a better context than an AMT user to rate his or her own record’s readability. In our study, to mitigate the problem, we selected documents based on a common condition.

Our sample documents were from one condition, selected to provide some context so that users would not be surprised by an unfamiliar topic. Thus, the user’s prior knowledge might affect their ratings of text difficulty.

There are several other avenues we plan to pursue in future work. Clustering users based on their pre-existing knowledge may reveal readability formulas’ differing capabilities in predicting users’ perceptions of difficulty for different populations. We also plan to develop new methods that can better capture the readability of complex technical documents so that both health care providers and patients can benefit from focusing first on EHR notes that are at an appropriate difficulty level.

Conclusions
Studies have shown that providing patients with access to their own EHR notes may lead to improved health care outcomes. Measuring the readability of the EHR notes is an important step toward making the highly complex and technical narratives accessible to the patients. Despite being widely used in the health care domain, existing readability formulas are not thoroughly validated for their appositeness in this domain. In this study, we evaluated several such formulas’ abilities in predicting perceptions of difficulty in health-related text from Wikipedia and EHR notes. We collected AMT users’ ratings on text difficulty from these 2 different genres. Word usage in the 2 genres differed significantly despite their sharing a common topic. We found that the readability formulas’ predictions did not align with perceived difficulty in either text genre. Furthermore, there was significant difference in the user’s perceived difficulty in the general English and medical language when similar scores were predicted by readability formulas. Therefore, the widely used and highly correlated FKGL, SMOG, and GFI readability scales did not show adequate agreement with human ratings, and thus were not appropriate to assess the readability of EHR notes.
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Abstract

Physicians intuitively apply pattern recognition when evaluating a patient. Rational diagnosis making requires that clinical patterns be put in the context of disease prior probability, yet physicians often exhibit flawed probabilistic reasoning. Difficulties in making a diagnosis are reflected in the high rates of deadly and costly diagnostic errors. Introduced 6 decades ago, computerized diagnosis support systems are still not widely used by internists. These systems cannot efficiently recognize patterns and are unable to consider the base rate of potential diagnoses. We review the limitations of current computer-aided diagnosis support systems. We then portray future diagnosis support systems and provide a conceptual framework for their development. We argue for capturing physician knowledge using a novel knowledge representation model of the clinical picture. This model (based on structured patient presentation patterns) holds not only symptoms and signs but also their temporal and semantic interrelations. We call for the collection of crowdsourced, automatically deidentified, structured patient patterns as means to support distributed knowledge accumulation and maintenance. In this approach, each structured patient pattern adds to a self-growing and -maintaining knowledge base, sharing the experience of physicians worldwide. Besides supporting diagnosis by relating the symptoms and signs with the final diagnosis recorded, the collective pattern map can also provide disease base-rate estimates and real-time surveillance for early detection of outbreaks. We explain how health care in resource-limited settings can benefit from using this approach and how it can be applied to provide feedback-rich medical education for both students and practitioners.
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Why We Need Computer-Aided Diagnosis

We Make Too Many Diagnostic Errors

Two main questions are key when evaluating a patient in the context of constructing a differential diagnosis: The first is “How representative is the presentation of the patient to a set of manifestations of a known disease?” In other words, to what degree is there a match between a set of symptoms, signs, and laboratory results and the clinical features of the disease. The second is “What is the likelihood of encountering that disease in a patient like this?” Answering this question requires knowing the base rate (ie, incidence) of the disease and accounting for any patient risk factors that may alter the patient’s prior probability of having the disease.

Good clinicians are characterized by their ability to cluster findings around a single process or cause. Their intuitive clinical assessment heavily relies on pattern recognition [1]. It has been argued [2] that, to develop skilled intuition, a predictable environment and adequate opportunity to practice skills are needed. Indeed, physicians are more likely to be wrong in cases where they have encountered too few instances of a pattern to recognize it.

However, a perfect match between a patient’s presentation and a typical clinical picture of a disease is no guarantee that the...
patient indeed has that disease. The aphorism coined by Dr Theodore Woodward, “When you hear hoofbeats, think of horses not zebras” [3], reflects the importance of the disease’s prior probability in the population to which the patient belongs. In other words, an atypical presentation of a common disease is probably more likely to be encountered than a classic presentation of a rare disease.

Although probabilistic reasoning is key to medical diagnosis, physicians, like humans in general, perform poorly in this aspect; probability overestimation and low between-physician agreement are common [4-6]. The US National Academy of Medicine’s recently published Improving Diagnosis in Health Care report [7] points to the unacceptable number of patients harmed by diagnostic errors. With medical knowledge rapidly expanding, information lacunae are common [8]. Doctors use heuristics (mental shortcuts) to compensate for knowledge gaps, but this practice involves substantial biases [9,10], which may contribute to diagnostic errors. Thus, to minimize diagnostic errors, doctors need help.

Attempts to develop efficient computer-aided diagnosis support systems (DSSs) [11,12], including differential diagnosis generators, have been made since the 1960s (reviewed in [13,14]). Whereas narrow spectrum, rule-based systems, such as electrocardiogram interpreters, have become ubiquitous over the years, DSSs in the general or internal medicine domain have not [15]. This, despite a demonstrated positive effect on physician performance [16]. Several general medicine DSSs are available commercially (eg, DXplain [17], GIDEON [18], and Isabel [19]), but their routine clinical use remains limited. In fact, only 5 of 11 differential diagnosis generators included in a recent systematic review [20] are currently used in practice. Despite the digital revolution of the health care system in the last decade, a 2013 review of DSSs concluded that progress in the development of DSSs during this time was minimal [21]. However, recent years have seen a new class of computerized diagnosis tools aimed at patients. These resources, called “symptom checkers,” suggest potential diagnoses explaining a user’s set of symptoms as reported through a user interface [22]. A recent evaluation of 23 symptom checkers [23] using standardized cases found that the correct diagnosis was listed among the top 20 options in 58% (95% CI 55%-62%) and appeared first on the list in 34% (95% CI 31%-37%). Symptom checkers provided inappropriate triage advice in 20% of emergent and 45% of nonemergent cases.

Why Diagnosis Support Systems Fail

Poor specificity of DSSs is reflected by the large number of possible diagnoses suggested. Berner and coworkers [24], in a report on leading general DSSs, used “relevance,” a measure closely related to specificity. They defined relevance as the average proportion of computer-generated diagnoses considered reasonable by clinical experts. Mean relevance scores were low (ranging from 0.19 to 0.37). Poor relevance rates mean that a workup plan based on DSS-suggested diagnoses would be impractical and would expose patients to undue risks [25]. Indeed, by design, DSSs focus primarily on sensitivity at the expense of specificity [26], yet in Berner and colleague’s report, the overall sensitivity (the proportion of cases where the correct diagnosis was included in the computer-generated differential diagnosis list) ranged from 0.52 to 0.71. When they considered only the top 5 and 10 diagnoses on the list, rates were only about 0.25-0.35 for relevance and 0.35-0.45 for sensitivity. A follow-up study found similar results in a different set of DSSs [26]. In fact, a Google Web search has been reported to provide the correct diagnosis at similar rates [27].

Current DSSs cannot efficiently match patients and diseases on patterns, since they rely on a unidimensional projection of clinical information; typically, the system uses a vector of “findings” (symptoms, signs and laboratory results) provided by the user to generate a differential diagnosis. Some systems differentiate between acute and more prolonged processes [17,18], but none are able to cluster findings based on their course in time. Using this “bag of findings” approach makes DSSs agnostic to key clinical clues. For instance, chest pain and dyspnea appearing during physical exercise strongly suggest angina, whereas shortness of breath with subsequent chest pain may suggest pneumothorax or a pulmonary infarction. From a DSS point of view, these conditions are indistinguishable, as both have the same findings: “chest pain” and “dyspnea” (Figure 1). Indeed, some systems define higher-level concepts such as “angina chest pain” [28], but these are rigid and limited in number.

An incomplete knowledge base further limits DSS performance. INTERNIST-1 included 570 diseases [29], and DXplain’s knowledge base has over 2400 diseases and 5000 findings [30]. Nevertheless, when 4 DSSs were evaluated on a set of challenging clinical cases, the correct diagnosis was absent from their knowledge base in 9% to 27% of cases [24]. Manually curating and maintaining a comprehensive knowledge base in the face of rapid knowledge growth is extremely demanding. In fact, leading informaticians have acknowledged that even working toward a complete DSS knowledge base is infeasible [15]. In a seminal paper published in 1959 [31], Ledley and Lusted proposed a physician-maintained, notched card-based “learning device.” This device could be used to collect and reuse associations between symptoms and diseases, with each card representing a patient. This early attempt to capture physician knowledge as applied to a single patient in a structured, machine-interpretable format allowed, in theory, for supporting a learning DSS. An attempt to implement knowledge accumulation through actual cases was made in the 1980s by the creators of the discontinued ILIAD expert system [28]. More recently, the Web-based Human Diagnosis Project [32] was introduced, which allows clinicians to upload real or simulated case vignettes, and challenges other clinicians to solve those cases. This information is used to generate a knowledge graph associating symptoms, signs, and diagnoses. Nevertheless, to the best of our knowledge, there is no commercially available DSS that has self-learning capabilities.

Almost 60 years after Ledley and Lusted [31] had laid the foundations for probabilistic reasoning in diagnosis making (with ILIAD being an exception to some degree), DSSs still do not hold disease base rates as part of their knowledge bases and are unable to account for factors that may alter the prior probability of a disease. Some diseases are limited to certain geographic locations, while the incidence of others varies by
the time of year or by race. Readily available in the digital age, these data remain unused by current DSSs to refine their differential diagnosis.

Finally, DSSs do not align well with clinicians’ work flow. A few DSSs now offer variable degrees of direct connectivity to the electronic health record (EHR) [33]. Some can extract data from the EHR using natural language processing tools, although this may adversely affect performance [34].

**Figure 1.** Examples of the view of a set of findings in a patient by a physician and a traditional diagnosis support system (DSS): chest pain and shortness of breath (upper panel), fever and rash (lower panel). Temporal and semantic interrelations between findings are crucial in putting findings in the right clinical context. RMSF, Rocky mountain spotted fever.

Next-Generation Diagnosis Support Systems

Reviewing DSSs in 1994 [13], Miller noted that

*We may understand, in theory, how to develop systems that take into account gradations of symptoms, the degrees of uncertainty...the severity of each illness under consideration, the pathophysiologic mechanisms of disease, and/or the time courses of illness. However, it is not yet practical to build such broad-based systems for patient care.*

More recently, Weber et al note that “industries have figured out...that big data becomes transformative when disparate data sets can be linked at the individual person level” [35]. Technology is now ripe to enable the development of next-generation DSSs (NGDSSs) based on these key insights.

Here we portray NGDSSs and provide a conceptual framework for their development (Figure 2). To be effective, NGDSSs will have to (1) support pattern recognition-based diagnosis by capturing a richer clinical picture, (2) provide personalized prior-probability assessments, (3) maintain a comprehensive and current knowledge base, and (4) better align with clinicians’ workflow. In the next sections, we discuss NGDSSs characteristics.
Structured Patterned Patient Presentation

For hundreds of years, physicians have been documenting their thoughts in the form of free text. Computer systems work best with structured data, but free-text input prevails even in the age of EHRs. A digital form of Ledley and Lusted’s learning device could provide a structured representation of a patient’s symptoms, extracted using natural language processing, as they relate to a disease. However, such a representation would, again, be of the “bag of findings” kind, as natural language processing techniques cannot reliably generate structured representations of complex clinical concepts documented in the EHR notes. In particular, this is true for temporal and semantic interrelations between symptoms and signs, which are key in forming the clinical patterns recognized by physicians. Thus, new ways to provide DSSs with a structured clinical picture are needed.

We suggest that a structured, higher cognitive-level patient representation can be constructed in real time through a (graphical) machine-physician interaction. We refer to this representation as a “structured presentation pattern” or “structured pattern.” A structured pattern can be thought of as a model, which can represent physician knowledge and reasoning in a machine-interpretable format. A structured pattern should ideally represent key symptoms and signs associated with a particular patient’s presentation and their temporal and
semantic interrelations. This allows for translation of a list of findings (symptoms and signs) into multiple distinct structured patterns according to the temporal course of the disease and other relations between findings. Through this approach, a differential diagnosis constructed by NGDSSs is likely to be more specific than one based on a list of findings.

**Temporal Patterns**

The creators of the pioneering INTERNIST-1 attributed its insufficient clinical reliability in part to it’s being temporally naive [36]. Kohane [37], appreciating the importance of temporal patterns in clinical reasoning, concluded that “knowledge bases that fail to capture the temporal component of the course of disease omit useful diagnostic knowledge.” It is hard to estimate the percentage of cases in which the course in time of the manifestations of a disease plays a substantial role in diagnosis making. Yet the fundamental categorization in clinical medicine of illnesses as acute, subacute, and chronic attests to the central role of the temporal dimension in differentiating between diseases. Still, efforts to capture, model, and represent temporal relations between clinical entities [37-40] have not yet matured to support temporally aware DSSs.

**Semantic Patterns**

One piece of evidence can be the cause of another, one may support or contradict the other, or one may be more reliable than another. Interpretation of a symptom or sign is ever dependent on the clinical context, which is, in a sense, a sum of all such interrelations. For example, a patient with suspected brucellosis may be unsure of having consumed potentially unpasteurized milk products in the preceding weeks. A physician auscultating the heart may hear an extra sound during diastole but have doubts as to whether this is an opening snap or a third heart sound. A patient’s record may document contradicting views of the etiology of a prior illness (eg, convulsion vs transient ischemic attack). Making at least some of these semantic or contextual interrelations interpretable by NGDSSs is likely to improve their performance on pattern recognition.

**Using Big Data to Create a Differential Diagnosis**

Patient notes include protected health information, which is why individual medical records cannot be readily shared. Free text can only be considered to be deidentified after it has been manually reviewed. In contrast, user-generated structured patient patterns are readily automatically de-deidentifiable. This opens the way to real-time sharing of high-quality deidentified clinical patient information across physicians and institutions. The collective experience of physicians worldwide can be stored in a structured knowledge base made available to support pattern recognition-based diagnosis. Similarity analysis could support this process by computing the degree of match between a patient’s pattern and patterns of other patients in the knowledge base who already have a diagnosis. This can provide an answer to the first diagnostic question mentioned above, namely, “How similar is the presentation of the patient to a set of manifestations of a known disease?”

Disease prevalence by parameters such as age, sex, race, and geotemporal distribution can be extracted from various sources, including published reports, large EHR repositories, administrative claims data, social media, and environmental data (eg, weather). These sources can feed an NGDSS knowledge base. Patient demographic data automatically extracted from the EHR can personalize prior-probability estimates. Few findings typical of a particular disease are invariably present in every case of it. The probability of a certain symptom occurring, a certain sign being noted, or a particular laboratory abnormality being found in a given disease is available from published reports [41] and can be used by NGDSSs. In fact, as the NGDSS knowledge base expands, the collective body of structured patterns contributed by physicians can serve as a living epidemiologic database, providing real-time statistics on the incidence of symptoms, signs, and diseases. This will enable NGDSSs to address the second diagnostic question: “What is the likelihood of encountering that disease in a patient like this?”

**A Democratized Medical Knowledge Base**

DSSs partly rely on the fact that disease manifestations change relatively little over time, yet as new diseases arise (with obvious examples being human immunodeficiency virus and Zika virus infections) and new disease correlates are found (eg, genetic traits), continuous updates are necessary [13].

Using structured patterns, crowdsourcing of knowledge collection and reuse becomes possible. Crowdsourcing may be a sustainable strategy in a reality of exploding knowledge and limited resources (Figure 3).

Each time a physician adds a patient pattern (subsequently labeled with a diagnosis code assigned to that patient), the NGDSS knowledge base is enriched. An initial core body of knowledge may be manually curated by translating disease entries in a textbook into structured patterns of diseases (Figure 4, panel C provides an example [42]).
Figure 3. Generating a real-time structured representation of a patient presentation supports a computer-aided diagnostic process (blue arrows) and a learning health care system through knowledge reuse (gray arrows).
Figure 4. Structured patient and disease representation. (A) A simulated view of an electronic health record with admission notes. Key terms are highlighted automatically using a real-time natural language processing engine or marked by the user. (B) Selected terms are then manipulated by the user by means of a touch screen to create a pattern representing key temporal and semantic interrelations between terms in a structured format. This pattern is augmented by automatically extracted relevant clinical data, demographics, and other metadata. (C) Structured patterned representation of the manifestations of Rocky Mountain spotted fever derived from a review article. Applying analytics schemes for assessing patient and disease similarity in context of disease prevalence can inform the generation of a ranked differential diagnosis for the patient in question.

Prioritizing Possible Diagnoses

Considerations beyond the prior probability of potential diagnoses on the differential diagnosis list come into play when making clinical decisions on investigation and treatment. The most probable disease may be of little practical importance to the patient’s outcome. On the other hand, missing the diagnosis of a severe, albeit less-likely, disease on the differential diagnosis may have grave consequences. Thus, the test and test-treat thresholds [43] may vary by disease severity.

Seriousness may be reflected by measurable factors such as survival rate, complication rate, quality of life, and impact on productivity. Scoring for disease severity can be used to help in prioritizing the use of diagnostic tests and treatment modalities.

Likewise, the degree of urgency of conditions on the differential diagnosis list also has practical implications. Some conditions are considered medical emergencies (eg, stroke, malignant hypertension, or myocardial infarction) and require immediate measures to be taken by the physician, whereas in others the
course and outcome are not changed by delaying treatment. In presenting information to the user, an NGDSS may indicate the need to act fast when such conditions are considered.

**Distinguishing Between Conditions on the Differential Diagnosis List**

NGDSSs should provide next-step advice to optimize the diagnostic workup. Listing questions that, if answered, could narrow the differential diagnosis can be useful. Performance measures of diagnostic tests, contraindications for their use, and complication rates could be incorporated in their knowledge bases [44]. This information can be applied in the case of an individual patient to simulate a posttest probability given a prior probability and test result, such as using likelihood ratios [45]. Local factors such as test availability, costs, and medical insurance coverage can be considered to adapt generic recommendations to available resources. In the face of high rates of overuse and misuse of diagnostic tests [46], NGDSSs could reduce patient harm and costs by optimizing the diagnostic workup.

**Alignment With Workflow**

Experience with current DSSs shows that their use is hindered by poor alignment with the clinical workflow. Most DSSs require at least some degree of redundant input of clinical information. NGDSSs must seamlessly integrate with EHR systems. Cognitive computing approaches can facilitate the interaction of physicians with NGDSSs. For example, a structured pattern may be interactively created using graphic user interfaces and touch screens (see Textbox 1 and Figure 4 for a suggested practical approach).

**Textbox 1. Computer-aided diagnosis using a 3-step human-computer interactive process to capture structured patterned patient and disease representation.**

1. **On-the-fly, user-supervised, automated term extraction from clinical notes:** As a physician is typing in clinical notes, a real-time list of natural language processing-extracted medical terms is generated by mapping notes to standard controlled terminology. Terms are then reviewed by the physician, who can check those that apply to the patient or select keywords from the text and quickly add them to the term list.

2. **Interactive creation of a structured “pattern” by connecting related terms:** With the advent of capacitive touch screens, dragging, pinching, and swiping have become intuitive to anyone using a mobile phone. A structured patient timeline can be generated by the physician by arranging the extracted keywords on a time axis. This process would turn a unidimensional list of terms into a 2-dimensional pattern. Much like temporal relations, semantic relations between terms could be annotated by the physician. Among those could be cause-and-effect relations, degree of certainty, or contradicting evidence. Graphic determinants such as shape, size, color, or transparency may be used to distinguish between event types or represent symptom severity. Physician time constraints will limit the granularity and richness of the patterns created. Nevertheless, even a structured patterned sketch of a patient’s presentation can carry more information than a list of findings.

3. **Pattern enhancement using automatically extracted patient data:** The structured presentation sketch can serve as an anchor for structured data automatically extracted from the electronic health record to enhance the pattern. Such data types may include vital signs, laboratory results, keywords from imaging and pathology reports, and background medical information (eg, comorbidities).

A Bayesian network could be continuously trained to match a new patient pattern on a large set of existing patterns, and to rank the diagnoses to which similar patterns are attributed by their prior probability.

**Limitations, Challenges and Potential Solutions**

Implementation of the proposed approach for NGDSSs requires major health care stakeholders to make substantial, prolonged, and coordinated efforts. To bring NGDSSs to life, major technical and regulatory challenges will have to be met. Here, we mention some of the barriers NGDSSs face and propose ways to overcome them.

**Crowdsourcing Data Quality**

The medical domain is characterized by tight regulation of knowledge to assure quality. In this sense, crowdsourcing is an unorthodox approach. While offering access to much more knowledge than is possible using traditional methods, crowdsourcing carries an obvious risk of collecting unreliable information. Labeling structured patterns with the diagnosis subsequently made would be accurate in some cases; however, with misdiagnosis being not uncommon [7], some labels will undoubtedly be wrong. Like in other domains where big data is used, large numbers may provide protection against misinformation. Ongoing expert evaluation of outliers in the knowledge base can also help eliminate errors. Ways to select appropriate contributors will have to be sought. These may include proof of medical education, licensure, or affiliation with a recognized institution. Feedback from peers could be used to flag errors or unreliable contributions. Contributor evaluation could be automated, for instance, by measuring the degree of similarity of patterns generated by a user to patterns with the same label generated by other contributors. If similarity is consistently low, the reliability of that contributor would be questionable. To build the initial, core knowledge base, textbook disease entries could be translated into a structured format, for instance, with the help of medical students as part of their training. New patterns will be compared with this knowledge base and inconsistencies found could be manually reviewed. NGDSSs could be evaluated in controlled settings, such as by presenting them with standard cases (as has been done with current DSSs), or comparing their performance with that of physicians in real-life settings. The Human Diagnosis Project [32] model, in which cases are reevaluated by clinicians, can be useful as a quality control tool.

**Data Sharing**

Real-time sharing of structured patterns would not be possible unless authorities and other stakeholders are convinced that patient privacy is protected. The use of structured patterns eliminates the need to manually deidentify clinical notes and may facilitate sharing. However, the use of many different formats for presenting clinical data will require efforts to align EHR data from various products. The widely used Observational Medical Outcomes Partnership common data model [47], as implemented in the Observational Health Data Sciences and...
Informatics project [48], is a promising approach to this challenge. A central knowledge base may shorten the turnover time to provide answers to users, but medical institutions may choose to store their data on local servers, which will need to support application programming interface allowing controlled interrogation of their data.

Complex Presentations

Medical students are encouraged to find a single disease that would explain a patient’s symptoms and signs. With an ageing population, comorbidities and polypharmacy are common. Comorbid conditions and medications used to treat them may alter the manifestations of a disease; the interplay between multiple factors with potential bearing on the clinical picture may make it impossible to attribute a pattern to a single etiology. This is true for an NGDSS but also, in many cases, for clinicians as well. For example, shortness of breath in the context of a respiratory tract infection may be caused by pneumonia, but in a patient with known heart failure, decompensation with pulmonary congestion may also explain the symptoms. Data extracted from the EHR of a patient and anchored to his or her structured pattern may help gain better understanding of the clinical picture. For instance, a patient’s problem list and past laboratory results may put current findings in the right context. Unfortunately, variable quality of EHR data and mixture of clinical and billing information may limit the degree to which uncertainty could be reduced. New tests enhance our knowledge but may bring instances where current medical practice is simplistic to the surface. For instance, in a recent retrospective analysis, almost 5% of patients with a molecular diagnosis had 2 to 4 diagnosis accounting for their phenotype [49]. This is a challenge for humans and NGDSSs alike; however, NGDSSs are better positioned to handle genomic data (as well as other high-volume data types) and learn genotype-phenotype associations.

Alignment With Workflow

Admittedly, at least in the foreseeable future, even the most user-friendly NGDSSs would require clinicians to invest time in acquainting themselves with their use and interacting with them in the clinical setting. This is a challenge for work-overloaded physicians, many of whom do not trust DSSs. Attempts to structure history taking (eg, [50]) have not gained popularity due to usability issues. Thus, for an NGDSS to be used, it has to minimize interaction time. Even more importantly, NGDSSs will have to reward users by providing useful insights. One way to give clinicians back the time invested in interacting with an NGDSS would be to automatically translate a user-generated structured pattern into narrative notes. Apart from generating a differential diagnosis list, presenting an extract of the evidence used by the system when reaching its conclusions, as well as links to source documents, could make the system’s conclusions more understandable to physicians and increase their trust. The direct feedback an NGDSS could provide can serve as a powerful tool in developing clinical expertise and may be a strong driving force for clinicians to use it. Using NGDSSs may also save time by eliminating the need to run a Web search or look for relevant evidence in other sources (eg, UpToDate, textbooks). Nevertheless, due to the extra effort required to use NGDSSs, more obscure or difficult cases are likely to be overrepresented in their knowledge base. Ways to correct for this when estimating prevalence will have to be developed.

A Learning Health Care System

NGDSSs can realize the vision of Ledley and Lusted [31] for a learning health care system through knowledge reuse. We describe some of the potential benefits of this approach in this section (Figure 3).

Better Characterization of Diseases and Syndromes

There are probably as-yet unidentified diseases and syndromes. Some syndromes go unnoticed due to their rarity, and those could be identified through analysis of very large datasets. A structured clinical pattern can serve as an anchor for all patient-related structured data (eg, laboratory results, imaging tests) in a patient record. The result would be a rich representation of the manifestations of the patient’s disease(s), in which laboratory and imaging results are put in clinical context. This can help us understand accumulating genetic, proteomic, and microbiomic information and its association with clinical disease at the individual patient level. Integrated knowledge can help break down syndromes (eg, systemic lupus erythematosus and inflammatory bowel disease) to their underlying causes. Cohorting patients with similar structured patterns could potentially support more accurate outcome prediction and more reliable detection of adverse reactions to medications and other interventions.

Improved Medical Education

Apprenticeship is a major pillar in the training of clinicians, appreciating that effective learning takes place through practice and direct, immediate feedback [51]. Whereas clinicians do receive feedback on their decisions through following up on their patients, minimizing trial-and-error-based learning is advisable. An attending physician provides feedback to his or her residents during rounds. However, most of the medical work is done between attending visits and does not involve high-quality feedback. An efficient and reliable NGDSS could serve as a mentor to both practicing physicians and medical students. As offered by current DSSs, NGDSSs could generate patient vignettes used for problem-based learning and diagnostic performance evaluation.

Enhanced Disease Surveillance Powered By Real-Time Clinical Data

Users’ Internet activity has been shown to detect disease outbreaks before regulatory agencies can detect them [52,53]. Likewise, when NGDSSs are used, real-time clinical data may enhance early outbreak detection with a higher signal to noise ratio. Early detection is key to containing an outbreak, since by the time the first cases are identified, other individuals have likely been infected and may be spreading the disease. Enhancing the ability to detect clusters of unusual cases seen in the clinical setting in real time, even before a clinical or laboratory diagnosis has been established, can enable taking control measures earlier.
Improved Health Care in Limited-Resource Settings

Populations living in limited-resource settings are typically underrepresented in published medical reports. Cultural issues, limited availability of health professionals and diagnostic tests, and other factors may influence the ways diseases are first encountered and diagnosed by clinicians in such settings. Indeed, diagnostic errors in primary care are more common in low- and medium-income countries [54]. NGDSSs could help bypass the publication bias by collecting, analyzing, and sharing locally relevant knowledge. Global knowledge collection is particularly important in the age of global travel. Returning travelers can present with diseases acquired during travel that are rarely encountered in their homeland. Comparing their presentation patterns with patterns commonly seen in the places they had visited could help local physicians overcome knowledge gaps and the availability bias.

Conclusion

Computer-aided diagnosis has for decades been the Holy Grail of medical informaticians. The extreme complexity of constructing an efficient and sustainable system is reflected by the infrequent clinical use of DSSs despite the vast efforts that have been put into developing them.

On the one hand is an expanding domain knowledge, increasingly complex patients, and a high burden of diagnostic errors. On the other, EHR systems have become ubiquitous; powerful computers enable sophisticated analytics; the Internet can connect physicians from around the globe in real time; and human–computer interaction technologies have ripened. Taken together, there is both a real need for NGDSSs and the technology to meet it. We are laying a conceptual framework for developing NGDSSs that relies on structuring clinical notes; real-time sharing of patient structured patterns; democratization of knowledge generation, maintenance, and reuse; and integration of epidemiologic data to support the complicated task of making a diagnosis.

Development of NGDSSs will be very demanding, yet we argue that their potential utility justifies the investment required to realize them. The future of computer-aided medical diagnosis lies ahead and will likely change the way medicine is practiced.
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Abstract

Background: The British Columbia Centre for Disease Control implemented a comprehensive Web-based testing service GetCheckedOnline (GCO) in September 2014 in Vancouver, Canada. GCO’s objectives are to increase testing for sexually transmitted and blood-borne infections (STBBIs), reach high-prevalence populations facing testing barriers, and increase clinical STI service capacity. GCO was promoted through email invitations to provincial STI clinic clients, access codes to clients unable to access immediate clinic-based testing (deferred testers), and a campaign to gay, bisexual, and other men who have sex with men (MSM).

Objective: The objective of the study was to report on characteristics of GCO users, use and test outcomes (overall and by promotional strategy) during this pilot phase.

Methods: We used GCO program data, website metrics, and provincial STI clinic records to describe temporal trends, progression through the service pathway, and demographic, risk, and testing outcomes for individuals creating GCO accounts during the first 15 months of implementation.

Results: Of 868 clients creating accounts, 318 (36.6%) submitted specimens, of whom 96 (30.2%) tested more than once and 10 (3.1%) had a positive STI diagnosis. The proportion of clients submitting specimens increased steadily over the course of the pilot phase following introduction of deferred tester codes. Clients were diverse with respect to age, gender, and ethnicity, although youth and individuals of nonwhite ethnicity were underrepresented. Of the 506 clients completing risk assessments, 215 (42.5%) were MSM, 89 (17.6%) were symptomatic, 47 (9.3%) were STI contacts, 232 (45.8%) reported condomless sex, 146 (28.9%) reported ≥4 partners in the past 3 months, and 76 (15.0%) reported a recent STI. A total of 63 (12.5%) GCO clients were testing for the first time. For 868 accounts created, 337 (38.8%) were by clinic invitations (0 diagnoses), 298 (34.3%) were by deferred testers (6 diagnoses), 194 (22.4%) were by promotional campaign (3 diagnoses), and 39 (4.5%) were by other means (1 diagnosis).

Conclusions: Our evaluation suggests that GCO is an acceptable and feasible approach to engage individuals in testing. Use by first-time testers, repeated use, and STI diagnosis of individuals unable to access immediate clinic-based testing suggest GCO
may facilitate uptake of STBBI testing and earlier diagnosis. Use by MSM and individuals reporting sexual risk suggests GCO may reach populations with a higher risk of STI. Motivation to test (eg, unable to access clinical services immediately) appears a key factor underlying GCO use. These findings identify areas for refinement of the testing model, further promotion, and future research (including understanding reasons for drop-off through the service pathway and more comprehensive evaluation of effectiveness). Increased uptake and diagnosis corresponding with expansion of the service within British Columbia will permit future evaluation of this service across varying populations and settings.

(J Med Internet Res 2017;19(3):e81) doi:10.2196/jmir.7097
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Internet; sexually transmitted diseases; diagnostic tests; health care delivery; health services research; intervention study

Introduction
Globally, health systems are implementing new digital applications of existing health interventions to improve health care access and health outcomes. In the field of sexual health, Web-based testing services are widely considered to overcome barriers faced by individuals seeking testing for sexually transmitted and blood-borne infections (STBBIs) [1]. By offering an opportunity to test at a local laboratory or at home without needing to see a provider or present to a clinic, these services may eliminate known barriers related to conventional testing services (although to date this has not been well studied). Such barriers include feeling ashamed or embarrassed about getting a sexually transmitted infection (STI) test, fears of negative reactions from providers at disclosure of sexual behaviors, or clinic access barriers such as limited working hours or long wait times for appointments [2,3]. Web-based testing services are highly acceptable across all ages, offer privacy and anonymity, reach individuals at higher risk of STI, and may be cost-effective [4-7]. Web-based testing models are varied and are often designed as population screening programs for STIs, usually chlamydia [8,9]. Alternatively, Web-based testing can be offered as an integrated extension of existing clinical STI services and offer testing for multiple STBBIs, although fewer such models are known to exist or have been well evaluated in the published literature [5,10,11].

Following extensive consultation, formative research, and usability testing, the British Columbia Centre for Disease Control (BCCDC) implemented a comprehensive Web-based testing service for chlamydia, gonorrhea, syphilis, human immunodeficiency virus (HIV), and hepatitis C virus (HCV), which is operated as an integrated extension of its provincial STI clinic [12]. Called GetCheckedOnline (GCO) [13], the service has three main objectives: (1) to improve sexual health by increasing the uptake and frequency of STBBI testing and earlier diagnosis; (2) to reach populations with a greater prevalence of infection and facing barriers to testing access, such as gay, bisexual, and other men who have sex with men (MSM), youth, and people living in rural areas; and (3) to increase the capacity of STI clinic services and allow clinical resources to be more focused on more complex STI cases (eg, through reducing wait times and asymptomatic client visits).

In this study, our primary objective was to describe the use, test outcomes, and characteristics of GCO users during the first 15 months of operation. This pilot phase involved specimen collection sites in Vancouver, British Columbia, and focused on promotion to MSM and STI clinic clients in Vancouver. As a secondary objective, we aimed to describe differences in use and test outcomes between the strategies used to promote GCO.

Methods
Service Overview
The pilot phase of GCO began in September 2014. Details of the development process and service pathway have been described in detail elsewhere [12]. In brief, use of GCO involves proceeding through 5 steps: (1) account creation, (2) start and complete a risk assessment, (3) create and print a laboratory form, (4) submit specimens, and (5) receive results.

In step 1, clients create an online account, which includes collection of basic demographic information (eg, sex, age).

In step 2, clients answer questions on sexual history (eg, partner gender, prior testing history), which are collected in order to tailor test recommendations, educational messages, and testing reminders. Clients reporting symptoms or contact with a sexual partner with a diagnosed STI are recommended to go to a clinic to receive treatment but are not barred from proceeding with testing.

In step 3, clients view test recommendations, provide consent to get tested, and print their laboratory form.

In step 4, clients then present with the laboratory form to 1 of 6 designated collection centers in Vancouver where specimens are collected.

Finally, in step 5, clients receive a notification email when results are ready with a link to the GCO website to access their results. Results are provided online if all results are negative or by phone if any result is positive. If a test is invalid, such as a problem with a specimen, clients are notified to contact the clinic.

Steps 2 to 5 above constitute a single “test episode” and repeat each time a client uses GCO. Test recommendations are consistent with standard clinical practices of the BCCDC provincial STI clinic. Chlamydia (urine), gonorrhea (urine), HIV, and syphilis tests are recommended for all clients; HCV testing is recommended for clients reporting sharing drug paraphernalia and is available on an opt-in basis for MSM.

Promotional Strategies
Access to GCO is available through email invitation or through access codes that can be entered on the GCO home page.
Between September 9, 2014, and December 31, 2015, users were offered GCO through 1 of 3 promotional strategies: (1) email invitations to clients of the provincial STI clinic at BCCDC (hereafter referred to as “clinic client invitations”) beginning in September 2014; (2) access codes given to clients who presented for testing to the provincial STI clinic or 2 Vancouver STI clinics accessed by MSM but were unable to get a same-day appointment, or called for an appointment and did not want to wait (“deferred testers”), beginning in March 2015; and (3) access codes distributed through a promotional campaign emphasizing the convenience of the service to gay and bisexual men in Vancouver (“promotional campaign”) [14] between April and September 2015. During the latter half of the pilot phase, as interest in the service grew, access codes were also distributed by local STI clinics and gay men’s health organizations as well as to individuals contacting the BCCDC to request access (“other”).

Data Collection and Analysis

Client demographics, risk assessment responses, and data on progression through each step in the service pathway were extracted from the GCO database. Specimen submission was considered our ultimate indication of service uptake, with the proportion of clients creating accounts proceeding to submit specimens at least once our primary measure of service uptake. STI diagnoses and relevant clinical and public health outcomes for GCO clients with a positive test result were extracted through a chart review of the electronic medical chart used by the provincial STI clinic for documenting all follow-up of positive STI diagnoses in Vancouver (including for GCO clients). Outcomes examined were result delivery (clinic staff contacted and provided clients with their positive result), treatment (client was treated using appropriate antibiotic regimens), and partner notification (documentation of whether sexual partners were notified or not).

For this analysis, we restricted data to clients who created accounts between September 9, 2014, and December 31, 2015. We included test episode outcomes through March 31, 2016, to allow adequate opportunity for those clients who created accounts late in the pilot enrollment period to order tests, submit specimens, and receive results. We examined progression through the 5 steps in the service pathway and described the demographic characteristics of GCO clients, responses to the risk assessment, repeated testing patterns, and customization patterns (opting in or out of recommended tests). We examined temporal trends by month for the number of accounts created, laboratory forms created, specimens submitted (counted once per test episode), and positive test results (excluding laboratory forms subsequently cancelled by clients, as well as repeated tests ordered <14 days after the initial test episode, which were assumed to be retests and part of the same testing episode). We also calculated 3-month moving averages for the percentage of clients who submitted specimens at least once. Finally, we stratified temporal trends and test episode outcomes by promotional strategy, using numbers of unique clients.

We used chi-square or t tests as appropriate (two-sided; P<.05 considered statistically significant). Analyses were completed using R version 3.1 (R Foundation for Statistical Computing). Institutional ethical review was not required, as this analysis constitutes an evaluation of a public health program and use of GCO program data in this way is permitted under its terms of use agreed to by all clients.

Results

Use of GetCheckedOnline and Testing Outcomes

Between September 2014 and December 2015, a total of 868 unique clients created GCO accounts. Approximately 15%–25% of clients discontinued at each step of the GCO testing process, with a cumulative attrition between account creation and specimen submission of 63.4% (Figure 1). A total of 30.8% of clients submitted specimens more than once (96/318, range 2-6 times) for a total of 462 submitted sets of specimens and an average interval between test episodes of 119 days (range 17-517 days). Among the 462 submitting specimens, 8 (1.7%) opted out of urine chlamydia and gonorrhea tests, 27 (5.8%) opted out of HIV tests, and 23 (5.0%) opted out of syphilis tests. Among the 34 completed episodes in which drug equipment sharing was reported, 3 (8.8%) opted out of syphilis tests. Of the 318 clients submitting specimens, STI was diagnosed in 10 (3.1%) clients (3 with chlamydia only, 4 with gonorrhea only, 1 with chlamydia and gonorrhea dual infection, and 2 with syphilis only). Notably, a chlamydia and a gonorrhea infection were detected separately on 2 rectal swabs collected after self-collected swabs were introduced in February 2016, just before the end of the analysis period for test episode outcomes (March 31, 2016). Of these 10 clients, 2 had never before tested for STBBI, 4 reported symptoms of STI, and 1 reported contact with a partner with an STI. All clients received their results by phone within 6 days of diagnosis. A total of 5 clients were treated at the provincial STI clinic at BCCDC, 4 clients reported receiving treatment at another clinic, and 1 client did not confirm receipt of treatment. All 10 clients reported notifying partners.

For the 308 clients with negative results, 234 (76.0%) were known to have clicked the link in their notification email to access their test results. It is possible, however, that some clients logged in directly to their GCO accounts to access their results without using the notification link.
Characteristics of Users

GCO clients were diverse with respect to age, gender, and ethnicity (Table 1). Clients ranged in age from 16 to 79 years, and 71.3% (619/868) identified as male. Reporting white (73.9%, 566/766) and Chinese (10.2%, 78/766) ethnicity was most common; 1.7% (13/766) identified as First Nations or Métis. Most clients resided within Vancouver and surrounding suburbs.
Table 1. Characteristics of GetCheckedOnline clients provided during account creation, September 2014 to December 2015.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total accounts created (N=868)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, minimum-maximum (median)</td>
<td>16-79 (32)</td>
</tr>
<tr>
<td>Age categories, years, n (%)</td>
<td></td>
</tr>
<tr>
<td>16-19</td>
<td>9 (1.0)</td>
</tr>
<tr>
<td>20-24</td>
<td>105 (12.1)</td>
</tr>
<tr>
<td>25-29</td>
<td>217 (25.0)</td>
</tr>
<tr>
<td>30-39</td>
<td>291 (33.5)</td>
</tr>
<tr>
<td>40-59</td>
<td>215 (24.8)</td>
</tr>
<tr>
<td>60+</td>
<td>31 (3.6)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>619 (71.3)</td>
</tr>
<tr>
<td>Female</td>
<td>240 (27.6)</td>
</tr>
<tr>
<td>Transgender females (MTF\textsuperscript{b})</td>
<td>1 (0.1)</td>
</tr>
<tr>
<td>Transgender males (FTM\textsuperscript{c})</td>
<td>5 (0.6)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (0.3)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
</tr>
<tr>
<td>First Nations\textsuperscript{d}</td>
<td>10 (1.3)</td>
</tr>
<tr>
<td>Métis</td>
<td>3 (0.4)</td>
</tr>
<tr>
<td>White</td>
<td>566 (73.9)</td>
</tr>
<tr>
<td>Chinese</td>
<td>78 (10.2)</td>
</tr>
<tr>
<td>South Asian</td>
<td>20 (2.6)</td>
</tr>
<tr>
<td>Filipino</td>
<td>15 (2.0)</td>
</tr>
<tr>
<td>Korean</td>
<td>3 (0.4)</td>
</tr>
<tr>
<td>Southeast Asian</td>
<td>9 (1.2)</td>
</tr>
<tr>
<td>Japanese</td>
<td>3 (3.9)</td>
</tr>
<tr>
<td>West Asian</td>
<td>5 (0.7)</td>
</tr>
<tr>
<td>Latin American</td>
<td>15 (2.0)</td>
</tr>
<tr>
<td>Black</td>
<td>6 (0.8)</td>
</tr>
<tr>
<td>Arab</td>
<td>3 (0.4)</td>
</tr>
<tr>
<td>Other</td>
<td>30 (3.9)</td>
</tr>
<tr>
<td>No response\textsuperscript{e}</td>
<td>102</td>
</tr>
<tr>
<td>Region, n (%)</td>
<td></td>
</tr>
<tr>
<td>City of Vancouver</td>
<td>534 (69.6)</td>
</tr>
<tr>
<td>Suburban, Greater Vancouver</td>
<td>203 (26.5)</td>
</tr>
<tr>
<td>Other</td>
<td>30 (3.9)</td>
</tr>
<tr>
<td>No response or invalid entry\textsuperscript{d}</td>
<td>101</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Restricted to unique GetCheckedOnline clients (ie, not counting multiple test episodes).

\textsuperscript{b}MTF: male to female.

\textsuperscript{c}FTM: female to male.

\textsuperscript{d}No client identified as Inuit.

\textsuperscript{e}Excluded from calculation of column percentages.

Among the 506 unique clients completing risk assessments, based on documentation on at least one risk assessment, 215 (42.5%) were males or transgender males who reported having male sex partners (MSM), 89 (17.6%) reported symptoms, 146
(28.9%) reported 4 or more sex partners in the past 3 months, 47 (9.3%) reported being a contact to an STI, 232 (45.8%) reported condomless anal or vaginal sex in the past 3 months (20/506, 4.0%, with an HIV-positive partner), 76 (15.0%) reported a recent STI diagnosis, and 41 (8.1%) had ever shared syringes or other drug paraphernalia. Of the 506 unique clients, 63 (12.5%) reported no previous test for STI or HIV at the time of completion of the first risk assessment; for 157 (31.0%) clients it had been more than 1 year since their last test. Responses indicating a potential need for HIV postexposure prophylaxis (based on condomless sex with an HIV-positive partner in the last 72 hours) or emergency contraception (based on condomless vaginal sex without other forms of birth control in the last 5 days) were provided at least once to 13 (2.6%) and 57 (11.3%) clients, respectively. The frequencies of risk assessment variables analyzed across all 695 risk assessments completed by these 506 clients are provided in Table 2.
Table 2. Responses to clinical assessment among GetCheckedOnline clients creating laboratory forms, N=695 assessments (completed by 506 clients).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Response categories</th>
<th>Per assessment (N=695)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>n</td>
</tr>
<tr>
<td>Any symptoms reported(^a)</td>
<td>Yes</td>
<td>103</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>528</td>
</tr>
<tr>
<td></td>
<td>Don’t know</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>Prefer not to answer</td>
<td>24</td>
</tr>
<tr>
<td>Contact to an STI(^b,^c)</td>
<td>Yes</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>458</td>
</tr>
<tr>
<td></td>
<td>Don’t know</td>
<td>167</td>
</tr>
<tr>
<td></td>
<td>Prefer not to answer</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>Not applicable(^d)</td>
<td>5</td>
</tr>
<tr>
<td>Gender of sex partners(^e)</td>
<td>Males or transgender males with male partners (MSM(^f))</td>
<td>295</td>
</tr>
<tr>
<td></td>
<td>Males or transgender males with female partners</td>
<td>255</td>
</tr>
<tr>
<td></td>
<td>Males or transgender males with transgender partners</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Females or transgender females with male partners</td>
<td>159</td>
</tr>
<tr>
<td></td>
<td>Females or transgender females with female partners</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td>Females or transgender females with transgender partners</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Prefer not to answer</td>
<td>18</td>
</tr>
<tr>
<td>Number of sex partners (vaginal, oral, or anal sex), last 3 months</td>
<td>0</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>162</td>
</tr>
<tr>
<td></td>
<td>2-3</td>
<td>294</td>
</tr>
<tr>
<td></td>
<td>4-9</td>
<td>158</td>
</tr>
<tr>
<td></td>
<td>10+</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>Don’t know</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Prefer not to answer</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>Not applicable(^d)</td>
<td>1</td>
</tr>
<tr>
<td>Types of sex, last 3 months(^e)</td>
<td>Vaginal</td>
<td>406</td>
</tr>
<tr>
<td></td>
<td>Oral receiver</td>
<td>587</td>
</tr>
<tr>
<td></td>
<td>Oral giver</td>
<td>537</td>
</tr>
<tr>
<td></td>
<td>Anal bottom</td>
<td>188</td>
</tr>
<tr>
<td></td>
<td>Anal top</td>
<td>223</td>
</tr>
<tr>
<td></td>
<td>Prefer not to answer</td>
<td>26</td>
</tr>
<tr>
<td>Condomless anal or vaginal sex, last 3 months</td>
<td>No</td>
<td>372</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>286</td>
</tr>
<tr>
<td></td>
<td>Don’t know</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>Prefer not to answer</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>Not applicable(^d)</td>
<td>3</td>
</tr>
<tr>
<td>Condomless anal or vaginal sex with HIV(^g)-positive partner, last 3 months</td>
<td>No</td>
<td>450</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>22</td>
</tr>
<tr>
<td>Variable</td>
<td>Response categories</td>
<td>Per assessment (N=695)</td>
</tr>
<tr>
<td>------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------------------</td>
<td>-----------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td>n</td>
</tr>
<tr>
<td>Condomless (or condom broke during) anal or vaginal sex with partner known or thought to be HIV-positive, last 72 hours(^b)</td>
<td>No</td>
<td>573</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>Don't know</td>
<td>44</td>
</tr>
<tr>
<td></td>
<td>Prefer not to answer</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>Not applicable</td>
<td>47</td>
</tr>
<tr>
<td>Condomless (or condom broke during) vaginal sex without using other form of birth control, last 5 days(^i)</td>
<td>No</td>
<td>485</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>63</td>
</tr>
<tr>
<td></td>
<td>Don't know</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>Prefer not to answer</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>Not applicable</td>
<td>116</td>
</tr>
<tr>
<td>STI diagnosis, last 12 months</td>
<td>No</td>
<td>561</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>103</td>
</tr>
<tr>
<td></td>
<td>Don't know</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>Prefer not to answer</td>
<td>16</td>
</tr>
<tr>
<td>Shared drug equipment</td>
<td>No</td>
<td>606</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>57</td>
</tr>
<tr>
<td></td>
<td>Don't know</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Prefer not to answer</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>Not applicable</td>
<td>14</td>
</tr>
<tr>
<td>Last STI or HIV test</td>
<td>Never</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td>Last 3 months</td>
<td>162</td>
</tr>
<tr>
<td></td>
<td>3-6 months</td>
<td>170</td>
</tr>
<tr>
<td></td>
<td>6 months to 1 year</td>
<td>117</td>
</tr>
<tr>
<td></td>
<td>&gt;1 year</td>
<td>157</td>
</tr>
<tr>
<td></td>
<td>Don't know</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>Prefer not to answer</td>
<td>14</td>
</tr>
</tbody>
</table>

\(^a\)Symptoms listed: painful urination, sores on or near genitals, rash on any part of the body, anal discharge, pain, blood, lesion, vaginal discharge, odor, itch, abnormal vaginal bleeding, lower abdominal pain, pain during intercourse, discharge from penis, swelling in testicles.

\(^b\)STI: sexually transmitted infection.

\(^c\)Sex partner who has recently tested positive for STI or told respondent he or she needs to get tested.

\(^d\)Not applicable: client selected response.

\(^e\)Categories not mutually exclusive, thus numbers do not sum to 100%.

\(^f\)MSM: men who have sex with men.

\(^g\)HIV: human immunodeficiency virus.

\(^h\)Respondents who answered “yes” were shown information about how to access HIV postexposure prophylaxis.

\(^i\)Respondents who answered “yes” were shown information about how to access emergency contraception.
Temporal Trends and Differences by Promotional Strategy

Account creation per month increased from the GCO program launch in September 2014 to a peak in April 2015, coinciding with the launch of the deferred tester codes and the promotional campaign (Figure 2). The percentage of clients proceeding from account creation to at least one specimen submission increased from 8.3% in the first 3 months of the pilot phase when accounts were created by clinic client invitations to 78.5% at the end of the pilot phase ($P<.001$) when the majority of accounts were created by deferred testers.

We observed large and statistically significant differences in progression through the steps of the service when examined across the 3 promotional strategies (Table 3). Of 868 accounts, 337 (38.8%) were created by clinic invitees, 298 (34.3%) by deferred testers, and 194 (22.4%) by promotional campaign clients; 113/130 (86.9%) of campaign clients who created a laboratory form were MSM. The percentage of clients submitting specimens was highest for deferred testers (184/298, 61.7%), followed by promotional campaign clients (58/194, 29.9%) and clinic invitees (62/337, 18.4%; $P<.001$). Of the 10 clients with positive results, 6 were deferred testers, 3 were promotional campaign clients, and 1 was referred by a local gay health organization. Differences in percent positivity by promotional strategy were not significant, although statistical power was limited given the small number of positive results.

Table 3. Uptake of GetCheckedOnline and related steps of service pathway, by promotional strategy.

<table>
<thead>
<tr>
<th>Promotional strategya</th>
<th>Accounts created n (%)</th>
<th>Laboratory forms createdb,c n (%)</th>
<th>Specimens submittedb,c n (%)</th>
<th>Positive resultsd n (%)</th>
<th>Repeated testinge,b,d n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clinic client invitations</td>
<td>337</td>
<td>102 (30.3)</td>
<td>62 (18.4)</td>
<td>0 (0.0)</td>
<td>29 (46.8)</td>
</tr>
<tr>
<td>Deferred testers</td>
<td>298</td>
<td>249 (83.6)</td>
<td>184 (61.7)</td>
<td>6 (3.3)</td>
<td>39 (21.2)</td>
</tr>
<tr>
<td>Promotional campaign</td>
<td>194</td>
<td>130 (67.0)</td>
<td>58 (29.9)</td>
<td>3 (5.2)</td>
<td>23 (39.7)</td>
</tr>
<tr>
<td>Othere</td>
<td>39</td>
<td>25 (64.1)</td>
<td>14 (35.9)</td>
<td>1 (7.1)</td>
<td>5 (35.7)</td>
</tr>
<tr>
<td>Total</td>
<td>868</td>
<td>506 (58.3)</td>
<td>318 (36.6)</td>
<td>10 (3.1)</td>
<td>96 (30.2)</td>
</tr>
</tbody>
</table>

aAll metrics restricted to unique clients only (in order to calculate percentages with proper denominators).
b$P<0.05$ for chi-square test comparing proportions across promotional strategies.
cDenominator is accounts created.
dDenominator is those who submitted specimens.
eIncludes referrals from other primary care and community clinics, gay health organizations, and those requesting access.
Figure 2. Promotion and uptake of GetCheckedOnline by month; (top) accounts, lab forms, specimen submissions, and positive results; (bottom) accounts created by promotional strategy.
Discussion

Principal Findings

In this evaluation, we have shown GCO to be an acceptable and feasible approach to engage clients in STI testing. These preliminary findings suggest that broader implementation of GCO may have the potential to improve sexual health and increase uptake and frequency of STBBI testing, given the repeated use by clients and use by both clients who had never previously tested for STI or HIV and clients reporting it had been more than 1 year since they were last tested. Of the 10 individuals with a positive result, 6 were deferred testers who were seeking testing but unable to be seen immediately in a clinic; it is possible that these individuals accessed testing and their STI was diagnosed sooner through GCO. Furthermore, the addition of self-collected throat and rectal swabs just before the end of the analysis period led to the diagnosis of STI in 2 clients, confirming the importance of including these testing options as part of a Web-based testing service to diagnose STI that may otherwise be missed [15]. Beyond testing, clients reporting specific risk events also received tailored educational messages regarding postexposure prophylaxis and emergency contraception.

GCO appears to also be reaching individuals who may be at greater risk of infection. Of GCO clients, 42% were MSM and, based on responses to the risk assessment, a large proportion of GCO clients reported risk factors for STBBI, including condomless sex (41%), prior STI (15%, in past 12 months), high number of partners (27%, 4+ in past 3 months), and sharing of syringes or drug paraphernalia (8%). We also hypothesize that GCO may be reaching individuals who face barriers to accessing clinic-based STBBI testing. For example, clients reported a range of stigmatized gender identities and same-gender sexual activities, who may be more likely to face testing barriers through conventional testing services (eg, discomfort disclosing sexual identity or sexual behavior because of associated stigma) [16,17]. However, some populations facing testing barriers to STBBI testing are not yet well-represented among GCO clients. Individuals younger than 25 years of age comprised 13% of GCO users yet, in 2014, comprised 50% and 28% of chlamydia and gonorrhea infections in British Columbia [18]. There are also inequities based on ethnicity; almost three-quarters of GCO clients reported white ethnicity, yet 42% of respondents in the 2006 census for the Greater Vancouver region identified as a visible minority [19]. Consideration of how GCO may be promoted or adapted for youth and diverse ethnicities is needed.

During this GCO pilot phase, the provincial STI clinic was able to offer testing to 318 additional clients, of which the majority were asymptomatic. While representing a small percentage of the total clients seen by the provincial STI clinic during this time period, these findings suggest that GCO has the potential to offset growing demands on clinic capacity and that this potential will increase over time as use of the service expands. However, despite recommendations to visit a clinic, a small number of clients with symptoms or who had a partner with an STI proceeded to test through GCO. As these clients may have not received appropriate clinical management, further research is needed to understand the motivations of these clients for using GCO and whether any program modifications are needed.

Overall, 3% of clients testing through GCO had a new STI diagnosis, which may be lower than typical of many STI clinic settings. If we consider diffusion of innovations theory, innovators and early adopters of GCO may not necessarily reflect the risk profile of the future population of GCO clients and so diagnosis rates may change over time [20]. Interestingly, we note as demonstrated in Figure 2 (top) that the majority of the STI diagnoses were made after July 2015, suggesting there may be temporal trends toward increasing risk of infection among GCO users that may be explained by this theory. We postulate that a lower prevalence of STBBIs among GCO users may also be a reflection of the intervention itself, as clients experiencing symptoms or having a partner with a diagnosed STI (and thereby a higher probability of infection) are recommended not to proceed and instead to present to a clinic for testing. We also had no users with diagnosed HIV or HCV, which may reflect lower overall prevalence of these viral infections compared with bacterial STIs or that awareness or uptake of GCO has not yet penetrated higher-risk sexual networks for these infections. With accumulation of more data we hope to be able to investigate these questions and examine more carefully how prevalence may differ across different subgroups of GCO users.

Service Pathway

We observed consistent drop-off throughout the steps of the service pathway (Figure 1). This is not unexpected, having been reported for other Web-based STI testing services involving downloading laboratory requisitions (where between 10% and 33% of clients downloading requisitions submit specimens for testing) [11,21]. We postulate that many individuals who create an account and do not submit specimens are curious and learning about the service but not motivated to test at that time. However, the drop-off may represent true barriers posed by the GCO service itself (eg, need to print laboratory requisitions, dissatisfaction with the testing model). Client interviews and further analysis of GCO program data such as website metrics, time between steps, and characteristics of clients completing and not completing testing are being undertaken to determine if there may be modifiable factors related to website design or the GCO model that could facilitate progress through the service pathway (eg, optimizing the user experience, reminders of specimens not submitted).

Effect of Promotional Strategies

Motivation to test appeared to increase over the pilot phase, with an increased proportion of individuals submitting specimens over time, which is likely explained by differences between promotional strategies. The first promotional strategy used was email invitations to clinic attendees, which had the lowest specimen submission rate and no resulting diagnoses; as emails were collected from STI clinic clients, many of whom had just completed a testing encounter, motivation to use GCO was likely low. Deferred testers were likely the most motivated to get tested through GCO as they were deliberately seeking testing at the time of learning about GCO; unsurprisingly, this
group had the highest specimen submission rates. While specimens submitted by MSM had the highest positivity, only 58 specimens were submitted through the promotional campaign. As we have previously found high intentions to use GCO among Canadian MSM [22], we hypothesize that this may be related to the availability of existing low-barrier testing clinics for MSM in Vancouver, and the perceived benefits of seeing health care providers in these clinics who are competent in providing sexual health care for MSM are greater than the perceived benefits of GCO. Further evaluation of the campaign and reach of GCO among MSM in Vancouver is underway. Regardless, these findings suggest that clinic-based promotion (particularly for deferred testers) is an effective means of engaging individuals to use GCO.

Limitations
While most of the data presented in this report are administrative records of service use, some analyses are based on self-reported data collected routinely through GCO. While we generally saw high levels of completion for the risk assessment questions, ethnicity and region were not reported for 12% of individuals creating accounts, which may affect our conclusions about these variables. Many outstanding questions remain about the individual, health service, and population impacts of GCO that cannot be answered using program data, including understanding the experiences of clients choosing to use GCO, how they compare with clinic clients in terms of risk of infection and testing barriers, and the impacts on testing patterns and prevention of ongoing transmission. We are currently undertaking a comprehensive program of research that will aim to answer these questions, as well as further confirm these preliminary, suggestive findings [12].

Conclusions
A comprehensive, integrated STBBI testing service has been successfully launched in British Columbia. GCO is the first Web-based testing service to offer testing for multiple STBBIs in Canada, and our study adds to the sparse literature on the impact of online comprehensive STBBI testing as an extension of existing STI services. Our findings point to possible areas for refinement of the testing model and promotional strategies, such as optimizing the user experience, promoting to youth and visible minorities, and targeting individuals motivated to test. In February 2016, GCO was expanded to 2 other regions in British Columbia in partnership with regional health authorities, leading to a large increase in uptake and diagnoses. Ongoing evaluation of GCO will allow us to evaluate more fully whether our program objectives have been achieved, describe the implementation of this novel intervention across a range of populations and settings in British Columbia, and is critical for ensuring ongoing funding and sustainability of the program. The lessons learned from a comprehensive evaluation of GCO may also be more broadly relevant for understanding the impact of other self-care interventions and supporting diagnostic services for the public. Ultimately, services like GCO may prove a useful complement to—not replacement of—existing clinic or outreach-based services, as one intervention in a suite of necessary interventions needed to effectively meet the health care needs of a diverse population.
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Abstract

Background: Machine learning techniques may be an effective and efficient way to classify open-text reports on doctor’s activity for the purposes of quality assurance, safety, and continuing professional development.

Objective: The objective of the study was to evaluate the accuracy of machine learning algorithms trained to classify open-text reports of doctor performance and to assess the potential for classifications to identify significant differences in doctors’ professional performance in the United Kingdom.

Methods: We used 1636 open-text comments (34,283 words) relating to the performance of 548 doctors collected from a survey of clinicians’ colleagues using the General Medical Council Colleague Questionnaire (GMC-CQ). We coded 77.75\% (1272/1636) of the comments into 5 global themes (innovation, interpersonal skills, popularity, professionalism, and respect) using a qualitative framework. We trained 8 machine learning algorithms to classify comments and assessed their performance using several training samples. We evaluated doctor performance using the GMC-CQ and compared scores between doctors with different classifications using $t$ tests.

Results: Individual algorithm performance was high (range $F$ score=.68 to .83). Interrater agreement between the algorithms and the human coder was highest for codes relating to “popular” (recall=.97), “innovator” (recall=.98), and “respected” (recall=.87) codes and was lower for the “interpersonal” (recall=.80) and “professional” (recall=.82) codes. A 10-fold cross-validation demonstrated similar performance in each analysis. When combined together into an ensemble of multiple algorithms, mean human-computer interrater agreement was .88. Comments that were classified as “respected,” “professional,” and “interpersonal” related to higher doctor scores on the GMC-CQ compared with comments that were not classified (P<.05). Scores did not vary between doctors who were rated as popular or innovative and those who were not rated at all (P>.05).

Conclusions: Machine learning algorithms can classify open-text feedback of doctor performance into multiple themes derived by human raters with high performance. Colleague open-text comments that signal respect, professionalism, and being interpersonal may be key indicators of doctor’s performance.
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machine learning; surveys and questionnaires; feedback; data mining; work performance
Introduction

Multisource “360-degree” feedback is increasingly used across business and health sectors to give workers insights into their performance and to identify areas in which improvements may be made. Such feedback often includes different reporting modalities that most commonly take the form of validated questionnaires or open-text comments. In the United Kingdom, large-scale national surveys include open-text feedback, such as the Friends and Family Test, the Inpatient Survey, and the Cancer Patient Experience Survey.

The complexity of open-text information means that, unlike the scores from validated patient-reported experiences and outcome measures, the words cannot simply be “added up” to create insight and meaning. As such, the task of making sense of such data has historically been completed manually by skilled qualitative analysts.

As the volume of text increases, qualitative data can quickly become difficult to manage and draw insights from. Coding and interpreting large bodies of qualitative information received from open-text comments collected is labor-intensive and is at risk of bias if multiple raters use subtly different coding heuristics. Where human raters systematically analyze qualitative data, there remain issues with both time and financial constraints of doing so, as well as potential challenges in ensuring intercoder consistency [1].

The term machine learning refers to the application of a growing number of algorithms that are able to complete diverse computational tasks, including mastering complex computer games [2], understanding the meaning of sentences [3], and successfully predicting psychological profiles from the Internet behavior [4,5].

Although machine learning appears to be eminently suitable for the task of classifying open-text data from national surveys, its potential is largely untested in the context of comments made by medical professionals about doctors’ performance. Classification algorithms have been previously applied to patient comments about the experience of living beyond cancer [6], clinical incident reports [7,8], and sentiment analysis of digital footprints including Twitter and online blogs [9,10].

While algorithms have demonstrated excellent performance in diverse tasks, there is no evidence specifically relating to their ability to classify comments about doctors made by their colleagues as part of a formal evaluation. Although doctors’ performance might be best assessed by fellow professionals who know them very well, positive reporting bias in open-text reports may occlude differences in performance [11,12]. The challenge therefore is to classify differences in text that is often positively worded and to use these classifications to signal differences in doctors’ performance.

The objective of this study was to train and evaluate an ensemble of machine learning algorithms to accurately classify open-text reports of doctors, which are known to be positively biased, and to assess the potential for theory-based classifications in open text to signal differences in doctors’ professional performance in the United Kingdom.

Methods

Sample

We collected data from all non–training-grade doctors from 11 sites in England and Wales between March 2008 and January 2011. We recruited doctors from 4 acute hospital trusts, an anesthetics department, 1 mental health trust, 4 primary care organizations, and 1 independent (non–National Health Service) health care organization. We provided all doctors with detailed information regarding the study before they consented to take part in it; they were told they could withdraw at any point without justification. Detailed description of this sample is reported elsewhere [7,8].

Doctors were asked to suggest up to 20 colleagues (half of whom were to be medically qualified) who could provide multisource “360-degree” feedback regarding their professional performance.

Multisource feedback was elicited using the General Medical Council Colleague Questionnaire (GMC-CQ), a reliable measure of doctor performance that is validated for use in the United Kingdom [13]. The GMC-CQ contains 18 items assessing diverse aspects of doctor performance and a section for entering open-text feedback.

Text Categorization

Qualitative analysts inductively coded the open-text feedback from the GMC-CQ into 5 themes relating to (1) innovation and openness to change (59/1636 comments, 3.6%); (2) interpersonal skills and caring (432/1636 comments, 26.4%); (3) popularity (131/1636 comments, 8%); (4) professionalism (701/1636 comments, 42.8%); and (5) respect or esteem in which the doctor was held (346/1636 comments, 21.1%) [12]. We refer to these categories throughout the rest of the paper as innovator, interpersonal skills, popularity, professionalism, and respect. Classification of a comment into more than one theme was possible. Of the 1636 reports, 1211 (74%) were classified as belonging to at least one of these categories. Similarly, classification of doctors into more than one category was possible, and 648 (28.8%) reports were classified into one or more of the 5 categories; as such, there were 2858 human-labeled comments in the entire corpus.

The number of comments in each category, the distribution of words, and statistical comparison of the word length are provided in Table 1. Significant analysis of variance (ANOVA; with post hoc Tukey test) results indicate that the number of words in texts that were granted the label of “innovator” was significantly greater than all other categories, whereas comments which received a label or “respected” or no label at all were significantly shorter.

Table 1. Number of comments, distribution of words, and statistical comparison for each of the 5 categories.

<table>
<thead>
<tr>
<th>Categories</th>
<th>Reports in category</th>
<th>Length of report, mean (SD)</th>
<th>ANOVA ( p ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Innovator</td>
<td>59</td>
<td>41.99 (30.84)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Interpersonal</td>
<td>432</td>
<td>23.87 (16.39)</td>
<td>.99</td>
</tr>
<tr>
<td>Popular</td>
<td>131</td>
<td>25.49 (16.74)</td>
<td>.97</td>
</tr>
<tr>
<td>Professional</td>
<td>701</td>
<td>24.46 (17.34)</td>
<td>.91</td>
</tr>
<tr>
<td>Respected</td>
<td>346</td>
<td>20.69 (19.13)</td>
<td>.03</td>
</tr>
<tr>
<td>More than 1 category</td>
<td>1189</td>
<td>21.63 (16.76)</td>
<td>.56</td>
</tr>
<tr>
<td>No categories</td>
<td>425</td>
<td>19.54 (13.62)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\( ^a \)ANOV \( a \): analysis of variance; conducted with post hoc Tukey tests.

The qualitative researchers followed Holsti’s approach [14]. Using rigorous data coding and verification procedures, which included double coding and independent verification within a qualitative framework [12], the resultant data were coded in such a way as to support quantitative data analysis.

Comments were generally, though not always, positive. In our sample, 91.5% (1497/1636) of all comments were positive, 5.93% (97/1636) of the comments were mixed, containing both a positive and a negative statement about the doctor, and the remaining 2.57% (42/1636) of comments were either neutral or negative (see Table 2). Prior publications relating to this dataset give further information on the process of ascertaining the polarity of comments [12].

Assessment of Machine Learning Algorithm Performance

The process of training, validating, and deploying the algorithms is illustrated in Figure 1.

Table 2. Example quotes from each category

<table>
<thead>
<tr>
<th>Theme</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Innovator</td>
<td>“It is clear from the advice he gives that he is aware of [the] current good practice, is highly motivated, very practical and very much a team player. His advice, when working with consultant colleagues was respected, and he recognized where practice/primary care limitations were and yet looked for opportunities for change and improvement.”</td>
</tr>
<tr>
<td>Interpersonal</td>
<td>“She has an admirable level of commitment and enthusiasm for her patients and her work. She has been instrumental in promoting change and improvement in her department. She is a great asset to the department and the hospital.”</td>
</tr>
<tr>
<td>Popular</td>
<td>“She is a very good, committed colleague always keen to improve, very liked by her patients and highly valued by all who work with her.” “Very approachable and professional.”</td>
</tr>
<tr>
<td>Professional</td>
<td>“Excellent well liked and easy working colleague.” “Very popular doctor. Works to high standards.” “I find this doctor to be very efficient, caring, honest and very professional.”</td>
</tr>
<tr>
<td>Respected</td>
<td>“I find that he very easy and helpful to work with, he always has time for patients and staff.” “A first class colleague.” “Pleasant and valued colleague.”</td>
</tr>
<tr>
<td>Not coded by qualitative rater (given label of 0)</td>
<td>“Supportive colleague, excellent time management skills.” “I think I have a good working relationship with this doctor. I have been impressed with his openness to Psychological work with his patients and his support for my work. In my opinion he gives thorough consideration to his diagnosis.”</td>
</tr>
</tbody>
</table>
Feature Selection

The first step within each stage is the identification of features within the comments. The features used in this study were identified and stored using a term-document matrix that describes the frequency of terms that appear in each of the comments. The term-document matrix uses a bag-of-words structure that counts the number of terms in each comment and does not consider the order in which the words appear. Term-document matrices are a simple way to represent text data that are computationally straightforward. The matrix comprised unweighted words and was cleaned by stemming, removing sparse terms (where a certain word was only used in fewer than 0.02% of cases) [15]. Sparse-term removal reduced the number of terms from 1737 to 616. The final term-document matrix contained a lexicon of 616 unique words (columns) for 1636 comments (rows). The matrix density was 5.8%.

The term frequencies for each comment were therefore used as features that the algorithms used to classify the text. An example of a term-document matrix is provided in Table 3. For each of the 5 categories, texts with a human classification in that category were labeled with a 1 and those without were labeled with a 0.
Once the features have been extracted, they are used to “train” the algorithms to describe the relationship between the features and the classification.

In the validation stage the classifications given by the ensemble to new data are compared with the classifications made by the human qualitative analysts. If the results of the validation stage are acceptable, the algorithms can be exported and used to classify new data independently of the dataset that was used to train and validate the models.

The steps of these stages are given in greater detail in Figure 1.

Algorithms

“RTextTools” brings together other packages that contain different machine learning algorithms and provides a system by which the performance of each algorithm can be assessed both individually and as a collected ensemble of different methods that are combined to maximize performance in the training dataset. We included all of the available algorithms within RTextTools apart from the neural network, which did not converge in pilot assessments. The algorithms were support vector machine (SVM) using the radial basis function kernel with the penalty parameter of error term set to 1 and a gamma parameter set to 1/number of features [16], scaled linear discriminant analysis (SLDA) with eigenvalue threshold set to ≥1, bootstrapped boosting (bagging) with 25 bootstrap replications [17], boosting [18], random classification and regression forests with 500 trees [19], classification and regression tree [20], maximum entropy without regularization [21], and generalized linear models with L1 (lasso) penalized regularization (GLM/LASSO) [22].

A review and summary of supervised machine learning algorithms can be found elsewhere [23].

Training and Validation

Algorithms were trained with a corpus of 1000 randomly selected precoded comments (see Figure 1, part “a”) and validated on the remaining 636 comments (see Figure 1, part “b”).

We assessed algorithm performance using statistics of (1) recall (analogous to sensitivity)—what proportion of cases in a class are correctly assigned to the class; (2) precision (analogous to specificity)—how often a case that is predicted to belong to a class does belong to that class; and (3) F score, which is a combination of both recall and precision where 1 represents the best performance and 0 the worst performance [24]. To maximize performance, algorithms are combined into a consensus “ensemble” consisting of multiple algorithms. The consensus ensemble is a collection of algorithms that make the same prediction concerning the class of a text in the training dataset. We included the group of algorithms that had full agreement on every document in the dataset in the training sample. Classification was performed using majority voting between the algorithms in the ensemble.

When assessed as an ensemble of multiple algorithms working together, recall is evaluated alongside coverage (the proportion of cases within the dataset to which the recall value applies) [21]. The F value is analogous to interrater reliability and, as such, we will accept agreements ≥.80 between the algorithms and the human codes as evidence that the algorithms can complete the categorization task with acceptable accuracy.

n-Fold Validation

In addition to the standard assessment of algorithm performance using a validation dataset (636 comments), stability of algorithm performance across different data was also tested using an n-fold cross-validation. In the current analysis, a 10-fold validation was used in which 10 randomly selected samples of 1000 comments were selected from the dataset and validated using the remaining documents.

This analysis will indicate the robustness of the algorithms and their suitability for application to novel data and is preferable to split-half validation or bootstrapping [6,25].

Sample Size Accuracy Trade-Off

As well as the precision of the algorithms it is important to assess their training efficiency (the relationship between performance and size of the training dataset) so that we might best understand how to apply these techniques in practice. We compared training efficiency performance using randomly selected training sets of 1000, 750, 500, 250, 100, and 50 to accurately classify randomly selected comments from a fixed-size validation set (656 cases).

Assessment of Group Differences

To assess the ability of these categories to highlight differences in global performance, we investigated the differences in GMC-CQ scores for doctors whose comments were classified into at least 1 of 5 categories and those who were not placed in any category. We hypothesized that doctors who were placed...
into one or more categories would perform better than those doctors who were not classified into any of the categories.

We conducted this analysis using both the machine-coded dataset (the entire dataset was recoded by the algorithm blinded to the codes given by the human rater and the original human-rated dataset.

Questionnaire data were scored using the graded response model [22]. All items fit the graded response model (chi-square interaction $P > .01$) and overall model fit was good (root mean square error of approximation $= .048$, comparative fit index $= .97$) [26,27]. The scale’s marginal reliability was .76. This analysis was conducted so that interval-scaled logit scores (theta) could be extracted from the model to use in the comparative analysis. This technique has been shown to increase sensitivity to detect change on questionnaire measures of quality of life [28]. Correlation between theta values and scale raw scores was .95. Further details on the process of item response theory scoring and analysis can be found elsewhere [27,29,30].

### Statistical Analysis

Computational text classification and statistical analysis were conducted within the R statistical programming environment (R Foundation) [31] using the “RTextTools” package for training the algorithms and the “base” package for conducting between-group comparisons. Figures were plotted using “ggplot2.”

### Ethical Approval

The study was originally considered by the Devon and Torbay NHS Research Ethics Committee but judged not to require a formal ethics submission. No subsequent ethical approval was sought for the secondary analyses on the anonymized datasets presented here.

### Results

#### Assessment of Algorithm Performance

Table 4 presents the summary performance statistics for the algorithms and their individual $F$ scores and the recall values for the ensemble of algorithms.

<table>
<thead>
<tr>
<th>Model</th>
<th>Innovator</th>
<th>Interpersonal</th>
<th>Popular</th>
<th>Professional</th>
<th>Respected</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Support vector machine</td>
<td>$F$ score</td>
<td>.73</td>
<td>.69</td>
<td>.84</td>
<td>.79</td>
<td>.73</td>
</tr>
<tr>
<td>Scaled linear discriminant analysis</td>
<td>$F$ score</td>
<td>.77</td>
<td>.65</td>
<td>.88</td>
<td>.73</td>
<td>.77</td>
</tr>
<tr>
<td>Boosting</td>
<td>$F$ score</td>
<td>.75</td>
<td>.77</td>
<td>.81</td>
<td>.76</td>
<td>.75</td>
</tr>
<tr>
<td>Bootstrap boosting</td>
<td>$F$ score</td>
<td>.87</td>
<td>.85</td>
<td>.83</td>
<td>.80</td>
<td>.82</td>
</tr>
<tr>
<td>Random forests</td>
<td>$F$ score</td>
<td>.67</td>
<td>.59</td>
<td>.87</td>
<td>.78</td>
<td>.74</td>
</tr>
<tr>
<td>Decision tree</td>
<td>$F$ score</td>
<td>.80</td>
<td>.75</td>
<td>.88</td>
<td>.78</td>
<td>.80</td>
</tr>
<tr>
<td>Generalized linear model</td>
<td>$F$ score</td>
<td>.89</td>
<td>.82</td>
<td>.88</td>
<td>.81</td>
<td>.89</td>
</tr>
<tr>
<td>Maximum entropy</td>
<td>$F$ score</td>
<td>.70</td>
<td>.62</td>
<td>.73</td>
<td>.65</td>
<td>.70</td>
</tr>
<tr>
<td>Final ensemble (3+ models with agreement for the entire dataset)</td>
<td>Recall with 100% agreement</td>
<td>.98</td>
<td>.80</td>
<td>.97</td>
<td>.82</td>
<td>.87</td>
</tr>
</tbody>
</table>

10-Fold validation mean (range) | $F$ score | .97 (.96-.98) | .80 (.74-.86) | .97 (.96-.98) | .79 (.75-.83) | .86 (.84-.89) | .88     |

$^a$Training set size=1000; validation=636.

### Innovator

The GLM/LASSO algorithm was the single highest-performing algorithm for correctly classifying the open-text comments into the “innovator” category. The ensemble of 3 algorithms (GLM/LASSO, bootstrapped boosting, and regression tree) has a 98% recall agreement with the human coder. The 10-fold validation indicated robust accuracy scores between .96 and .98 (mean .97). In the whole dataset, 48 comments (3.5%) were classified as an innovator by the algorithms.

### Interpersonal

The bootstrapped boosting algorithm was the best-performing algorithm for categorizing open-text comments into the “interpersonal skills” category. The ensemble of 3 algorithms (boosting, GLM/LASSO, and bootstrapped boosting) demonstrated an 80% recall agreement with the human-coded dataset, the lowest performance for any of the classes. The 10-fold validation indicated similar performance in each fold and agreement values between .74 and .86 (mean .80). The algorithms classified 435 comments (28.4%) as “interpersonal.”

### Popular

All algorithms performed exceptionally well in classifying open-text comments into the “popular” category, with $F$ scores greater than .80 for all but maximum entropy ($F$ score=.73). The ensemble performance (SLDA, decision tree, and GLM/LASSO ) was also excellent, with an interrater recall agreement of .97 (10-fold validation range .96-.98, mean .97). In total, 107 comments (8.3%) were placed in the “popular” category.
Professional
Similar performance was evident for many algorithms including SVM, random forests, and GLM/LASSO. Overall ensemble performance (GLM/LASSO, bootstrap boosting, and SVM) had an interrater recall of .82. The 10-fold validation suggested good agreement between the algorithm and the human analyst (mean .79, range .75-.83). The algorithms classified almost half of the comments in the whole dataset into the “professional” category (643 comments, 42.7%).

Respected
Once again, the GLM/LASSO algorithm showed the strongest single performance in the classification task for the “respected” category ($F$ score=.89). The overall performance of the ensemble was very high, with .87 recall between the human coder and the 3-algorithm ensemble. The 10-fold validation demonstrated greater agreement between the human analyst and the algorithms (mean .86, range .84-.89). In the whole dataset, the ensemble classified 243 (16.6%) comments into the “respected” category.

Overall Performance
The GLM/LASSO algorithm was the strongest performing individual algorithm and the maximum entropy the worst. The overall average performance was nevertheless high ($F$ score=.77). Average agreement between the human coder and the ensemble of algorithms was high (.89).

n-Fold Validation of Ensemble Accuracy
Results for the 10-fold cross-validation were very similar for the final recall values for the individual samples. The n-fold result displayed a tight distribution over the 10 samples (Table 4), indicating that the ensemble performs robustly across different samples.

Algorithm Performance With Differing Sample Sizes
As the training sample size was reduced, the algorithms continued to perform well but fell sharply when the training dataset was reduced to fewer than 250 comments. Figure 2 shows the algorithm performance with different training sample sizes.

Assessment of Group Differences
The $t$ tests demonstrated a significant difference in the GMC-CQ scores between doctors who received comments that placed them into 1 of the 5 categories and those who did not ($t_{173.81}=0.77$, $P=.001$). Although the results were significant, there was sizeable overlap in the distributions as shown in Figure 3, indicating that open-text classification alone was not sufficient to reliably distinguish between doctors' performance. The largest difference in mean performance was between doctors who were classified as “respected” and those without a classification ($t_{629.17}=3.75$, $P<.001$). There was no difference in mean performance scores between doctors who were classified as “popular” ($P=.44$) and those who were not. Similarly, being rated as “innovative” did not signal higher performance ($P=.99$), although the low numbers in the analysis suggest a lack of power to detect an effect (n=48). Table 5 presents the results of these analyses conducted with both the machine learning classifications (Table 5, “Panel A”) and the human classifications (Table 5, “Panel B”). The results are similar between the human-rated and machine-rated datasets, with stronger effect sizes being reported in the human-classified group.
Table 5. Comparison of means between doctors classified into a category and those who were unclassified.

<table>
<thead>
<tr>
<th>Categories</th>
<th>Panel A&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Panel B&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Reports in category</td>
<td>t test (vs no category rating)</td>
</tr>
<tr>
<td></td>
<td>Mean score (logits)</td>
<td>t</td>
</tr>
<tr>
<td>Innovator</td>
<td>0.00</td>
<td>48</td>
</tr>
<tr>
<td>Interpersonal</td>
<td>1.97</td>
<td>435</td>
</tr>
<tr>
<td>Popular</td>
<td>−0.05</td>
<td>107</td>
</tr>
<tr>
<td>Professional</td>
<td>−0.03</td>
<td>643</td>
</tr>
<tr>
<td>Respected</td>
<td>0.15</td>
<td>243</td>
</tr>
<tr>
<td>More than 1 category</td>
<td>0.04</td>
<td>1081</td>
</tr>
<tr>
<td>No categories</td>
<td>−0.09</td>
<td>413</td>
</tr>
</tbody>
</table>

<sup>a</sup>Panel A: analysis using machine ensemble classifications on entire corpus.
<sup>b</sup>Panel B: analysis using human rater classifications on entire corpus.
<sup>c</sup>df: degrees of freedom.
<sup>d</sup>N/A: not applicable.

Figure 3. Comparison of General Medical Council Colleague Questionnaire (GMC-CQ) scores between doctors who were placed in 1 of the 5 categories versus those who were not (positive comments only). Significance (P) values for the t tests are shown to indicate the relationship between the 2 groups.

Discussion

Principal Findings

This study demonstrates the ability of machine learning algorithms to categorize qualitative data with high performance. The integration of such algorithms into data analysis tool kits for nationwide surveys may allow rich qualitative data to be analyzed without the resource burden associated with expert human ratings across an entire corpus [32].
We also demonstrate the ability of categories to highlight differences in overall doctor performance that were statistically significant. We hypothesized that doctors who were classified into 1 of the 5 categories would have higher scores on the GMC-CQ than those who were unclassified. We found partial support for this hypothesis: doctors who were classified as “respected,” “professional,” and “interpersonal” tended to outperform unclassified doctors, whereas no significant difference in performance was evident between doctors who were classified as “popular,” “innovative,” and those who were not classified into any of the 5 categories. However, the number of doctors who received a classification of “innovative” was low, which resulted in tests with low power and potential for type II error. Doctors with multiple ratings performed better than those without any ratings. Doctors who were classified as “respected” had the highest performance of each group in both the human-rated and machine-rated datasets.

These techniques have clear potential for developing actionable insights in diverse specialties: they have also been used to classify patient-derived open-text comments in national cancer surveys [6]. A key advantage of these techniques is the possibility of deploying trained algorithms to operate on data as they are being collected, allowing real-time feedback and insight from open-text data [33], which may be used to monitor performance, and possibly safety, in the future. It is important to remember that although machine learning algorithms can perform to a high level in prediction or classification tasks, some operate as “black box” and it is often difficult, or even impossible, to generate theory or convey insight into how the algorithms arrived at their final solutions.

We trained algorithms using precoded data and validated their performance on uncoded data, an example of “supervised” machine learning. We demonstrate strong performance using a relatively simple sparse “term-document matrix” method of identifying features in open text. The term-document matrix simply counts the instances of a word’s use within a comment and does not consider the order in which the words are presented. This approach has been used in similar studies published in the medical literature [6,8].

It is possible to extract features using different, more complex, methods. Feature extraction using n-grams offers a means to retain some of the context in which words are used. An n-gram tokenizes sequences (of length n) of words as features, which may provide better information than the simple word-count strategy utilized in term-document matrix. Similarly, dimension reduction or clustering techniques such as latent Dirichlet allocation or singular value decomposition may have been used to reduce the sparsity within the matrix. There are no simple guidelines suggesting the optimal matrix density for use in this context and the possible benefits of clustering and dimension reduction must be counterbalanced by the caveat that these techniques can reduce the interpretability and accuracy of predictions [4].

Although performance of these techniques is demonstrably high, further research may be warranted to explore the extent to which they can improve the accuracy of classification algorithms in this context and at what cost (eg, computational burden or interpretability).

Natural language processing algorithms and their related software, driven by market forces in the technology industry, are improving at a remarkable rate and, paradoxically given the economic motivation for their development, increasingly being distributed at no cost under open-source licenses. As the field develops, we may expect these sorts of algorithms to successfully classify more complex corpora and perhaps even identify important elements within open-text comments without task-specific training data, which is known as “unsupervised” machine learning.

**Limitations**

This study has some limitations. The average performance of our algorithms is likely to be high in some instances given the low incidence of category. For example, algorithm performance was exceptionally high (recall=.97) for the “innovator” category, where only 4.2% of doctors were rated as innovative. In this instance, the low number of classifications in the population would have meant that a “dumb guess” that simply rated each doctor as “not innovative” would have demonstrated a 95.8% agreement rate. However, while algorithm performance was somewhat lower for categories with balanced distributions (eg, 46% of doctors were rated as professional), it was still acceptably high (recall=.82, 10-fold accuracy=.87).

Because of a somewhat small dataset, the trained ensemble was used to reclassify the whole corpora on which the algorithms were originally trained. It is likely that the performance of the algorithms will be higher when reclassifying the data they were originally trained on. The rationale for this decision was to maximize the number of classified categories and therefore maintain statistical power in the analyses. The results of these assessments were broadly the same as the results from the human-classified dataset, albeit the effect sizes were consistently smaller in the analyses using the machine-classified codes. This may be especially important as it appeared that the machine-labeled dataset was less sensitive to differences in doctor’s performance than the human-labeled dataset.

A further possible limitation of the dataset was the necessity to have a small training-set to validation-set ratio (3:2) to keep sufficient number of comments in the validation sample. While this advantaged the statistical analysis of difference in performance signaling for different categories, it may have hampered the performance of certain algorithms by not providing sufficient training data.

The significant positive skew in doctors’ ratings and the scarcity of comments that were outright negative meant that we were unable to conduct a sentiment analysis. We expect this to be the case in a population where most subjects are performing well, and this is probably representative of most datasets that collect open-text information on doctor performance. The content of uncategorized comments reveals a trend of doctors saying something positive about the colleagues if it did not relate to key elements of their medical practice (eg, “supportive colleague. Excellent time management skills”). The data used here were collected in relation to the high-stakes General...
Medical Council revalidation exam, which may introduce a barrier to honest reporting of negative aspects of a doctor’s practice. In addition to contextual factors, innovation surrounding the manner in which such comments are elicited, including less direct conversational techniques, may also reduce reporting biases.

Although algorithm performance was generally high for each of the individual machine learning techniques, it is apparent that the generalized linear model with lasso regularization had the highest performance for each of the classes. The precise reason for this improved performance is somewhat opaque, but the lasso regularization technique is especially suitable for classification problems using sparse matrices [34]. It is somewhat surprising that classification and regression trees outperformed the random forests; this may be attributed to the sparsity of the matrix and the low number of classifications made in some of the categories leading to high misclassification error in the random trees. Their performance may have been improved using a dimensional reduction technique such as singular value decomposition or latent Dirichlet allocation, which reduces sparsity in the matrix but which may also lead to a loss of information for other algorithms and uninterpretable results [35,36].

Similarly, it is not immediately clear as to why certain codes could be classified with greater accuracy than others. The differences in performance between classes may be explained by differences in the conceptual basis of each class; both humans and algorithms may find it easier to classify comments that reflect easily defined concepts such as being “popular” (the class for which algorithm performance was highest), rather than less well-defined concepts such as being “interpersonal” (the class for which algorithm performance was lowest) [37].

There may be an opportunity for similar techniques to be applied to patient experience data to build algorithms that can correctly classify and perhaps, using sentiment analysis, quantify open text in national-scale patient experience surveys and provide feedback that is more meaningful to both patients and practitioners. Computational analysis of open-text comments may be of greater usefulness when it is used to identify issues that were not previously envisaged.

Conclusions
This study demonstrates excellent performance for an ensemble of machine learning algorithms tasked to classify open-text comments of doctors’ performance. These algorithms perform well, even where limited time and resources are available to code training datasets. We demonstrate that machine identification of qualitatively derived, theory-based open-text classifications can signpost significant differences in a doctor’s performance, even when comments are exclusively positive. These findings may inform future predictive models of performance and support real-time evaluation to improve quality and safety.
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Abstract

Background: The Internet is widely used to conduct research studies on health issues. Many different methods are used to recruit participants for such studies, but little is known about how various recruitment methods compare in terms of efficiency and costs.

Objective: The aim of our study was to compare online and offline recruitment methods for Internet-based studies in terms of efficiency (number of recruited participants) and costs per participant.

Methods: We employed several online and offline recruitment methods to enroll 18- to 45-year-old women in an Internet-based Danish prospective cohort study on fertility. Offline methods included press releases, posters, and flyers. Online methods comprised advertisements placed on five different websites, including Facebook and Netdoktor.dk. We defined seven categories of mutually exclusive recruitment methods and used electronic tracking via unique Uniform Resource Locator (URL) and self-reported data to identify the recruitment method for each participant. For each method, we calculated the average cost per participant and efficiency, that is, the total number of recruited participants.

Results: We recruited 8252 study participants. Of these, 534 were excluded as they could not be assigned to a specific recruitment method. The final study population included 7724 participants, of whom 803 (10.4%) were recruited by offline methods, 3985 (51.6%) by online methods, 2382 (30.8%) by online methods not initiated by us, and 554 (7.2%) by other methods. Overall, the average cost per participant was €6.22 for online methods initiated by us versus €9.06 for offline methods. Costs per participant ranged from €2.74 to €105.53 for online methods and from €0 to €67.50 for offline methods. Lowest average costs per participant were for those recruited from Netdoktor.dk (€2.99) and from Facebook (€3.44).

Conclusions: In our Internet-based cohort study, online recruitment methods were superior to offline methods in terms of efficiency (total number of participants enrolled). The average cost per recruited participant was also lower for online than for offline methods, although costs varied greatly among both online and offline recruitment methods. We observed a decrease in the efficiency of some online recruitment methods over time, suggesting that it may be optimal to adopt multiple online methods.

(J Med Internet Res 2017;19(3):e58) doi:10.2196/jmir.6716
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Introduction

Recruiting participants for epidemiologic research is increasingly difficult as the number of projects competing for people’s attention increases and response rates decline [1]. In cohort studies, participant recruitment and data collection are associated with a heavy workload and high costs [2]. Widespread access to the Internet now offers an alternative strategy to recruit participants into cohort studies and to collect data. The Internet offers technical advantages in data collection that can reduce administrative procedures and improve data quality. Examples are incorporating skip patterns that avoid displaying irrelevant questions, building in internal consistency checks, and avoiding errors that occur during manual data entry [3]. Furthermore, the Internet is an effective tool to reach populations who are otherwise challenging to enroll because they have sensitive health concerns, including urinary incontinence, sexual health disorders, or mental health problems [4-6].

Pregnancy planners also constitute a hard-to-reach population as they do not typically announce their pregnancy intentions [7-10]. Among recruitment methods that have proven to be effective in enrolling participants are study-related media publicity [6,11], online advertisements [6,7,10,12-15], printed advertisements [6], and Web-based social groups [6,10].

Methods

Setting

The Snart-Gravid.dk (Soon-Pregnant) and the SnartForaeldre.dk (SoonParents) studies are related prospective cohort studies on lifestyle and fertility [8,9,24,25]. In both studies, participants enroll via the Internet and all data are collected by means of Web-based questionnaires. Snart-Gravid.dk was launched in June 2007. It was succeeded in August 2011 by SnartForaeldre.dk, which incorporates a dietary questionnaire and includes male partners (Figure 1). Recruitment for SnartForaeldre.dk is ongoing [26].

The study period for this paper, which focuses on female recruitment in both studies (in the following referred to as one study), is June 2007 through December 2013.

Figure 1. The frontpage of the SnartForaeldre.dk website.
Study Population

The recruitment area for Snart-Gravid.dk and SnartForaeldre.dk covers all of Denmark (total population of 5.7 million on January 1, 2016, and 58,205 births in 2015) [27]. Eligible female participants have a Danish civil registration number, are aged 18-45 years old (18-40 years in Snart-Gravid.dk), in a stable relationship with a male partner, and attempting to become pregnant. To enroll, participants have to (1) visit the study website, which contains information on eligibility criteria and informed consent and (2) complete a Web-based screening questionnaire to determine eligibility. As part of this process, participants provide their civil registration number, which is a unique, personal 10-digit number assigned to all Danish residents at birth or upon immigration. No incentives are offered to participants, who are followed until they achieve a pregnancy, start fertility treatment, or end of observation (12 cycles). In both studies, enrollment is based on completion of a comprehensive baseline questionnaire, which takes an average of 22 minutes [28].

A substudy, SnartForaeldre.dk/Milieu, was introduced to pilot test the feasibility of collecting blood and urine samples to investigate associations between endocrine disruptors and fertility. Participation in the substudy required enrollment in SnartForaeldre.dk and residence in the Aalborg area (population of 205,407 in December 2013) [29].

Recruitment Methods

During the study period, we employed several online and offline recruitment methods to increase awareness about the study and to encourage enrollment. All advertisements were designed by the same graphics designer and used images, colors, and text phrases identical with or similar to the respective study website to enhance recognition. The most frequently used text was “Planning to get pregnant? Help us find out whether lifestyle influences your ability to become pregnant.”

Offline Recruitment Methods

Three offline recruitment methods were used to attract attention to our study: press releases, posters, and flyers.

A total of 6 press releases with various topics were issued; of which, 3 press releases were written and disseminated with the assistance of contracted, external journalists, 1 was handled by study staff alone, and 2 were issued with help from an internal journalist from Aarhus University. We obtained information from media surveillance companies on the numbers of printed and Web-based articles, and radio or TV features that the press releases resulted in.

The costs of obtaining the services of external journalists and a media surveillance company were €2281.29 and €1761.91 for the first 2 press releases, respectively, and €1772.54 for the fourth press release. Issuing the other press releases involved no direct costs as internal institutional resources were used.

A small A4-size (210x297 mm) poster with information about the study was designed (Figure 2). Each copy was equipped with a block of 50 post-it notes providing study information. The poster included a quick response (QR) code providing a direct link to the study website when scanned with a smart phone. Study staff and colleagues placed 133 posters on notice boards in libraries, hospital canteens, fitness centers, grocery stores, and other public places. In total, €377.76 was paid for the design of the poster, the QR-code, and the post-it notes and for printing.

Flyers advertising SnartForaeldre.dk, and the substudy, SnartForaeldre.dk/Milieu were distributed to pharmacies, a few stores, and 54 general practitioners’ (GP) offices in the city of Aalborg (Figure 3). Costs for designing the flyer and printing 3500 copies were €604.31.

Online Recruitment Methods

Online campaigns, primarily consisting of online advertisements, were placed on different websites: Netdoktor.dk, Minmave.dk, Facebook, Sundhedsguiden.dk, Baby.dk, and Aarhus University (AU). When participants clicked on an advertisement, they were automatically redirected to the study website.
Netdoktor.dk is a popular general health website. Two online advertisements of different sizes were posted 2 weeks after the launch of Snart-Gravid.dk (Figure 4). Netdoktor.dk agreed to show the advertisement until it had generated 2500 participants at a fixed price of €3.93 each. For the SnartForaeldre.dk study (Figure 5), Netdoktor.dk committed itself to recruit 10,000 women at a fixed price of €2.99 per enrolled participant. Netdoktor.dk controlled the timing of advertisements to be able to prioritize campaigns by full-price advertisers.

Facebook is a popular social media website. In total, 8 advertisements, lasting 8-10 days each, were posted on Facebook. The advertisements were targeted at potential participants, that is, female, 18-40 years old, speaking Danish, and married or in a relationship. Seven advertisements targeted women living anywhere in Denmark and one targeted only women living in the city of Aalborg.

Advertising on Facebook is managed on the Internet and the price is based on a bidding system. Depending on the number of advertisers aiming at the same target group, the system suggests a price range, within which it is likely that your advertisement will be shown. It is possible to pay per 1000 impressions, that is, the number of times an advertisement is shown on the site, or per click and to choose a daily spending limit. We paid per click and chose a limit of €13.33 per day for 8-10 days at a time. The SnartForaeldre.dk study staff also created a page on Facebook to promote the study. Postings were made by staff and thus incurred no direct costs.

Sundhedsguiden.dk is a general health website. We made an agreement including 100,000 impressions of banner advertisements at an overall fixed price of €1077 over a period of 8 months.

Minmave.dk is a website for pregnant women, that is, women who want to become pregnant and women with infants. We negotiated an agreement covering 5 one-month campaigns, each consisting of 500,000 impressions of banner advertisements, 50,000 pop up/overlay banner impressions within the category “Fertility,” and short texts in 3 electronic newsletters distributed to subscribers. An overall fixed price of €2019 was paid for each of the 5 campaigns.

Baby.dk is a website aimed at parents of infants, pregnant women, and women wanting to become pregnant. We made an agreement including continuous display of a top banner advertisement and a continuous “ownership” picture on a fertility page for 3 months, as well as placement of 2 stories about our study on the website at an overall fixed price of €673.

The Aarhus University Communications Department placed 2 short postings about SnartForaeldre.dk, including links to the study website, on the AU intranet, which reaches approximately 38,000 students and on the AU Facebook page. The postings were free of charge.

Assessment of Number of Participants Recruited by Each Method

We defined seven categories of mutually exclusive recruitment methods: online advertisements, press releases, posters, flyers, SnartForaeldre homepage, other homepages, and “other.” We used two data sources, electronic tracking and self-reported data, to determine the recruitment method for each participant. The number of participants enrolled as a result of online advertisements was obtained by electronically tracking participants’ click on the advertisements via Uniform Resource Locator (URL) using different URL codes for each online campaign. URL tracking overruled any self-reported response by the participants. Facebook provided detailed statistics regarding the number of impressions and the number of clicks for each advertisement placed on its website. In addition, we calculated a click-through rate, that is, the number of times someone clicked on an advertisement divided by the number of times it was shown, and a conversion rate, that is, the number of people who enrolled after having clicked on the advertisement (and thus registered by its unique URL) divided by the total number of people who clicked on the advertisement.

The remaining participants were categorized according to their response to the following question on the baseline questionnaire: “How did you hear about the present study?” The response options were: “SnartForaeldre website,” “Facebook,” “Netdoktor,” “Other websites or blogs or chatrooms,” “Poster,” “Flyer from my GP,” “Radio,” “Television or teletext,” “Newspapers,” “Weekly magazines,” “Previously participated...”
in study,” and “Word of mouth,” as well as an open-ended “Other.” It was possible to mark multiple response options. Any open-ended response that could be linked unambiguously to an online advertisement was categorized as such.

The number of women who enrolled as a result of press releases was determined by identifying those who, within a period of 2 weeks after a press release, marked at least one of the following responses: “Other homepages,” “Radio,” “TV or teletext,” “Newspapers,” “Weekly magazines,” or “Other magazines,” without marking any other answers. In a sensitivity analysis, we expanded the time period to 4 weeks.

In a subanalysis, we estimated the average number of participants recruited per 30 days for each online recruitment method.

Finally, we excluded women who did not respond to the question “How did you hear about the study?” or who outside a press release window marked more than one answer. The reason for these exclusions was the inability to assign respondents to one specific recruitment category.

Costs

For each recruitment method, costs per enrolled participant were calculated by dividing the total direct expenses (which did not include salary expenses for study staff) by the number of participants recruited from that method. For the recruitment methods “SnartForaeldre homepage,” “other homepages,” and “other,” costs per enrolled participant were not calculated as these methods were free of charge. All costs are reported in euros, applying exchange rates as of March 2012.

Results

Overall Recruitment

In total, 8258 participants were recruited for our Web-based cohort study during the study period (Figure 6). We excluded 534 (6.5%) participants from this analysis as they either did not answer the question on how they heard about the study (n=19) or they provided more than one answer (515 respondents, among whom 452 provided two answers, 59 provided three answers, and 4 gave four answers). Thus, the final study population consisted of 7724 participants. Of these, 3985 (51.6%) were recruited by online advertisements, 803 (10.4%) were recruited by offline methods, and 2382 (30.8%) were recruited from two other online methods, that is, “SnartForaeldre homepage” and “other homepages” (see Figure 6). Other methods generated 554 participants (7.2%), of whom 271 (48.9%) learned about the study from word-of-mouth, whereas 222 (40.1%) heard about the study through radio, TV, newspapers, or magazines outside the time window of a press release. Of the 3985 participants recruited from online advertisements, 3866 were tracked electronically and 119 were categorized based on self-reported data.
Offline Recruitment Methods

For the offline methods, six press releases yielded 747 participants in total. The press releases generated between 8 and 81 articles/features and recruited between 21 and 506 participants at a cost of €0 to €24.28 per participant. Three press releases were issued without external assistance and were not assigned a price (Table 1). The sensitivity analysis in which the time window of the definition of the “press release recruitment” was changed to 4 instead of 2 weeks did not change the cost per participant for the last four press releases. However, for the press release “Launch of Snart-Gravid.dk” the average cost per participant decreased from €4.51 to €3.35 and for the second press release “Funding received to continue study,” the average cost declined from €18.35 to €11.82. Distribution of 133 posters resulted in 47 participants at a cost of €8.04 each, whereas the distribution of 3500 flyers for display led to 9 participants, each costing €67.50 (Table 1). The average cost per participant recruited via offline recruitment methods initiated by study staff was €9.06.
Table 1. Costs and number of participants recruited by offline recruitment methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>Characteristics</th>
<th>Participants</th>
<th>Average costs per participant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Press releases</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Launch of Snart-Gravid.dk</td>
<td>35 articles/features</td>
<td>506</td>
<td>4.51</td>
</tr>
<tr>
<td>Funding received to continue study</td>
<td>50 articles/features</td>
<td>96</td>
<td>18.35</td>
</tr>
<tr>
<td>Investigating impact of H1N1 influenza</td>
<td>8 articles/features</td>
<td>28</td>
<td>0.00</td>
</tr>
<tr>
<td>Launch of SnartForaeldre.dk</td>
<td>58 articles/features</td>
<td>73</td>
<td>24.28</td>
</tr>
<tr>
<td>Results: physical activity</td>
<td>84 articles/features</td>
<td>23</td>
<td>0.00</td>
</tr>
<tr>
<td>Results: oral contraceptives</td>
<td>81 articles/features</td>
<td>21</td>
<td>0.00</td>
</tr>
<tr>
<td>Posters</td>
<td>133 placed in canteens,</td>
<td>47</td>
<td>8.04</td>
</tr>
<tr>
<td>Flyer</td>
<td>super markets, and so on</td>
<td></td>
<td></td>
</tr>
<tr>
<td>All offline methods</td>
<td>3500 distributed to GP(^a) offices, pharmacies, and so on</td>
<td>9</td>
<td>67.50</td>
</tr>
</tbody>
</table>

\(^a\)GP: general practitioners.

Online Recruitment Methods

Online methods comprised online campaigns including banner advertisements on various websites. A total of 4 years and 7 months of frequent advertisements on Netdoktor.dk generated 2912 participants, each at a fixed price of €3.93 in Snart-Gravid.dk and €2.99 in SnartForaeldre.dk. Factoring in 59 participants who stated that they heard about the study from Netdoktor.dk, but who were not tracked electronically, the costs were €2.74 per participant in SnartForaeldre.dk (Table 2). The average number of participants recruited via Netdoktor.dk per 30 days was 73 in Snart-Gravid.dk and 27 in SnartForaeldre.dk.
### Table 2. Costs and number of participants recruited by online recruitment methods.

<table>
<thead>
<tr>
<th>Online advertising campaigns</th>
<th>Characteristics</th>
<th>Participants N</th>
<th>Average costs per participant €</th>
<th>Tracked per 30 days</th>
<th>Self-reported</th>
<th>Tracked and self-reported</th>
</tr>
</thead>
<tbody>
<tr>
<td>Netdoktor.dk</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Snart-Gravid.dk</td>
<td>One campaign, 31 months</td>
<td>2273</td>
<td>3.93a</td>
<td>N/Ab</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SnartForældre.dk</td>
<td>One campaign, 24 months</td>
<td>639</td>
<td>2.99a</td>
<td>2.74</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minmave.dk</td>
<td>Five campaigns, 1 month each</td>
<td>689</td>
<td>14.93</td>
<td>14.78</td>
<td></td>
<td></td>
</tr>
<tr>
<td>October 1, 2012</td>
<td></td>
<td>212</td>
<td>9.70</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>January 20, 2013</td>
<td></td>
<td>158</td>
<td>13.02</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>March 1, 2013</td>
<td></td>
<td>142</td>
<td>14.49</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>May 14, 2013</td>
<td></td>
<td>88</td>
<td>23.37</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>August 31, 2013</td>
<td></td>
<td>89</td>
<td>23.11</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sundhedsguiden.dk</td>
<td>One campaign, 8 months</td>
<td>11</td>
<td>115.12</td>
<td>105.53</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baby.dk</td>
<td>One campaign, 3 months</td>
<td>19</td>
<td>45.40</td>
<td>41.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AU.dk</td>
<td>Postings on AU intranet and AU Facebook page</td>
<td>4</td>
<td>0.00</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Facebook</td>
<td>Seven nationwide advertisements, 8-10 days each</td>
<td>230</td>
<td>3.44</td>
<td>2.83</td>
<td></td>
<td></td>
</tr>
<tr>
<td>All online methods</td>
<td></td>
<td>3866</td>
<td>6.22</td>
<td>6.04</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aNegotiated, fixed price per recruited participant.

bN/A: not available.

cAU: Aarhus University.

Five one-month campaigns on Minmave.dk resulted in 689 participants at an average cost of €14.93 each. Factoring in 7 participants who stated that they heard about the study from Minmave.dk, but who were not tracked by a URL code, the average cost was €14.78 each. However, the number of recruited participants decreased from 212 participants in the first campaign to 89 in the last campaign. Consequently, the corresponding cost per recruited participant increased from €9.70 to €23.11 in the course of the campaigns (Table 2). On average, 138 participants were recruited from Minmave.dk per 30 days.

An advertisement on Sundhedsguiden.dk yielded 11 participants at €115.12 each over 8 months, whereas a 3-month campaign on Baby.dk generated 19 participants at €45.40 each. When we included participants who reported that they knew about the study from these websites but were not tracked, the cost per participant was €105.53 for Sundhedsguiden.dk and €41.08 for Baby.dk (Table 2).

Seven nationwide advertising periods of 8-10 days on Facebook yielded 230 participants at an average cost of €3.44 each (Table 2). Factoring in 50 participants who stated that they heard about the study from Facebook, but who were not tracked electronically, the average cost per participant was €2.83. It was found that one Facebook advertisement targeted only at women living in Aalborg, that is, a small target population, resulted in 1 participant at the cost of €21.94 (Table 3). In terms of individual nationwide Facebook advertisements, the number of recruited participants varied between 22 and 84 for the first four advertisements, whereas the number was 11 or less for the last three advertisements. The average cost per participant ranged from €1.32 to €22.18. The lowest number of impressions was 16,776 and the highest was 409,129. The click-through rate varied between 0.13% and 1.85%. The conversion rate steadily decreased from 12.07% for the first Facebook advertisement to 1.61% for the last. The average number of participants recruited from Facebook per 30 days was 121.

The average cost per participant recruited via any online recruitment method initiated by study staff was €6.22 for those tracked electronically compared with an average of €9.06 for offline methods.
Table 3. Costs and number of participants tracked by Uniform Resource Locator codes in advertisements on Facebook.

<table>
<thead>
<tr>
<th>Target area</th>
<th>Time</th>
<th>Impressions</th>
<th>Clicks</th>
<th>Click-through rate</th>
<th>Participants</th>
<th>Conversion rate</th>
<th>Average costs per participant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nationwide</td>
<td>March 30 to April 7, 2010</td>
<td>409,129</td>
<td>696</td>
<td>0.17</td>
<td>84</td>
<td>12.07</td>
<td>1.32</td>
</tr>
<tr>
<td>Nationwide</td>
<td>June 29 to July 7, 2010</td>
<td>250,324</td>
<td>587</td>
<td>0.23</td>
<td>60</td>
<td>10.22</td>
<td>1.85</td>
</tr>
<tr>
<td>Nationwide</td>
<td>November 25 to December 2, 2010</td>
<td>271,176</td>
<td>403</td>
<td>0.15</td>
<td>42</td>
<td>10.42</td>
<td>2.64</td>
</tr>
<tr>
<td>Nationwide</td>
<td>September 22-29, 2011</td>
<td>247,412</td>
<td>324</td>
<td>0.13</td>
<td>22</td>
<td>6.79</td>
<td>5.04</td>
</tr>
<tr>
<td>Aalborg</td>
<td>October 9-16, 2011</td>
<td>84,565</td>
<td>39</td>
<td>0.05</td>
<td>1</td>
<td>2.56</td>
<td>21.94</td>
</tr>
<tr>
<td>Nationwide</td>
<td>May 3-12, 2012</td>
<td>79,624</td>
<td>157</td>
<td>0.20</td>
<td>6</td>
<td>3.82</td>
<td>16.65</td>
</tr>
<tr>
<td>Nationwide</td>
<td>October 31 to November 9, 2013</td>
<td>23,423</td>
<td>344</td>
<td>1.47</td>
<td>11</td>
<td>3.20</td>
<td>12.53</td>
</tr>
<tr>
<td>Nationwide</td>
<td>December 21-28, 2013</td>
<td>16,776</td>
<td>311</td>
<td>1.85</td>
<td>5</td>
<td>1.61</td>
<td>22.18</td>
</tr>
<tr>
<td>Nationwide, in total</td>
<td>1,297,864</td>
<td>2822</td>
<td>0.22</td>
<td>230</td>
<td>8.15</td>
<td>3.44</td>
<td></td>
</tr>
</tbody>
</table>

aThe number of times an advertisement was shown.
bThe number of people who clicked on the advertisement.
cThe proportion of people who saw the advertisement and clicked on it.
dThe proportion of people who clicked on the advertisement and were enrolled.

Discussion

Principal Findings

In our study population of 7724 pregnancy planners recruited into a prospective cohort study, the majority (6367 participants, 82.4%) were recruited using online recruitment methods. Offline recruitment methods and other methods accounted for 10.4% (803/7724) and 7.2% (554/7724) of participants, respectively. Overall, the average cost per participant was €6.22 for online methods initiated by study staff versus €9.06 for offline methods. Though online methods were the most efficient recruitment tools, costs ranged from €2.74 to €105.53 per participant. Costs per participant for offline methods ranged from €0 (press release issued with institutional assistance, free of charge) to €67.50. We were able to monitor efficiency (the total number of recruited participants), over time for Facebook and Minmave.dk, and found that efficiency decreased while cost per participant increased over time.

Limitations

We lacked access to information on the number and timing of impressions on Netdoktor.dk. Thus, we were unable to trace any fluctuation in efficiency over time of a prime recruitment method—the advertisements on Netdoktor.dk. We can only speculate whether the efficiency of these advertisements decreased over time as was the case with our advertisements on Facebook and the campaigns on Minmave.dk.

The average number of participants recruited per 30 days from online campaigns varied from 1 (Sundhedsguiden.dk) to 138 (Minmave.dk). Minmave.dk and Facebook yielded the highest average number of participants per 30 days. However, the number of impressions for Netdoktor.dk was unknown and it varied both across and within the other recruitment methods, limiting the comparability of the numbers.

The possible imprecision of the estimated efficiency of press releases is also a concern. The number of recruited participants yielded by this method was defined according to a given time period, which may have been too short. As indicated in our sensitivity analysis, more women may have been recruited from this method than we calculated, and thus, we may have overestimated the average cost per participant.

Another limitation is the possibility that participants who reported that they learned about the study from “Other home pages” (2281 participants, 29.5%) may have seen an online advertisement but not clicked on it. Instead they may have signed up later directly via the study website. Thus, the number of participants recruited by each online advertisement may have been underestimated.

Our exclusion of 515 women who marked more than one answer to the question “How did you hear about the study?” may also...
be viewed as a study limitation, as it may have led to overestimation of the cost per participant. However, had these women been assigned to two or more categories of recruitment methods, they would have been counted twice and costs would have been underestimated.

**Comparison With Prior Work**

**Online Methods**

Our special agreement with Netdoktor.dk involved paying a fixed price of less than €4 per recruited participant and resulted in 2971 participants during the study period. Such an agreement seems unusual. However, Ramo et al [20] reported a similar arrangement with a Web-based sampling service that sent out email invitations to people signed up as volunteers for completing Web-based surveys. They paid a fixed price of US $19.24 (€14.71) per completed survey and achieved 67 in 6 months. Thus, their price was much higher than the price we negotiated with Netdoktor.dk.

Compared with other studies, the overall average cost of €6.22 per participant recruited by online methods in our study is low. Graham et al [21] reported an average cost per registrant of US $209.34 (€160.06) (ranging from US $73.76 (€56.40) to US $4166.67 (€3185.84)) in their study on the effectiveness of advertisements placed on four different Spanish-language websites to recruit Latinos for a Web-based smoking cessation program. Ramo et al [20] paid US $42.77 (€32.70) per participant recruited through a Web-based advertising campaign using various social networking and lifestyle-based websites.

For our North American sister study, PRESTO, Wise et al [10] reported costs of US $43.00 to $96.15 (€32.88 to €73.52) per participant for those recruited via online advertisements placed on websites other than Facebook. This agrees with the costs of the less efficient websites used for advertising our study, which cost up to €115 per participant.

The efficiency of advertisements on Facebook varied greatly in our study and decreased over time. As the number of impressions decreased markedly throughout the study period, the advertisements were shown fewer times at the same cost. Interestingly, the click-through rate was considerably higher for the last two advertisements (1.47% and 1.85%) compared with the first six (0.05-0.23%). However, this did not translate into more participants as the conversion rate decreased throughout the study period. Still, the average cost per participant recruited from Facebook advertisements was relatively low at €3.44.

Ramo and Prochaska [13] compared 20 different advertisements placed on Facebook over a 13-month period to recruit 18- to 25-year-olds for a survey on the use of tobacco and other substances. Efficiency varied widely across the advertisements. In addition, both the number of impressions and the number of clicks increased over time, but not concomitantly. Ramo et al paid an average cost of US $4.28 (€3.27) per completed survey, similar to our costs.

In comparison with the average cost of €3.44 per recruited woman via Facebook in our study, costs ranging from €6.73 to €19.48 have been reported in studies on nutrition [14,30], general health [19], smoking cessation [31], and childbirth preferences [7]. Our sister study, PRESTO, and another study by Richiardi et al, with a topic and target group similar to ours, paid US $27.77 (€21) and €25, respectively, per woman recruited from Facebook advertisements [10,17].

In contrast to our results, Thornton et al [12] reported costs of US $1.86 (€1.42) per participant recruited by Facebook advertisements for a survey about tobacco, cannabis and alcohol use, and mental health, whereas Nelson et al [15] paid US $1.36 (€1.04) per participant who completed a Web-based survey on human papillomavirus (HPV) vaccine uptake.

Bearing in mind that the price per click varies according to the Facebook bidding system and the number of advertisers opting for the same target group, costs from the various studies using Facebook depend either on the target country or area, and may not be directly comparable. The criteria by which Facebook advertisements can be tailored to reach specific target populations also vary from one country to another. Wise et al [10] reported that they used “newlyweds” as a target criterion for the PRESTO study in the United States, whereas this criterion was not available on Facebook in Denmark during our study period. Thus, the efficiency of Facebook advertisements may be influenced by how precisely the advertisement can be targeted at potential participants.

Another factor influencing comparability is the use of incentives for enrolling. Announcing incentives before enrollment may make more people want to sign up for the study in question [12,22]. Among other studies using Facebook advertisements, all used incentives [7,10,12-15,19,30], except for one [17]. Apart from the PRESTO study by Wise et al [10], which offered incentives for completing a required number of follow-up questionnaires, incentives were offered for enrollment and thus could have affected people’s inclination to participate. Some studies have reported the use of incentives worth US $15 (€11.46) [30] and US $20 (€15.28) [15] per participant. One could argue that these costs should be included in the overall recruitment cost per participant. However, this would make it more difficult to compare costs directly.

Some studies using online enrollment methods have reported problems with duplicate entries, in particular studies offering incentives [15,20,30]. We did not offer incentives and our study participants had to provide their unique 10-digit civil registration number to enroll, thus ruling out the possibility of multiple entries. The fact that multiple entries into the study was impossible is a major strength of our study and means that the reported number of participants recruited by each method reflects the actual number of distinct eligible individuals responding to the advertisement.

It may be a concern that online recruitment may not yield a sample which is representative of the background population. However, this concern is of relevance in a cross-sectional study that aims to estimate the prevalence of a disease or a risk factor in a given population at a given time. We do not recruit participants to a cross-sectional study, but into a cohort, where we follow our participants until they achieve a pregnancy, start fertility treatment, or end of observation (12 cycles). On the basis of comparisons within the cohort, we estimate associations...
between various exposures and time to pregnancy. Some differences are likely to exist between our population and all Danish women trying to conceive, but these differences are unlikely to affect the internal comparisons made within our cohort. In addition, in a recent validation study, we showed that the selection bias was not a major concern in the associations under study [25].

The focus of our study on fertility could explain why our recruitment methods proved more efficient compared with some other studies. We had the advantage of an interesting topic—the expectations associated with possible, impending motherhood. Harris et al speculated that the topic of their study on contraception and pregnancy plans motivated women to enroll. Although their study offered incentives, they found that Facebook advertisements not mentioning the incentive, but rather focusing on generating new scientific knowledge to benefit other women, were highly efficient [6].

Similar to other studies that recruit hard-to-reach populations [13,15], we found that online recruitment methods were indeed a viable method to reach our target population.

As was the case with Facebook, the efficiency of the online campaigns on Minmave.dk decreased over time. The average cost per participant thus increased from €9.70 to €23.11. A possible explanation could be saturation of the target population on Minmave.dk. Another explanation could be the increasing tendency toward the use of smaller devices, like tablets and smartphones, for accessing the Internet [18]. However, due to the length of our questionnaire and the comprehensiveness of the questions, it would be cumbersome to complete it on a mobile phone.

**Offline Methods**

The offline methods used in our study were less efficient than the online methods in terms of total number of enrolled participants. In a French Web-based study on nutrition, Kesse-Guyot et al [11] included offline methods to recruit participants and found that only 0.61% and 1.69% of participants learned about the study from posters and flyers, respectively. Our findings are similar, as only 0.61% (47) and 0.12% (9) of our participants reported hearing about the study from posters and flyers, respectively. Kesse-Guyot et al also reported varying effects of their mass-media campaigns, which were launched with a press release and a press conference. They experienced the highest peak in enrollment after the first campaign or press release. This was also the case in our study.

When Wise et al [10] used flyers as a recruitment method, they gained 46 participants (out of 2421 in total) at a cost of US $12 (€9.18) each, whereas postcards led to 15 participants costing US $87 (€66.52) each. Thus, their experience with offline methods is similar to ours in terms of poor efficiency and relatively high costs per participant.

In general, studies employing both offline and online methods to recruit participants for Web-based data collection have found offline methods to be less efficient [6,10,22,23]. This difference may stem from the extra participant effort required by offline methods. After seeing a poster in, for example, the gym, you would have to go online and find the study homepage to enroll. In contrast, when an advertisement is provided on the Internet, enrollment is only a few clicks away [21,23]. It should also be kept in mind that offline methods are more labor-intensive for the research team [7]. This factor was not taken into account in the costs reported in our study. In addition, compared with offline methods, online methods seem more familiar to our young target population, which increasingly conducts daily communications [31].

**Conclusions**

We were able to recruit large numbers of women for our Web-based prospective cohort study on fertility. We found that online recruitment methods were superior to offline methods in terms of efficiency (total number of participants enrolled). Both online and offline costs per enrolled participant showed great internal variation. However, given the higher workload associated with offline methods and the lower efficiency, online methods appear the most appealing. The study topic and the use of incentives are likely to influence the efficiency of recruitment methods and the fact that efficiency of online methods may decrease over time suggests that it may be optimal to use multiple online methods.
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Abstract

Background: Research in psychology demonstrates a strong link between state affect (moment-to-moment experiences of positive or negative emotionality) and trait affect (eg, relatively enduring depression and social anxiety symptoms), and a tendency to withdraw (eg, spending time at home). However, existing work is based almost exclusively on static, self-reported descriptions of emotions and behavior that limit generalizability. Despite adoption of increasingly sophisticated research designs and technology (eg, mobile sensing using a global positioning system [GPS]), little research has integrated these seemingly disparate forms of data to improve understanding of how emotional experiences in everyday life are associated with time spent at home, and whether this is influenced by depression or social anxiety symptoms.

Objective: We hypothesized that more time spent at home would be associated with more negative and less positive affect.

Methods: We recruited 72 undergraduate participants from a southeast university in the United States. We assessed depression and social anxiety symptoms using self-report instruments at baseline. An app (Sensus) installed on participants’ personal mobile phones repeatedly collected in situ self-reported state affect and GPS location data for up to 2 weeks. Time spent at home was a proxy for social isolation.

Results: We tested separate models examining the relations between state affect and time spent at home, with levels of depression and social anxiety as moderators. Models differed only in the temporal links examined. One model focused on associations between changes in affect and time spent at home within short, 4-hour time windows. The other 3 models focused on associations between mean-level affect within a day and time spent at home (1) the same day, (2) the following day, and (3) the previous day. Overall, we obtained many of the expected main effects (although there were some null effects), in which higher social anxiety was associated with more time or greater likelihood of spending time at home, and more negative or less positive affect was linked to longer homestay. Interactions indicated that, among individuals higher in social anxiety, higher negative affect and lower positive affect within a day was associated with greater likelihood of spending time at home the following day.

Conclusions: Results demonstrate the feasibility and utility of modeling the relationship between affect and homestay using fine-grained GPS data. Although these findings must be replicated in a larger study and with clinical samples, they suggest that integrating repeated state affect assessments in situ with continuous GPS data can increase understanding of how actual homestay is related to affect in everyday life and to symptoms of anxiety and depression.

KEYWORDS
mental health; depression; social anxiety; affect; homestay; mobile health

Introduction
Our emotional or affective experiences are a central determinant of our behavior, and, in turn, how we behave has an enormous impact on how we feel. Survey results from 2014 showed that, at the trait or more enduring symptom level, 27% of US college students reported feeling “too depressed to function” and 40% reported feeling overwhelming anxiety at least once [1]. Importantly, even subthreshold levels of depression and social anxiety can have a damaging effect on current and future academic performance, relationship quality, and self-esteem [2,3]. Depression and social anxiety are marked by high trait negative affect (ie, the propensity to experience distressing emotions) and low trait positive affect (ie, the propensity to not experience pleasurable emotions) [4]. Not surprisingly, individuals higher in trait negative affect and lower in trait positive affect tend to experience more negative and less positive emotional states (ie, transient fluctuations in mood), as found in past research on depression and social anxiety [5,6].

One key corollary of both trait and state affect is thought to be the degree to which someone seeks out or avoids social contact and engages in activities that provide reinforcement from the environment. To test this idea, researchers typically use questionnaires and ask people to retrospectively report on how positive or negative they have felt and how much social contact they have had over a predetermined period (eg, the last 2 weeks) or in general. Findings generally suggest that positive affect is associated with self-reported approach behavior, such as healthy social engagement, whereas negative affect is associated with self-reported avoidance behavior, such as social isolation [7,8]. While these findings are consistent with the prediction that engaging in activities is associated with healthier emotional functioning, this methodology is limited in its ability to inform researchers about people’s actual experiences in everyday life, such as the ways in which mood and time spent at home (a measure suggestive of social isolation) are linked. One concern is that a wealth of research has documented limitations in people’s ability to retrospectively report on complex behavioral patterns [9]. Yet knowing how affect, symptoms, and time spent at home are actually linked in real time is critical, both to test influential theories and to guide treatment for individuals with dysregulated trait affect, such as persons with anxiety and depressive disorders. For instance, behavioral activation treatment seeks to decrease depressive symptoms by having patients seek out activities that provide reinforcement [10]. To improve behavioral activation and related treatments that strive to reduce withdrawal and avoidance behaviors (as is standard in cognitive behavior therapy for mood and anxiety disorders) [11], we need a more fine-grained understanding of how time spent at home is related to affective experiences in everyday life. Our research can help provide this understanding by using a new approach to integrate passively sensed global positioning system (GPS) data with in situ state affect assessments.

Until recently, mental health researchers had to rely mostly on static and imprecise self-report measures to infer crucial behavioral patterns, such as avoidance and social isolation (unless they were able to invest enormous resources to do in-person observations, which are rare and typically provide only a small sample of a person’s behaviors). Advances in mobile phone technology now make it possible to continuously and unobtrusively monitor where someone is without needing to ask. For example, previous research has found that passively sensed location information can predict depressive symptoms with impressive accuracy [12,13], and researchers have begun to explore passively and actively sensed indicators of stress and health behaviors in college students [14], although little work has focused on how to integrate passively sensed data with affective experiences generated from in situ repeated assessments.

We hypothesized that higher levels of negative affect and lower levels of positive affect (as reflected in trait affect scores from depression and social anxiety symptoms, as well as state affect scores from ecological momentary assessment) would be associated with increased time spent at home. We focused on time spent at home to index isolation because “homestay” is widely recognized by clinicians as an indicator of social disengagement, particularly on college campuses where opportunities for social interaction are plentiful. Moreover, previous research has demonstrated that homestay is a positive predictor of depressive symptoms [13]. Although we had a central hypothesis that time spent at home would be associated with feeling worse (more symptoms, and more negative or less positive state affect), given the novelty of integrating fine-grained location data from GPS sensors with repeated in situ sampling of affect, we did not have specific hypotheses regarding the time course of the homestay-affect links, and therefore explored different models that varied the temporal connections examined. Thus, in addition to testing whether existing theoretical relationships between (trait and state) affect and social isolation could be found in a temporally rich dataset, another contribution of this research is to better understand how best to leverage time-rich data through different models (eg, by looking at mean affect and change in affect as factors associated with concurrent homestay, as well as associations between mean affect, and prior and future homestay).

Methods
Participants
In total, 72 undergraduates between 18 and 23 years old (mean 19.8, SD 2.4, 37 female) completed the study in exchange for course credit or payment. Because this research used a novel, customized mobile phone app that was only compatible with Android platforms, we recruited participants with Android phones through email advertisements sent to a university email listserv for undergraduate students, as well as through an undergraduate study participant pool. The sample reported their race/ethnicity as 42% (30/72) white, 38% (27/72) Asian, 4% (3/72) black, 4% (3/72) Latino, and 13% (9/72) multiracial or unspecified. Due to software bugs and compatibility issues that...
resulted in some participants having little to no data, we excluded 9 participants from data analysis, leaving 63 participants. The study was approved by the local university institutional review board.

Self-Report Measures

Social Anxiety
The Social Interaction Anxiety Scale (SIAS) [15] assesses distress from social interactions and was administered at a baseline laboratory session. Participants rated the degree to which they agreed with 20 statements (eg, “I have difficulty talking with other people”) from 0 (“not at all characteristic of me”) to 4 (“extremely characteristic of me”). The SIAS has been found to differentiate individuals with social anxiety disorder from healthy control participants [15,16]. We examined SIAS scores on a continuous scale (sample mean 29.9, SD 9.6) to obtain the full range of scores (to assess moderation) and in keeping with recommendations from US National Institute of Mental Health Research Domain Criteria: Interim Guidance (Notice Number NOT-MH-11-005) [17]. Based on documented scores among individuals with a diagnosis of social anxiety disorder (mean 40.0, SD 16.0) [15], approximately 16% of our study’s sample likely scored above the mean of a diagnosed sample. Internal consistency of the SIAS in our sample was good (alpha=.83).

Depression
We used the 7-item depression subscale of the Depression, Anxiety and Stress Scale (DASS-21) [18] to assess depressive symptoms and administered it at a baseline laboratory session. Participants rated the degree to which statements applied to them over the past week (eg, “I felt downhearted and blue”) from 0 (“did not apply to me at all”) to 3 (“applied to me very much, or most of the time”). In a way similar to the SIAS analysis, we examined depression on a continuous scale (mean 3.3, SD 2.4). Scores among individuals with a diagnosis of major depressive disorder have been previously documented (mean 15.0, SD 4.6) [18]. Internal consistency of the DASS-21 depression subscale in this study’s sample was excellent (alpha=.91).

State Affect (In Situ)
Each day, participants provided up to 6 separate ratings for current positive (“How positive are you feeling?”) and negative (“How negative are you feeling?”) affect using a visual analog scale (designed to minimize influence of one’s previous ratings on the current rating) from “not at all” to “very positive” or “very negative.” Each scale was coded from 0 to 100. Sliding scales were always initially presented as at the midpoint to reduce biased reporting (Figure 1).
Feature Extraction Using Unobtrusive Data

We indexed social isolation by the percentage of time a participant spent at home relative to other locations. While time at home does not necessarily indicate lack of social interaction, it does suggest lack of engagement with external reinforcements, and variants of homestay have been examined in previous research leveraging GPS data [13]. Identification of home location was based on the most frequent appearance of localities of each participant during nighttime (12:00 AM to 6:00 AM) every day, a method used in past research [13]. No participants had multiple home locations. On any given day, GPS data were over 90% (>173/192) complete between the hours of 10:00 AM and 6:00 PM, based on dividing the amount of data collected by the total amount of possible data. We attributed missing GPS data to users turning off their phone or shutting down the app. To handle gaps in location data, we used the last observation carried forward method.

Procedure

Participants were told that the study examined thoughts and feelings as people interacted with their daily environment, and were allowed to participate in the study if they owned an Android device with operating system 4.3 or higher. All data were collected in the spring semester and participants started the study on a rolling basis. There were no active participants during long scheduled breaks (e.g., spring break). Participants completed 2 laboratory sessions separated by roughly 2 weeks (mean 16.41 days, SD 2.69 days). At the first laboratory session, after providing informed consent, participants completed measures of social anxiety and depression. At the end of the laboratory session, research staff assisted participants in downloading the app (Sensus [19]), a mobile crowd-sensing system, onto their personal mobile phones. The app was programmed to prompt participants up to 6 times per day between 9:00 AM and 9:00 PM, occurring at random times within six 2-hour windows; thus, prompts could occur between 2 minutes and nearly 4 hours apart. Due to software bugs, phone compatibility issues, and participants shutting down the app, on average, only 2.5 prompts per day were received. In addition to delivering self-report prompts, the app collected GPS location data continuously over the course of the study. Participants were made aware of the type of data the app would collect from their mobile phones. The app was active throughout the study period.
until participants came back for the second laboratory session, when they were fully debriefed. Other measures assessing psychosocial factors not directly related to this research were administered at 2 laboratory sessions, as were additional questions during the ecological momentary assessment portion of the study. A full list of measures and questions can be obtained by contacting the lead author (PIC).

Data Preprocessing
GPS location information (Figure 2) was collected every 150 seconds and uploaded to a secure Amazon Simple Storage Service server (Amazon S3; Amazon Web Services, Inc, Seattle, WA, USA). Raw GPS data were first clustered according to spatial and temporal locality [20,21]. For this study, we used 30 minutes as the temporal threshold and 30 meters as the spatial threshold. We removed GPS points where the participant stayed less than 5 minutes (eg, roads used for travel) [12,20].

Figure 2. Example of global positioning system (GPS) location data overlaid on a satellite image. The colors indicate the amount of time spent at various locations (more red indicating more time spent at a particular location, with the red line indicating a path connecting various locations).

Data Analysis
In all statistical models, state affect served as the independent variable and time spent at home was the dependent variable. Social anxiety and depression symptoms (using the SIAS and the depression subscale of the DASS-21) were entered as the moderators. We examined 4 different models. The first model examined associations between change in state affect (we examined positive and negative affect separately) across a time window lasting up to 4 hours and time spent at home during that same time window. Change in state affect was computed as the difference between self-reported affect from the start to the end of a time window (computed separately for positive and negative affect). We based the decision to use a window length of up to 4 hours on any 2 random time prompts being timed to go off at a maximum of 4 hours from one another (note that only about 12%, 329/2741, of the total random time surveys were rendered unanalyzable because they were too far apart in timing from another survey). The next 3 models examined the associations between mean-level positive and negative state affect and ratio of time spent at home over the course of a typical workday (10:00 AM to 6:00 PM). This was done for models in which state affect was associated with (1) time spent at home the same day, (2) time spent at home the following day, and (3) time spent at home the previous day (models testing prior day homestay have a predictor that follows the outcome, although we wish to stress that all models tested are correlational).

Due to skewed distribution of the time-spent-at-home variable, we computed 2 sets of analyses using generalized mixed-effects models. In 1 set of analyses, using mixed-effects regression, we entered time spent at home as a continuous variable. Time spent at home scores were log transformed to address right skew. For these analyses, we computed time spent at home as...
a ratio of the percentage of time an individual spent at home during a set window (ie, within a 4-hour period or over the course of a day), relative to the average percentage of time that individual spent at home over the entire study period. Thus, the ratio provides an indicator of whether an individual spent more or less time at home over a predefined window relative to the amount of time they typically spent at home during the study.

Another set of analyses, using mixed-effects logistic regression, examined the likelihood that an individual was at home at some point during that window (in this case, we treated time spent at home as a dichotomous variable, where 1=spent some time at home during predetermined window, and 0=did not spend any time at home during that window).

We conducted all analyses using generalized mixed-effects models and fitted them using the lme4 package in R 3.3.2 (R Foundation) [22]. We computed effect sizes representing the amount of variance explained by the fixed effects in our generalized mixed-effects models using the MuMIn package in R [23]. For analyses with mixed-effects logistic regression, in which time spent at home was a dichotomous variable, we report the unstandardized betas from our models [24]. We used generalized mixed-effects models because they can account for changes over time and missing data more effectively than repeated-measures analyses of variance. In all models, we entered subject and day as separate random intercepts to account for differences in mean responses between participants and between days. For analyses examining time windows within a day, to control for differences in the length of time windows, we entered time window length as a random slope in the analyses.

An example of the model with time spent at home as the criterion variable, state negative affect and depression as predictor variables, and subject as the random intercept is the equation $T_{si} = \beta_0 + \beta_1(NA) + \beta_2(Dep) + \beta_3(NA \times Dep) + S_{li} + e_{si}$, where $S_{li} \sim N(0, \tau_{\text{day}}^2)$ and $e_{si} \sim N(0, \sigma^2)$, and where $T$ is time spent at home, $NA$ is state negative affect, $Dep$ is trait depression, and $S_{li}$ is the random intercept.

Due to the amount of time spent at home during a given time window being evaluated relative to each participants’ personal average time spent at home (ie, a within-subject ratio) for the continuous measure, and the difficulties with interpreting prediction of prior versus same versus next day affect when the predictor was only measured at baseline, we computed a separate set of between-subjects analyses to examine the main effects of depression and social anxiety predicting both time spent at home (without accounting for each participants’ personal average time spent at home) and likelihood of time spent at home. This was done using mixed-effects regression models in which time spent at home (as a continuous or dichotomous variable) was the response variable, depression and social anxiety were predictor variables, and subject and day were random intercepts. We computed separate models for 4-hour time windows and between 10:00 AM and 6:00 PM.

**Results**

**Main Effects of Depression and Social Anxiety on Time Spent at Home**

As expected, when examining time spent at home using 4-hour windows, there was a significant main effect for social anxiety (standardized beta=.05, $P<.007$), such that a higher level of social anxiety was associated with spending more time at home during 4-hour time windows. Depression was not associated with spending more time at home during 4-hour time windows (standardized beta=.02, $P=.20$). When examining amount of time spent at home between the hours of 10:00 AM and 6:00 PM, as expected, there once again was a significant main effect for social anxiety (standardized beta=.05, $P=.02$), such that a higher level of social anxiety was associated with spending more time at home between 10:00 AM and 6:00 PM. Similarly, those higher in depression tended to spend more time at home between 10:00 AM and 6:00 PM, although this main effect did not quite reach significance (standardized beta=.03, $P=.06$).

When examining the likelihood of time spent at home using 4-hour time windows, as expected, there was a significant main effect for social anxiety (standardized beta=.37, $P=.02$), such that a higher level of social anxiety was associated with a greater likelihood of spending time at home during 4-hour time windows. The main effect of depression (standardized beta=.14, $P=.35$) on likelihood of time spent at home was not significant. When examining time spent at home between the hours of 10:00 AM and 6:00 PM, the main effect of social anxiety was not significant (standardized beta=.13, $P=.61$). Unexpectedly, there was a significant main effect for depression (standardized beta=.60, $P=.001$), such that higher depression was associated with a lower likelihood of being at home.

**Associations Between Change in Affect and Time Spent at Home in the Same Day Using Short Windows**

We then examined the associations between changes in positive and negative affect and time spent at home within the same (up to 4-hour) time windows. For analyses in which time spent at home was a continuous variable, as expected, there was a significant main effect for change in negative affect ($F_{1,230}=8.61, P=.004, R^2=.03$), such that a greater increase in negative affect (between the start and end of the time window) was associated with more time spent at home during that window. Similarly, there was a significant main effect change in positive affect ($F_{1,119}=9.71, P=.002, R^2=.03$), such that a greater increase in positive affect was associated with less time spent at home during that window. There were no significant interactions between state affect and either depression or social anxiety (all $P>.10$).

For analyses in which time spent at home was a dichotomous variable, there were no significant main effects for positive affect, negative affect, or interactions between state affect and either depression or social anxiety (all $P>.10$).
Associations Between Affect and Time Spent at Home Within the Same Day

We then examined associations between mean-level positive and negative affect and time spent at home the same day. For analyses in which time spent at home was a continuous variable, as expected, there was a significant main effect for negative affect ($F_{1,105}=5.52, P=.02, R^2=.02$), such that higher negative affect was related to more time spent at home on the same day. There was no significant main effect for positive affect, or interactions between state affect and either depression or social anxiety (all $P>.10$).

For analyses in which time spent at home was a dichotomous variable, in line with our hypotheses, there was a significant main effect for positive affect (unstandardized beta=-.03, $P=.01$), such that higher positive affect was associated with a lower likelihood of being at home. There was no significant main effect for negative affect, or interactions between state affect and either depression or social anxiety (all $P>.10$).

Associations Between Affect and Time Spent at Home the Previous Day

For models in which time spent at home was a continuous variable, there was a significant expected main effect for average positive affect ($F_{1,163}=5.16, P=.02, R^2=.03$), such that greater positive affect was associated with less time spent at home the day before. There was no significant main effect for negative affect, or significant interactions between state affect and either depression or social anxiety (all $P>.10$).

For analyses in which time spent at home was a dichotomous variable, for those higher in depression, a lower level of positive affect was associated with a higher likelihood of time spent at home the previous day, although this interaction did not reach significance (unstandardized beta=-.03, $P=.09$). There were no significant main effects for state affect, or interactions between state affect and social anxiety (all $P>.10$).

Associations Between Affect and Time Spent at Home the Following Day

For analyses in which time spent at home was a continuous variable, counter to hypotheses, there was a significant main effect for average positive affect ($F_{1,152}=7.02, P=.009, R^2=.03$), such that higher positive affect was associated with more time spent at home the next day. There was no significant main effect for negative affect, or interactions between state affect and either depression or social anxiety (all $P>.10$).

For analyses in which time spent at home was a dichotomous variable, there were no significant main effects for negative affect or positive affect ($P>.10$). Notably, there was a series of interactions in line with the general hypothesis. Specifically, a significant interaction between state negative affect and social anxiety being associated with time spent at home the next day (unstandardized beta=.05, $P=.001$) indicated that, among individuals with higher social anxiety, greater negative affect over the course of a day was associated with a greater likelihood of spending time at home the next day (Figure 3). The finding was similar for those higher in depression with a high level of negative affect, although this interaction did not reach significance (unstandardized beta=.02, $P=.07$). Further, there was a significant interaction between positive affect and social anxiety (unstandardized beta=-.04, $P=.007$), such that among individuals with greater social anxiety, lower mean-level positive affect over the course of a day was associated with a greater likelihood of spending time at home the next day.

Table 1 shows all of the results for analyses involving the association between changes in affect and time spent at home during 4-hour windows, moderated by depression and social anxiety. It also shows results for analyses involving mean affect and time spent at home on (1) the same day, (2) the previous day, and (3) the following day, moderated by depression and social anxiety, for both the amount of time spent at home and the likelihood of time spent at home. Because of the number of statistical models examined, we conducted a binomial test to determine whether the number of significant effects occurred due to random chance. We chose a binomial test because traditional alpha corrections for type I error rates (eg, Bonferroni) tend to be too conservative, reduce statistical power, and increase the risk of type II errors [25]. Assuming a 5% chance of a type I error for each possible effect in a model (effects were counted as either significant or not), the probability that the 8 (out of a possible 48) significant effects occurred due to chance is <0.001.
Table 1. Main effects of state affect, as well as interactions between state affect and either social anxiety or depression, in relation to the amount and the likelihood of time spent at home.

<table>
<thead>
<tr>
<th>Affect or interactions</th>
<th>Change in affect in 4-hour window</th>
<th>Mean affect the same day</th>
<th>Mean affect the previous day</th>
<th>Mean affect the following day</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Beta</td>
<td>P value</td>
<td>Beta</td>
<td>P value</td>
</tr>
</tbody>
</table>

**Standardized betas for amount of time spent at home (as a continuous variable)**

<table>
<thead>
<tr>
<th></th>
<th>Beta</th>
<th>P value</th>
<th>Beta</th>
<th>P value</th>
<th>Beta</th>
<th>P value</th>
<th>Beta</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>NA</td>
<td>.09</td>
<td>&lt;.01</td>
<td>.08</td>
<td>.02</td>
<td>.03</td>
<td>.39</td>
<td>−.05</td>
<td>.12</td>
</tr>
<tr>
<td>NA × SIAS</td>
<td>−.01</td>
<td>.98</td>
<td>−.03</td>
<td>.31</td>
<td>−.05</td>
<td>.19</td>
<td>−.03</td>
<td>.37</td>
</tr>
<tr>
<td>NA × DASS</td>
<td>−.01</td>
<td>.81</td>
<td>−.40</td>
<td>.19</td>
<td>−.56</td>
<td>.11</td>
<td>−.01</td>
<td>.85</td>
</tr>
<tr>
<td>PA</td>
<td>−.09</td>
<td>&lt;.01</td>
<td>.05</td>
<td>.17</td>
<td>−.09</td>
<td>.02</td>
<td>.09</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>PA × SIAS</td>
<td>.01</td>
<td>.66</td>
<td>.04</td>
<td>.23</td>
<td>.03</td>
<td>.40</td>
<td>.004</td>
<td>.90</td>
</tr>
<tr>
<td>PA × DASS</td>
<td>.01</td>
<td>.85</td>
<td>.03</td>
<td>.27</td>
<td>.05</td>
<td>.20</td>
<td>−.01</td>
<td>.67</td>
</tr>
</tbody>
</table>

**Unstandardized betas for likelihood of time spent at home (as a dichotomous variable)**

<table>
<thead>
<tr>
<th></th>
<th>Beta</th>
<th>P value</th>
<th>Beta</th>
<th>P value</th>
<th>Beta</th>
<th>P value</th>
<th>Beta</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>NA</td>
<td>−.02</td>
<td>.71</td>
<td>.01</td>
<td>.24</td>
<td>−.02</td>
<td>.27</td>
<td>−.01</td>
<td>.48</td>
</tr>
<tr>
<td>NA × SIAS</td>
<td>.06</td>
<td>.15</td>
<td>−.01</td>
<td>.29</td>
<td>.01</td>
<td>.51</td>
<td>.05</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>NA × DASS</td>
<td>.06</td>
<td>.25</td>
<td>−.01</td>
<td>.42</td>
<td>.01</td>
<td>.68</td>
<td>.02</td>
<td>.07</td>
</tr>
<tr>
<td>PA</td>
<td>−.03</td>
<td>.49</td>
<td>−.03</td>
<td>.01</td>
<td>−.02</td>
<td>.37</td>
<td>−.01</td>
<td>.49</td>
</tr>
<tr>
<td>PA × SIAS</td>
<td>−.03</td>
<td>.47</td>
<td>−.01</td>
<td>.30</td>
<td>−.02</td>
<td>.22</td>
<td>−.04</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>PA × DASS</td>
<td>−.02</td>
<td>.76</td>
<td>−.001</td>
<td>.92</td>
<td>−.03</td>
<td>.09</td>
<td>−.01</td>
<td>.28</td>
</tr>
</tbody>
</table>

*NA: negative affect.

*SIAS: Social Interaction Anxiety Scale scores.

*DASS: Depression, Anxiety and Stress Scale-depression subscale.

*PA: positive affect.

Figure 3. Interactions of mean-level negative (left panel) and positive (right panel) affect with probability of being at home the next day, for those high (1 SD above the mean, in red) and low (1 SD below the mean, in blue) in social anxiety. The Social Interaction Anxiety Scale (SIAS) score was entered as a continuous variable in all models, although to illustrate the interaction effects, only the effects of those high and low in SIAS are plotted.
Discussion

Principal Findings

This study indicates that it is possible to integrate GPS data, a commonly available source of data from mobile phones, with repeated in situ sampling of (positive and negative) affect to enhance understanding of the relationship between affect and time spent at home, and its interaction with depression and social anxiety. By focusing on just one location-based metric, time spent at home, we were able to explore multiple models that differed in terms of their time windows and temporal links. Consistent with existing theory and past research on affect and social isolation, there were significant main effects for social anxiety and state positive or negative affect across many models, suggesting that there are multiple ways of modeling temporally rich links between affect and homestay depending on the research question. For example, researchers interested in studying the relationship between changes in positive affect and social isolation may wish to examine shorter time windows within a day.

Existing work in psychology examining the relations between affect and social isolation has mostly relied on data drawn from self-report measures that can have limited ecological validity. Thus, despite sound theoretical reasons to expect affect to predict social isolation, to date, to our knowledge, virtually no research has investigated how this theoretical relationship is expressed in situ in people’s actual lives. A major contribution of our research is finding that temporal relationships between affect and time spent at home, a marker suggestive of social isolation, can be modeled using fine-grained data from people’s daily lives, through a combination of ecological momentary assessment and passive sensing of location. Thus, research that leverages mobile sensors has the potential to not only test, but also improve, theoretical models from psychology. For example, these methods enable novel tests of the impact of contextual variables on the links between affect and social isolation. It is likely that the degree to which (trait or state) affect is linked to the amount of time someone spends at home (and thus, social isolation), and vice versa, depends on a host of important factors, such as how far someone is from home, who they are surrounded by, biological states such as hunger and fatigue, and even whether data are collected on a weekend or a weekday [26]. As precision of context-aware sensing capabilities continues to be developed, we expect researchers to develop increasingly complex models of behavior that can better account for the richness and variety of everyday life.

We found many of the anticipated main effects of state and trait affect, in that the observed significant effects were almost all in the expected direction (although there were also null findings). There were fewer significant interactions between state affect and symptoms of social anxiety and depression. Interestingly, the reliable interaction findings were with higher negative and lower positive state affect interacting with higher social anxiety, being associated with greater likelihood of spending time at home the following day, suggesting that perhaps the state and trait affect act as a “double whammy.” Specifically, these findings are consistent with a wealth of research demonstrating that, in general, how (good or bad) people feel influences their desire to seek out or avoid others or engage in activities outside the home (in our case, socially anxious individuals tending to spend more time at home). We further found that spending more time at home is associated with higher negative affect that day. Not only that, it may be that for socially anxious individuals, a high level of distress or low level of pleasure on a day is associated with retreating to social isolation the next day, creating a double whammy effect. This makes sense considering that individuals high in anxiety have difficulty disengaging their attention from negative stimuli [27], and it may be hard for socially anxious people to stop thinking about the culmination of distressing (or lack of pleasurable) experiences that occurred the previous day, making them want to isolate themselves from others. Future research may wish to examine this possibility more closely by frequent in situ sampling of both emotions and thoughts, as well as passive sensing of social interaction through a wireless technology such as Bluetooth.

There were some null findings, as well as two significant findings, that were contrary to our expectations. In particular, higher positive affect was associated with more time spent at home the next day, and higher depression was associated with a lower likelihood of being at home between 10:00 AM and 6:00 PM. Rather than trying to come up with post hoc explanations for these findings, we wish to emphasize that this research is preliminary and involved running multiple sets of analyses (because we were interested in looking across different methods of operationalizing the homestay-affect link), which inevitably increased the chance for spurious findings. Thus, although we did not observe some expected main effects and interactions, the overall pattern of findings suggests a relationship between feeling worse (ie, being high in social anxiety, or having high state negative affect or low positive affect) and spending time at home, although replication is needed in larger samples.

Limitations

These results should be interpreted in light of several limitations. Although we tested different models of affect predicting time spent at home, the data are correlational and no causal relationships should be inferred. Future research that wishes to make causal claims may want to manipulate affect in a subset of participants to determine effects on social isolation and to manipulate time spent at home to observe changes in affect. Further, although we assessed depression and social anxiety using well-validated self-report measures, we did not use a diagnosed sample or administer structured clinical interviews. It is also possible that other factors outside of depression and social anxiety influenced our findings, such as alcohol use, which is commonly used as a way to decrease depressive and anxious symptoms. Although we sought to examine links between trait and state affect, the measures we used do not directly align with one another (eg, depressive symptoms are not synonymous with negative affect). Future research should try to replicate our findings using a community sample, given that undergraduate students may have similar daily routines (eg, due to common class schedules) that influence time spent at home. Given the limitations of statistical power, we were unable...
to examine the potential impact of sex and race, two factors that should be more closely examined in future research involving larger samples.

In addition, while we used ecological momentary assessment to repeatedly sample affect throughout the study period, we did not obtain physiological correlates of affect such as heart rate and skin conductance. One advantage to examining physiological markers of affect is the ability to unobtrusively and continuously monitor fluctuations in states [28]. It will also be important to assess variability across different metrics of isolation, given that time spent at home is only one metric that can be used to approximate social engagement. For example, it may be possible to obtain a more reliable and precise measure of social isolation by combining time spent at home with Bluetooth sensing of individuals nearby or voice recognition software. This would allow researchers to obtain a more fine-grained understanding of whether and how long social isolation occurs at home. Relatedly, asking users to report on their activities at a given location, or inferring activities from other passively sensed data, would allow for enhanced understanding of how people spend their time at various locations and how this might influence emotions and depressive or anxious symptoms, although it would add a considerable measurement burden. Although we based our inference of home location on previous research, future work may wish to query participants about their work hours (eg, if they work a night shift) or activities between 12:00 AM and 6:00 AM, as these factors may influence ability to infer home location. Furthermore, we experienced some technical difficulties such as software bugs and compatibility issues that prevented us from collecting as much data as we would have liked. However, because these problems occurred at random, we still expect that our data can be used to make inferences about people’s everyday experiences.

**Conclusions**

Even taking into consideration these limitations, the ability to integrate fine-grained location data with self-reported affect in situ has tremendous potential to help explicate how short-term, real-time emotional experiences are related to important behavioral patterns in both healthy emotional functioning and in depression and social anxiety. Improving our ability to assess and model variations in affect and GPS patterns may enhance detection of mental disorders through early recognition of signature patterns or change in patterns indicating an increase in isolation, as well as inform treatment planning and assessment of outcomes. Given the ubiquity of mobile phones in our society, understanding how to leverage and integrate seemingly disparate forms of actively and passively sensed data has strong potential to address the growing needs for mental health monitoring and treatment.
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Abstract

**Background:** One of the major challenges in mental medical care is finding out new instruments for an accurate and objective evaluation of the attention deficit hyperactivity disorder (ADHD). Early ADHD identification, severity assessment, and prompt treatment are essential to avoid the negative effects associated with this mental condition.

**Objective:** The aim of our study was to develop a novel ADHD assessment instrument based on Microsoft Kinect, which identifies ADHD cardinal symptoms in order to provide a more accurate evaluation.

**Methods:** A group of 30 children, aged 8-12 years (10.3 [SD 1.4]; male 70% [21/30]), who were referred to the Child and Adolescent Psychiatry Unit of the Department of Psychiatry at Fundación Jiménez Díaz Hospital (Madrid, Spain), were included in this study. Children were required to meet the Diagnostic and Statistical Manual of Mental Disorders (DSM-5) criteria of ADHD diagnosis. One of the parents or guardians of the children filled the Spanish version of the Strengths and Weaknesses of ADHD Symptoms and Normal Behavior (SWAN) rating scale used in clinical practice. Each child conducted a Kinect-based continuous performance test (CPT) in which the reaction time (RT), the commission errors, and the time required to complete the reaction (CT) were calculated. The correlations of the 3 predictors, obtained using Kinect methodology, with respect to the scores of the SWAN scale were calculated.

**Results:** The RT achieved a correlation of -.11, -.29, and -.37 with respect to the inattention, hyperactivity, and impulsivity factors of the SWAN scale. The correlations of the commission error with respect to these 3 factors were -.03, .01, and .24, respectively.
Introduction

Attention deficit hyperactivity disorder (ADHD) is the most common childhood neurodevelopmental disorder with an estimated prevalence of around 6% [1]. ADHD is characterized by a pattern of hyperactivity-impulsivity, and inattention. According to the fifth edition of the Diagnostic and Statistical Manual of Mental Disorders (DSM-5), these symptoms usually appear before the age of 12 years and, in order to be considered ADHD, must be present in 2 or more settings such as the school or at home [2]. They can be associated with worse academic performance [3] and cognitive difficulties in the future [4]. Moreover, ADHD increases the risk of developing other psychiatric or psychological disorders [5,6].

Early ADHD diagnosis is of paramount importance in order to minimize the negative cognitive, emotional, academic, and social effects associated with this condition and to restore the child’s functioning. However, obtaining an accurate ADHD diagnosis is complicated, as most of the psychiatric and psychological criteria are based on clinical evidence. Questionnaires and scales are probably the most common assessment instruments. The Strengths and Weaknesses of ADHD symptoms and Normal behavior (SWAN) rating scale [7], the diagnosis criteria of the DSM-5 [2] or the ADHD rating scale [8] are some of the different tools for evaluating this medical condition. However, both questionnaires and scales present several inconveniences. For instance, the veracity and accuracy of the answers is not granted [9]. Frazier et al [10] showed that individuals might be tempted to mimic ADHD symptoms to justify a failure at school or work. Receiving a disability status to obtain certain benefits or getting access to stimulant drugs are other two common causes for people to conscientiously exaggerate their symptoms [11]. Conversely, Middeldorp et al [12] have exposed the parental psychological difficulties for internalizing ADHD symptoms, which may influence the answers of the questionnaires. In addition, questionnaires and scales are unsuitable for repeated use due to learning issues [13]. Finally, it has been pointed out that scales suffer from cultural biases [14].

In order to alleviate these weaknesses, new instruments have been developed for assessing ADHD. Currently, the continuous performance test (CPT) is one of the most popular tools for evaluating ADHD [15]. In this test, the examinee is required to press the spacebar in a keyboard as fast as possible every time certain characters appear on a computer screen. If a forbidden character, referred to as an X-stimulus appears on the screen, the examinee must inhibit the reaction. Several studies have demonstrated that CPT has the ability to differentiate children with and without ADHD [16]. CPT measures attention problems with an overall index from reaction time (RT), RT variability, and omissions [17]. In addition, impulsivity is measured by RT and commissions [17]. Notwithstanding its success, some researchers [18] have questioned its utility as a mechanism for differential diagnosis of ADHD. In particular, they found that whereas children with reading disorders have high CPT scores, those with ADHD did not show significantly different scores from clinical controls.

In order to increase the accuracy of the CPT, it has been proposed to additionally collect predictors of the participant’s bodily movements during the execution of the test. One common approach consists of the use of accelerometer-based devices (actigraphy and inertial measurement units, IMUs) [19,20]. However, accelerometer-based devices appear to require a prolonged interval of acquired data in order to make an accurate prediction; moreover, they only record movement in 1 or 2 locations on the body. In addition, the intrusiveness of the method is a disadvantage. Studies combining actigraphy with CPT suggest a better accuracy of ADHD diagnosis compared with the use of a standard CPT alone [21].

A second group of techniques is based on the use of infrared motion trackers (McLean Motion Analysis Test and QBTest), small reflectors attached to the child’s body for the duration of the test to aid ADHD assessment [22,23]. Studies based on these tracking systems have reported that combined CPT and infrared motion analysis differentiates ADHD children from normal controls [24]. However, these systems are time-locked and although they are able to record the path of movement, they are not yet able to integrate the movement data that are collected by different sensors [25]. As the previously described method, this technique also presents an intrusiveness problem.

One of the devices that are attracting more attention is the Microsoft Kinect. It consists of a standard RGB camera, an infrared sensor, an infrared projector, and a set of 4 microphones. Since its appearance in 2010, several studies have attempted its use for cognitive assessment. For instance, Qiu and Helbig found a statistically significant relation between the corporal posture captured with the Kinect camera and the mental load required to complete 4 different tasks [26]. They observed that the participants’ head was close to the screen and the body trunk was tilted forward when the task was more cognitively demanding. In a different work, Yu et al suggested the possibility of detecting children’s abnormal behavior using Kinect [27]. Likewise, Stanley proposed to estimate attention levels combining body posture and head orientation [28], aiming at improving the ADHD diagnosis procedure. In a recent work, Li et al [25] used the Kinect for monitoring the intensity of children’s movement during a Go or No-Go task in order to attain a better characterization of ADHD. They proposed an...
initial measure of total movement intensity, indicated by the number of displaced pixels in the silhouette of the individual in 2 consecutive frames. They apply a Fourier transform to the original time-domain signal to produce a Movement Intensity Distribution which itself is decomposed in 15 alternative nonoverlapping 1 Hz frequency bands. Their results show that each of these bands is a predictor capable of discriminating ADHD children from healthy controls. Unlike the previous studies which were limited to discriminating between two groups (ADHD and controls), these authors found that some of the frequency bands were correlated with the score obtained in the Clinical Global Impression Scale and the ADHD-Rating Scale IV. This result is interesting because none of the traditional measures obtained with the Go or No-Go task, for example, RT or commissions, was correlated with the scores of these psychometrical scales.

In this paper, we proposed a new method for evaluating the severity of ADHD. The method builds in a previous study by Delgado-Gómez et al [29], where the CPT and the Kinect device are combined in order to assess the impulsivity of 22 university students. Results of that study showed that by replacing the keyboard input with body movements, it was possible to obtain a more precise impulsivity assessment. In particular, using a Kinect device, it was found that if the examinee reacts to the stimuli by raising the dominant hand instead of pressing the spacebar, the impulsivity assessment is more accurate than with the sole use of the keyboard because the device is capable of detecting inhibited reactions. We hypothesized that this methodology will provide a more objective evaluation of ADHD to help clinicians in their diagnosis. In particular, the reaction time and number of commissions are good indicators of the severity of the ADHD.

### Methods

#### Subjects

Thirty children, aged 8-12 years (10.3 [SD 1.4]; male 70% [21/30]), who were referred to the Child and Adolescent Psychiatry Unit of the Department of Psychiatry at Fundación Jiménez Díaz Hospital (Madrid, Spain), were included in this study. All participants met the DSM-5 criteria for ADHD [2]. Individuals with ADHD may present both inattention and hyperactivity or impulsivity or only one pattern may be predominant. These 3 traits of ADHD are commonly referred to combined-type, inattentive-type, and hyperactive or impulsive-type (50% [15/30] of the patients were diagnosed as inattentive subtype; 43% [13/30] as hyperactive or impulsive subtype; and 7% [2/30] as combined subtype).

#### SWAN Scale

The SWAN scale [7] is the diagnosis instrument used in this study to compare the performance of the proposed method with respect to the current clinical diagnostic. It is composed of 18 items based on the DSM-5 criteria for ADHD diagnosis which measure positive attention and impulse regulation behaviors in the normal population. The scale is made up of 3 factors. The first factor is associated to inattention and comprises the first 9 items. The following 6 items characterized the hyperactivity factor. The last factor, which comprises the last 3 items, measures impulsivity. In the standard form, each item is scored from −3 to +3 (below average to above average), where 0 is “normal” and based on the population average. This work uses a Web-based mental state tracking e-tool [30] where each item is scored from 0 to 100.

### Kinect CPT

In this study, we use a version of the Microsoft Kinect-based CPT proposed by Delgado-Gómez et al [29]. Originally, the Kinect-based CPT has duration of approximately 15 min. During this time, 360 letters appear sequentially on a screen with a time separation of 1, 2, or 4 s. Each time that a non–X-stimulus appears, the participant has to raise his dominant hand as soon as possible and return it to the rest position. When an X-stimulus appears, the examinee must inhibit any reaction.

The version used in this study includes some modifications to avoid the inconveniences reported by the authors. Namely, the duration of the original Kinect-based CPT resulted exhausting for the participants. Moreover, the gap of 1 s between some stimuli was too short for the examinee to be able to complete the action before the appearance of the next character. In order to tackle these inconveniences, the version used in this study takes only 3 min during which 60 letters are presented. Moreover, the time separation between stimuli is modified to 2, 3, or 5 s. A subset of 12 characters is X-stimuli and the remaining 48 are non–X-stimuli.

The RT for the non–X-stimuli, measured as the time elapsed between the appearance of the stimulus and the moment in which the participant starts to raise the dominant hand, is calculated. A commissions’ index was calculated for the X-stimuli according to Delgado-Gómez et al. Concisely, it is computed as the ratio of the length of the hand displacement during the X-stimulus and the maximum displacement after the appearance of the previous and posterior stimuli. In addition to these 2 measures, the time required for completing the action of rising and returning the hand to the rest position is also calculated for the non–X-stimuli. Each participant is characterized with the median of the 48 RTs and 48 CTs and the median of the 12 commission indices. The proposed technique is illustrated in the Multimedia Appendix 1.

### Ethics Procedures

Parents or guardians were required to sign an informed consent after been explained the project in detail. Participants provided assent. The consent and assent forms and the study protocol were reviewed and approved by the Institutional Review Board of Fundación Jiménez Díaz Hospital. All procedures performed were conducted in accordance with the ethical standards of the institutional and national research committee and with the 1964 Helsinki declaration and its later amendments or comparable ethical standards.

During the experiment, a trained psychiatrist accompanied each of the 10 patients while they conducted the Kinect-based CPT. While each child was performing the Kinect-based test, the corresponding parent or guardian filled the SWAN scale.
Results

Before presenting the main results of the experiment, we present the complete performances of 2 examinees in Figures 1 and 2. Figure 1 shows the reaction to each of the 60 stimuli of a participant with a low score in the SWAN scale for impulsivity and inattention. It can be appreciated that there is only 1 commission, 1 inhibited commission (stimuli 50 and 2, respectively), and 1 partial omission (stimulus 49). It can also be seen that in most cases the RT was higher than 500 ms. Figure 2 shows the results of a child with high score in the SWAN impulsivity and inattention scale. We can see that, unlike the previous case, this patient incurred a much larger number of commissions (eg, stimuli 15, 35, and 53): 2 inhibited commissions (8 and 31) and 2 omissions (37 and 52). The occurrence of multiple reactions could also be noted (eg, stimuli 25, 41, and 44). There was 1 case where the reactor started before the stimulus had appeared (stimuli 43-44). Regarding the RT, in nearly 46% of cases, the reactions of this patient were less than 500 ms.

Table 1 shows the statistical summary of our findings. The first row shows the correlations of the RT median with respect to the inattention, hyperactivity, and impulsivity scores provided by the SWAN scale. It can be seen that impulsivity shows a statistically significant negative correlation, clearly indicating that individuals with high impulsivity tend to have low reaction times. A similar result can be observed for hyperactivity, suggesting that hyperactive patients also tend to show low reaction times. There was no evidence suggesting a strong correlation between RT and inattention.

Regarding the commission, the second row in Table 1 shows the correlation of the median of the commission indices with respect to each of the 3 factors of the SWAN scale. It can be observed that the values are positive for the impulsivity factor; and nearly 0 for hyperactivity and inattention. The results suggest that impulsive patients have more difficulties in inhibiting their reactions.

Table 1. Correlation of the median of the RT and commissions with respect to the 3 factors of the SWAN scale (inattention, hyperactivity, and impulsivity).

<table>
<thead>
<tr>
<th>Explanatory variables</th>
<th>Inattention</th>
<th>Hyperactivity</th>
<th>Impulsivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>RT(^a)</td>
<td>−.11 (P=.53)</td>
<td>−.29 (P=.11)</td>
<td>−.37 (P=.04)</td>
</tr>
<tr>
<td>Commission</td>
<td>−.03 (P=.83)</td>
<td>.01 (P=.92)</td>
<td>.24 (P=.20)</td>
</tr>
</tbody>
</table>

\(^a\)RT: reaction time.

Figure 1. Performance of a participant with low scores in the impulsivity and inattention factors of the SWAN scale during the test. SWAN: Strengths and Weaknesses of ADHD Symptoms and Normal Behavior.
Figure 2. Performance of a participant with high scores in the impulsivity and inattention factors of the SWAN scale during the test. SWAN: Strengths and Weaknesses of ADHD Symptoms and Normal Behavior.

Discussion

In this paper, we propose an innovative approach to assess the severity of ADHD. With this aim, we have developed a completely Kinect-based version of the CPT that allows tracking the complete movement of the examinees’ dominant hand, instead of only the pulse of the spacebar in the keyboard, during the performance of the test. With this tool, the examiner can not only record commissions, but also detect inhibited movements and obtain a more accurate measure of the reaction times. It is important to mention that the proposed technique differs from other available visually aided approaches, in that they still rely on the keyboard pulsation, whereas in our methodology the individual’s hand takes the place of the spacebar.

In particular, our technique computes the RT and the commission indices for each participant. In order to assess their accuracy, these 2 predictors are compared with each of the 3 factors (inattention, hyperactivity, and impulsivity) of the SWAN scale. The results show that the proposed approach is capable of assessing hyperactivity and impulsivity degrees of individuals diagnosed with ADHD. Regarding the commissions, notwithstanding that the correlation with impulsivity is larger than .2, this value is not statistically significant. A possible explanation for this, as suggested by the much larger values observed in a previous work conducted with healthy population, is that the increase in the inter-stimuli time allows the patient to take a more relaxed approach to the test as then mental load is reduced. Future work will consider reducing these times.

Our results have also allowed us to establish a correlation between the RT and impulsivity or hyperactivity. This result is also consistent with the available literature. Moreover, this is an interesting result as Li et al [25] did not find a relation between the traditional CPT reaction time and the severity of ADHD as measured by the ADHD-RS IV scale.

Although our results have shown the proposed approach as a promising research line, its main limitation is the small sample size, consequence of the difficulty of enrolling participants with specific characteristics (children with the age of 8 to 12 years diagnosed with ADHD). Therefore, it is the intention of the authors to replicate the experiment with a larger number of individuals, where the different ADHD subgroups are well represented.

Despite the reduced sample size, our results point out our proposed methodology as an alternative for overcoming the limitations of the current ADHD assessment instruments based mainly on scales and questionnaires. From the clinical prospective, it can be an important aid in differentiating ADHD subtypes. It could also be useful for evaluating the impact of parent’s (potentially biased) perception of the child’s symptoms on the scales results [12]. Moreover, even though this work has focused on the movement of the dominant hand, the potential of the proposed technique is much greater. The analysis of other body parts, which are not directly involved in the reaction to stimulus such as body leaning, legs movement, or body configuration, may provide other discriminative predictors that could improve ADHD characterization and provide more objective diagnoses. In addition, although the current work has focused on the body, face analysis can also be incorporated in future studies.
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Multimedia Appendix 1

Video demonstrating the working of the proposed technique.

[MP4 File (MP4 Video), 21MB - jmir_v19i3e79_app1.mp4 ]
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Abstract

Background: Major depression is a serious challenge at both the individual and population levels. Although online health communities have shown the potential to reduce the symptoms of depression, emotional contagion theory suggests that negative emotion can spread within a community, and prolonged interactions with other depressed individuals has potential to worsen the symptoms of depression.

Objective: The goals of our study were to investigate longitudinal changes in psychological states that are manifested through linguistic changes in depression community members who are interacting with other depressed individuals.

Methods: We examined emotion-related language usages using the Linguistic Inquiry and Word Count (LIWC) program for each member of a depression community from Reddit. To measure the changes, we applied linear least-squares regression to the LIWC scores against the interaction sequence for each member. We measured the differences in linguistic changes against three online health communities focusing on positive emotion, diabetes, and irritable bowel syndrome.

Results: On average, members of an online depression community showed improvement in 9 of 10 prespecified linguistic dimensions: “positive emotion,” “negative emotion,” “anxiety,” “anger,” “sadness,” “first person singular,” “negation,” “swear words,” and “death.” Moreover, these members improved either significantly or at least as much as members of other online health communities.

Conclusions: We provide new insights into the impact of prolonged participation in an online depression community and highlight the positive emotion change in members. The findings of this study should be interpreted with caution, because participating in an online depression community is not the sole factor for improvement or worsening of depressive symptoms. Still, the consistent statistical results including comparative analyses with different communities could indicate that the emotion-related language usage of depression community members are improving either significantly or at least as much as members of other online communities. On the basis of these findings, we contribute practical suggestions for designing online depression communities to enhance psychosocial benefit gains for members. We consider these results to be an important step toward a better understanding of the impact of prolonged participation in an online depression community, in addition to providing insights into the long-term psychosocial well-being of members.

(J Med Internet Res 2017;19(3):e71) doi:10.2196/jmir.6826
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Introduction

Social media, including online health communities, has become a popular platform for individuals to exchange social support and connect with others [1]. Research on the benefits of online health communities highlights psychosocial benefits—such as reduced depression [2,3], anxiety [3,4], stress [3], and negative mood [5]—as well as the development of a higher level of coping [6] and patient empowerment [2,6,7]. However, participants in these studies suffered from mental disorders (eg, depression, anxiety) as secondary symptoms and were contributing to health-related forums focusing on, for example, cancer. Although psychosocial benefits of online health communities have been widely studied, it is unclear whether the members of mental health communities would receive similar benefits. Thus, we studied the longitudinal changes in psychological states in members of a mental health community.

Online mental health communities can be a useful medium for individuals suffering from mental disorders [8], due to social stigma and discrimination surrounding such disorders [9-11]. However, in contrast to the substantial work focusing on the benefits of online health communities, emotional contagion theory [12] suggests that prolonged interactions with depressed individuals and their negative emotion can worsen the symptoms of depression. Emotional contagion theory is a type of emotional influence that describes the spread of one person’s emotion to other people during social encounters.

Scientific evidence in support of emotional contagion theory in online health communities can be illustrated in two concise assertions. First, individuals’ inner emotions have been shown to manifest in their choice of words in writing [13], including textual conversation within online health communities [14]. Second, both negative [15] and positive emotions [16] have been shown to spread even through text-based computer-mediated communication (eg, email, chat) as well as through a textual alert system in social media [17].

In the aforementioned study of spreading positive or negative emotion via a textual alert system in social media [17], findings suggest that individuals’ emotions had spread throughout their social community. Moreover, both short-lived moods evinced in response to outside stimuli and long-term emotional states (ie, general emotional state) of community members can affect the emotions of the community. For example, in an empirical study, members of mental health communities were shown to have significant increases in anxiety, anger, and negative emotions following reports of several celebrity suicides [18]; and both positive and negative long-term emotional states slowly spread across socially connected individuals in a social network [19]. Due to this effect, researchers have suggested that interaction with other depressed individuals is a potential risk factor for depression [20,21].

Negative sentiment has been shown to be highly prevalent and more common than positive sentiment in mental health communities, including a depression community [22]. Thus, members of depression communities are likely to be exposed to other members’ negative emotions. However, as members of online health communities, they are also likely to receive emotional support (ie, positive emotion) [23,24]. Thus, the extent to which one of the effects (ie, spreading of negative emotion or positive emotional support) has a greater impact on long-term participants in an online depression community is of interest. Moreover, understanding the impact of long-term participation in online mental health communities can suggest practical implications related to using, managing, designing, and researching online mental health communities that can improve the experience of online mental health community members who seek essential social support during times of difficulty. Despite the importance in clinical, practical, and public policy implications for mental health, to our knowledge, the investigation on the change of emotional states via linguistic change in depression community members has not been the focus of previous research on online mental health communities.

We aim to fill this gap in the literature with this study and answer two research questions (RQ):

RQ1. How does prolonged participation in an online depression community affect the emotional states of its members?

RQ2. How does this change in emotional states compare with other online health communities? As a control, we selected online health communities focusing on (1) positive emotion, (2) health conditions recognized for their needs for both informational and emotional support, and (3) chronic but non–life-threatening health issues that are not often related to mental disorders.

Methods

Community Platform

The data for this study consist of posts (ie, a submission that starts a conversation) and associated comments (ie, a submission that replies to posts or other comments) from several topical focused subreddits (ie, subcommunities). All subreddits found in this study are hosted on the popular social media platform, Reddit. Reddit is a social media platform that had 83 billion page views from more than 88,000 active subcommunities (subreddits) in 2015. Reddit content is accessible on the open Web. This can be contrasted with services like Facebook or specifically health-focused online community like PatientsLikeMe, where data are typically not available on the open Web, but requires user registration to access content. Members of Reddit made more than 73 million individual posts with over 725 million associated comments in the same year [25]. Reddit is highly active and the community allows posters to create submissions using throwaway and unidentifiable accounts. These features are suitable for stigmatized conditions and their discussions that may not be appropriate for identifiable accounts. Due to these two reasons, we examined posts and comments from Reddit for this study.

Subreddit Selection

The community r/depression, to our knowledge, is the largest and most active depression focused subreddit. It has been active for 7 years with 145,821 subscribers [26] in September 2016. Thus, we selected r/depression as the main community of interest for investigating the effects of prolonged participation.
in an online depression community to the emotional states of members (RQ1).

To understand the significance of the change of emotional states of r/depression members, we compared r/depression against 3 other subreddits (RQ2). We first selected r/happy, a subreddit focused on sharing happy thoughts and stories. r/happy was created to focus on happy thoughts and, to our knowledge, is the largest and most active positive emotion–focused subreddit that has been active for 8 years with 94,076 subscribers [27] in September 2016. Members who are participating in the positive emotion–focused subreddit should encounter less negative emotion than the r/depression members. Thus, such a community can provide an insight into the impact of prolonged participation in an online health community without much exposure to negative emotions.

Much research on online health communities focused on two types of social support: emotional and informational support [24,28-30]. Both support types are important aspects of online health communities. For instance, symptom management is an important aspect for patients with diabetes. Thus, sharing informational support, such as practical information to control one’s diabetic symptoms [29] is a common practice in online diabetes communities. Also in online diabetes communities, sharing emotional support such as motivation and accountability [31] is a common practice to help members continuously manage their illnesses. To better understand the changes of emotional states in r/depression, we compared against r/diabetes, a community with abundant informational and emotional support.

To our knowledge, r/diabetes is the largest and most active diabetes community on Reddit. The subreddit has been active for 8 years with 15,623 subscribers in September 2016 [32].

To better understand the effects of prolonged participation in online depression communities, we wanted to compare the depression community against online health communities that are not directly related to mental disorders in order to ensure that the changes of emotional states do not result from the secondary symptoms (ie, mental illnesses) that are associated with the primary illness. However, a confounding factor is that serious illnesses are frequently accompanied with mental illnesses, due to the distress of living with—or being diagnosed with—a serious condition. Although it may be impossible to select an online health community without any exchange of emotional support, one study investigating an online Irritable Bowel Syndrome (IBS) community characterized informational support including symptom interpretation and illness management as the main type of social support exchanged in the community [33]. Thus, we selected r/ibs, a subreddit focused on IBS, as a community focused on a chronic but non–life-threatening health issue that is not often related to mental disorders. In September 2016, r/ibs has been active for 6 years with 5251 subscribers [34] and is the largest and most active IBS community in Reddit, to our knowledge.

Data
First, we use a dataset [35] released by a Reddit member who collected the data from October 2007 to May 2015. The dataset has been used in a previous study [22]. Second, we extracted posts and associated comments from r/depression, r/happy, r/diabetes, and r/ibs. Third, we removed deleted posts or comments that are labeled as “[deleted]” from the dataset. The contents of posts or comments were deleted by members or the communities, thus we excluded them in our analyses. Fourth, to meet our study aims, we restricted our analysis to members (ie, unique user IDs) with 4 or more submissions (ie, posts and comments). In different studies [28,36], this threshold was used to determine lurkers, who are not yet a regularly contributing member of a community, thus we used the same threshold to determine regular members. Table 1 shows the overall characteristics of datasets that we examined.

<table>
<thead>
<tr>
<th>Community</th>
<th>r/depression</th>
<th>r/happy</th>
<th>r/diabetes</th>
<th>r/ibs</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of Submissions</td>
<td>571,864</td>
<td>95,329</td>
<td>167,917</td>
<td>15,978</td>
</tr>
<tr>
<td>No. of Members</td>
<td>36,746</td>
<td>8130</td>
<td>4539</td>
<td>923</td>
</tr>
</tbody>
</table>

Table 1. Characteristics of the analyzed datasets from r/depression, r/happy, r/diabetes, and r/ibs

The work described in this paper was granted an exemption from review by the University of Utah’s Institutional Review Board (IRB), ethics committee, [IRB 00076188] under Exemption 2 as defined in United States Federal Regulations 45 CFR 46.101(b).

Linguistic Analysis
To understand the change of emotional states, we examined emotion-related language using the Linguistic Inquiry and Word Count (LIWC) program [37]. LIWC analyzes text on a word-by-word basis, counts the predefined linguistic dimension words and then returns each linguistic dimension score as a proportion of the total number of words under analysis. The validity of LIWC’s performance has been established in a large number of studies, including studies measuring perceived positive and negative emotions in online mental health communities [18], online health communities [30], text-based online communication [15,16], and social media [17,38].

LIWC consists of 4 major dimensions: “psychological processes,” “linguistic processes,” “personal concerns,” and “spoken categories.” The most notable linguistic dimension related to emotion is “psychological processes,” which includes “positive emotion” and “negative emotion” as subdimensions that are hosted in “affective processes.” “Negative emotion” has 3 subdimensions: “anxiety,” “anger,” and “sadness.” Both “positive emotion” and “negative emotion” dimensions have been used in a series of studies to measure perceived positive and negative emotion in text-based communication [15-18,30,38,39], which Reddit uses to facilitate communication.
From “linguistic processes,” “negation,” and “swear words” have been used to predict depression in social media [38,39]. “Negation” has also been used to measure agreeableness in text-based online communication [15,16]. One of the most widely used dimensions for predicting depression is the “first person singular” [15,16,18,30,38,39]. The frequent use of “first person singular” indicates a heightened sense of self and is known to correlate with depression [40].

The subdimension, “death” from “personal concerns” has been used to measure suicidal thoughts and discussion in Reddit [18] and “assent” from “spoken categories” was used to measure agreeableness in text-based online communication [15,16] and to predict depression [39]. We made these linguistic dimension selections before the linguistic analysis without any information on the linguistic dimension frequency counts. LIWC was applied to individual posts or comments for each subreddit. A summary of the linguistic dimensions and dimensions’ example words for the current study is shown in Table 2.

<table>
<thead>
<tr>
<th>Linguistic dimensions</th>
<th>Example vocabulary</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Psychological processes</strong></td>
<td></td>
</tr>
<tr>
<td>Positive emotion</td>
<td>happy, love, sweet</td>
</tr>
<tr>
<td>Negative emotion</td>
<td>agony, hurt, nasty</td>
</tr>
<tr>
<td>Anxiety</td>
<td>afraid, fearful, nervous</td>
</tr>
<tr>
<td>Anger</td>
<td>abuse, annoyed, hate</td>
</tr>
<tr>
<td>Sadness</td>
<td>crying, grief, sad</td>
</tr>
<tr>
<td><strong>Linguistic processes</strong></td>
<td></td>
</tr>
<tr>
<td>First person singular</td>
<td>I, me, mine</td>
</tr>
<tr>
<td>Negation</td>
<td>no, not, never</td>
</tr>
<tr>
<td>Swear words</td>
<td>ass, damn, fuck</td>
</tr>
<tr>
<td><strong>Personal concerns</strong></td>
<td></td>
</tr>
<tr>
<td>Death</td>
<td>death, die, kill</td>
</tr>
<tr>
<td><strong>Spoken categories</strong></td>
<td></td>
</tr>
<tr>
<td>Assent</td>
<td>agree, okay, yes</td>
</tr>
</tbody>
</table>

**RQ1: Change of Emotional States Analysis and RQ2: Community Comparison Analysis**

To measure the change of emotional states of r/depression members (RQ1), we first calculated the scores of prespecified LIWC dimensions. Then, we organized each LIWC score according to the posting time per-member basis for the community. To measure the changes of LIWC scores, we applied linear least-squares regression to the LIWC scores against the interaction sequence (ie, determined by the time of posting) for each member. We elected to perform linear the least-squares regression against the interaction sequence rather than time, because we were interested in the change caused by each interaction rather than time. For each dimension, we calculated mean, median, and 95% confidence interval (CI) of the community to reflect the overall linguistic changes in r/depression members. Then, we converted linguistic change to indicate improvement. Decrease of negative dimensions (ie, “negative emotion,” “anxiety,” “anger,” “sadness,” “first person singular,” “negation,” “swear words,” “death”) indicates improvement, although decrease of positive dimensions (ie, “positive emotion,” “assent”) indicates worsening. To be consistent with figures (Figures 1 and 2), we show improvement for each dimension. Then, we present an overview of improvement for each linguistic dimension along with the statistical significance against the null hypothesis (ie, prolonged participation in an online depression community has no effect on the emotional states of members).

To compare linguistic changes in communities (RQ2), we first carried out the procedure for measuring the change of emotional states for the other three communities. Then, we applied Mann-Whitney U tests [41] with the prespecified false discovery rate procedure [42] to P values. The comparison of 10 linguistic dimensions raises the need to control for Type I errors (ie, false positives); thus, we applied the false discovery rate procedure. Given the large sample of members, we followed suggestions of a previous study [43] and reported 95% CI and effect sizes (r) for the community comparisons using rank-biserial correlation [44]. We applied nonparametric tests because our data were not normally distributed.
Figure 1. An overview of improvement of each linguistic dimension for r/depression members.
Figure 2. An overview of difference in improvement compared with r/depression.

Results

RQ 1. How Does Prolonged Participation in an Online Depression Community Affect the Emotional States of its Members?

We captured the average changes of emotional states that are manifest in linguistic changes for r/depression members. Table 3 summarizes the linguistic changes in r/depression members. On average, r/depression members showed improvement in all linguistic dimensions with the exception of “assent.”
Table 3. Linguistic changes in r/depression members. Variables are reported as the mean, median, and 95% CIs of word usage change of each dimension for all members.

<table>
<thead>
<tr>
<th>Linguistic dimensions</th>
<th>r/depression mean, median (CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n=36,746</td>
</tr>
</tbody>
</table>

**Psychological processes**

- Positive emotion: 0.01, 0.01 (0.004 to 0.01)
- Negative emotion: -0.04, -0.03 (-0.05 to -0.04)
- Anxiety: -0.18, -0.11 (-0.20 to -0.15)
- Anger: -0.10, -0.06 (-0.12 to -0.09)
- Sadness: -0.16, -0.13 (-0.17 to -0.14)

**Linguistic processes**

- First person singular: -0.03, -0.03 (-0.04 to -0.03)
- Negation: -0.06, -0.05 (-0.07 to -0.05)
- Swear words: -0.16, 0.09 (-0.20 to -0.12)

**Personal concerns**

- Death: -0.41, -0.21 (-0.47 to -0.35)

**Spoken categories**

- Assent: -0.02, 0.05 (-0.05 to 0.02)

Then, we converted linguistic changes to indicate improvement and showed an overview of improvement of each linguistic dimension (Figure 1). On the x-axis, less than 0 indicates worsening (ie, decreasing use of positive words or increasing use of negative words), whereas more than 0 indicates an improvement (ie, increasing use of positive words or decreasing use of negative words). The dot indicates the mean of improvement values and the range shows 95% CI. If the range includes 0.0 (eg, “assent”), it suggests that the null hypothesis of prolonged participation in an online depression community has no effect on the emotional states of members cannot be rejected. Our analyses suggested that with the exception of “assent” dimension, members of r/depression showed significant improvement in linguistic changes. No significant change was found in the “assent” dimension.

**RQ 2. How Does This Change in Emotional States Compare With Other Online Communities?**

To compare the linguistic changes evident in r/depression to r/happy, r/diabetes, and r/ibs, we first calculated the mean, median, and CIs of word usage change for each linguistic dimension for each subreddit (Table 4).
Table 4. Linguistic changes in members from r/happy, r/ibs, and r/diabetes. Variables are reported as the mean, median, and 95% CIs of word usage change of each dimension for all members.

<table>
<thead>
<tr>
<th>Linguistic dimensions</th>
<th>r/happy mean, median (CI)</th>
<th>r/ibs mean, median (CI)</th>
<th>r/diabetes mean, median (CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Psychological processes</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive emotion</td>
<td>0.005, 0.004 (-0.005 to 0.001)</td>
<td>0.01, 0.01 (-0.01 to 0.02)</td>
<td>0.02, 0.02 (-0.005 to 0.05)</td>
</tr>
<tr>
<td>Negative emotion</td>
<td>-0.01, -0.01 (-0.03 to 0.001)</td>
<td>-0.02, -0.02 (-0.04 to 0.003)</td>
<td>-0.005, -0.02 (-0.05 to 0.03)</td>
</tr>
<tr>
<td>Anxiety</td>
<td>0.002, -0.003 (-0.06 to 0.06)</td>
<td>-0.26, -0.15 (-0.35 to -0.17)</td>
<td>-0.18, -0.08 (-0.31 to -0.04)</td>
</tr>
<tr>
<td>Anger</td>
<td>-0.02, -0.02 (-0.06 to 0.02)</td>
<td>-0.11, -0.04 (-0.18 to -0.03)</td>
<td>-0.13, -0.06 (-0.27 to 0.01)</td>
</tr>
<tr>
<td>Sadness</td>
<td>0.01, -0.003 (-0.04 to 0.07)</td>
<td>-0.18, -0.10 (-0.25 to -0.10)</td>
<td>-0.15, -0.11 (-0.33 to 0.04)</td>
</tr>
<tr>
<td><strong>Linguistic processes</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First person singular</td>
<td>-0.01, -0.01 (-0.02 to -0.01)</td>
<td>-0.09, -0.04 (-0.11 to -0.07)</td>
<td>-0.03, -0.03 (-0.06 to -0.008)</td>
</tr>
<tr>
<td>Negation</td>
<td>-0.02, -0.01 (-0.04 to 0.01)</td>
<td>0.02, 0.002 (-0.02 to 0.05)</td>
<td>-0.008, -0.01 (-0.08 to 0.06)</td>
</tr>
<tr>
<td>Swear words</td>
<td>-0.03, -0.02 (-0.09 to 0.03)</td>
<td>-0.01, 0.005 (-0.20 to 0.18)</td>
<td>-0.06, -0.01 (0.44 to 0.33)</td>
</tr>
<tr>
<td><strong>Personal concerns</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Death</td>
<td>-0.52, -0.17 (-0.69 to -0.36)</td>
<td>-0.93, -0.22 (-1.35 to -0.51)</td>
<td>-0.98, -0.56 (-1.73 to -0.23)</td>
</tr>
<tr>
<td><strong>Spoken categories</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Assent</td>
<td>0.02, 0.01 (-0.01 to 0.05)</td>
<td>-0.03, 0.05 (-0.10 to 0.05)</td>
<td>0.04, 0.02 (-0.09 to 0.18)</td>
</tr>
</tbody>
</table>

On average, members of these 3 subreddits showed significant improvement in linguistic changes with increasing number of interactions. Four exceptions are “anxiety” and “sadness” from r/happy and “negation” and “assent” from r/diabetes. Then, we compared the 3 subreddits to r/depression (Table 5).
<table>
<thead>
<tr>
<th>Linguistic dimensions</th>
<th>versus r/happy</th>
<th>versus r/diabetes</th>
<th>versus r/ibs</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Psychological processes</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive emotion</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r/depression</td>
<td>$U^a=151428862$</td>
<td>$U^a=83095368.5$</td>
<td>$U^a=16588110$</td>
</tr>
<tr>
<td>$P=3.9e-05$</td>
<td>$P=.43$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$P_{adj}^{b}=9.8e-05$</td>
<td>$P_{adj}^{b}=.70$</td>
<td>$P_{adj}^{b}=.70$</td>
<td></td>
</tr>
<tr>
<td>$r=0.04$</td>
<td>$r=0.09$</td>
<td>$r=0.02$</td>
<td></td>
</tr>
<tr>
<td>Negative emotion</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r/depression</td>
<td>$U^a=83095368.5$</td>
<td>$U^a=151428562$</td>
<td>$U^a=77894854$</td>
</tr>
<tr>
<td>$P=2.7e-05$</td>
<td>$P=.37$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$P_{adj}^{b}=8.9e-05$</td>
<td>$P_{adj}^{b}=.31$</td>
<td>$P_{adj}^{b}=.70$</td>
<td></td>
</tr>
<tr>
<td>$r=0.21$</td>
<td>$r=0.14$</td>
<td>$r=0.05$</td>
<td></td>
</tr>
<tr>
<td>Anxiety</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r/depression</td>
<td>$U^a=83095368.5$</td>
<td>$U^a=4155753$</td>
<td>$U^a=11317589.5$</td>
</tr>
<tr>
<td>$P=3.1e-04$</td>
<td>$P=.44$</td>
<td>$P=.62$</td>
<td></td>
</tr>
<tr>
<td>$P_{adj}^{b}=6.2e-04$</td>
<td>$P_{adj}^{b}=.55$</td>
<td>$P_{adj}^{b}=.78$</td>
<td></td>
</tr>
<tr>
<td>$r=0.72$</td>
<td>$r=0.47$</td>
<td>$r=0.33$</td>
<td></td>
</tr>
<tr>
<td>Anger</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r/depression</td>
<td>$U^a=54287645.5$</td>
<td>$U^a=54287645.5$</td>
<td>$U^a=54287645.5$</td>
</tr>
<tr>
<td>$P=.02$</td>
<td>$P=.30$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$P_{adj}^{b}=.03$</td>
<td>$P_{adj}^{b}=.50$</td>
<td>$P_{adj}^{b}=.82$</td>
<td></td>
</tr>
<tr>
<td>$r=0.52$</td>
<td>$r=0.40$</td>
<td>$r=0.35$</td>
<td></td>
</tr>
<tr>
<td>Sadness</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r/depression</td>
<td>$U^a=54288775$</td>
<td>$U^a=59564322.5$</td>
<td>$U^a=11317589.5$</td>
</tr>
<tr>
<td>$P=1.8e-11$</td>
<td>$P=.07$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$P_{adj}^{b}=1.8e-10$</td>
<td>$P_{adj}^{b}=1.7$</td>
<td>$P_{adj}^{b}=.70$</td>
<td></td>
</tr>
<tr>
<td>$r=0.64$</td>
<td>$r=0.34$</td>
<td>$r=0.3$</td>
<td></td>
</tr>
<tr>
<td><strong>Linguistic processes</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First person singular</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r/depression</td>
<td>$U^a=137694516.5$</td>
<td>$U^a=84591685.5$</td>
<td>$U^a=16945136$</td>
</tr>
<tr>
<td>$P=5.6e-07$</td>
<td>$P=.01$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$P_{adj}^{b}=2.8e-06$</td>
<td>$P_{adj}^{b}=.03$</td>
<td>$P_{adj}^{b}=.80$</td>
<td></td>
</tr>
<tr>
<td>$r=0.08$</td>
<td>$r=0.11$</td>
<td>$r=0.01$</td>
<td></td>
</tr>
</tbody>
</table>
Subreddit comparisons indicate that members of r/depression improved either significantly or at least as much as (ie, no significant difference) members of other online health communities. In “positive emotion,” “negative emotion,” “anxiety,” “anger,” “sadness,” “first person singular,” “negation,” and “assent,” r/depression showed significantly more improvement than r/happy. “Swear words” and “death” showed no significant difference.

The difference in improvements between r/depression and r/diabetes were not significant, with 2 exceptions. The subreddit r/diabetes improved significantly as compared with r/depression in “first person singular,” although r/depression improved significantly as compared with r/diabetes in “negation.” There were no significant differences between r/depression and r/ibs for all dimensions.

At this point, we converted linguistic changes to indicate improvement compared with r/depression and showed an overview of the differences with respect to each linguistic dimension (Figure 2). The dot indicates the sample estimate and the range shows 95% CI. If the range includes 0.0, it indicates that the difference between the means is not significant.

Discussion

Principal Findings on Change of Emotional States for Members of an Online Depression Community

This study has been deeply informed by recent literature focusing on the psychosocial benefits of online health communities [1-7]. We have also utilized emotional contagion theory [12] and empirical studies on emotional contagion theory [15-17,19,20] to develop this study. We address gaps in the previous literature by shedding light on the question of whether members of an online depression community experience positive or negative emotional changes after prolonged participation.

The linguistic changes have been shown to occur when emotional states are shifting [38]. In the online depression community we analyzed, we found that members of the
depression community generally showed an increased use of positive words and decreased use of negative words as the number of interactions increased. Despite prolonged interactions with other depressed individuals, r/depression members’ emotional states were found to have become more positive. For r/depression members, on average all linguistic dimensions were improving with the exception of “assent.” The change in usage of “assent” was found to be insignificant; and as “assent” belongs to “spoken categories,” we believe many vocabularies in “assent” were used in a communicative sense, such as answering questions, a typical type of communication in online health communities [45].

Consistent with previous studies [1-7], we found a similar trend—more use of positive emotion words and less use of negative emotion words—in 3 other Reddit communities. These Reddit communities are different in size (ie, number of members), length of active years, and level of activity, while focusing on different types of health issues. Moreover, we chose these different communities on the basis of the literature that suggested a different composition of social support in these communities. Yet, in all 4 communities, we found members generally used more positive emotion words and less negative emotion words as the number of interactions increased.

The comparison of communities indicates that members of r/depression improved either significantly or at least as much as (ie, no significant difference) members of other online health communities. One unusual finding was the lack of improvement in r/happy, especially when compared with other online health communities. We believe because r/happy members were encouraged to share only positive thoughts and stories from the start, they had limited capacity for positive linguistic changes. However, further investigation is needed for a better understanding of this phenomenon.

Practical Implications for Online Community Use, Research, and Design

Many online communities utilize the efforts of moderators and even community members to monitor their communities. However, detecting changes of emotional states in members can be difficult with such manual efforts, given that the knowledge of members’ (1) previous emotional states and (2) style of writing are required, as well as (3) linguistic changes can be subtle. An adaptation of our linguistic analysis method can be a basis for detecting subtle linguistic changes in individuals in massive scale networks.

Moderators of online health communities have mentally demanding tasks [46]. An automated detection of linguistic changes could reduce the mental burden of moderators and improve the quality of moderation. For example, such a system could alert moderators and members of any undesirable linguistic changes and allow them to provide timely support. Furthermore, a similar system can assist individual members and the whole community. For individual members, a similar system could be used to raise self-awareness of their changes of linguistic or emotional state. As for communities, a similar system could alert when a community-wide emotional shift occurs. Alerting of a negative shift can allow timely intervention for the whole community, whereas alerting of a positive shift provides opportunities for researchers and community managers to study the positive change. As studies on emotional contagion theory [15-17,19,20] demonstrated, mental health communities carry a potential for a community-wide spread of positive and negative emotions.

User Privacy

Although Reddit data (like Twitter) are public, and research using public social media is typically granted exemption from review by IRBs in the US context, ethical considerations—particularly with respect to privacy—remain [47-49]. In this paper, in order to protect user anonymity, we did not present user identifiable information (eg, direct quotations, usernames).

Limitations and Future Directions

One of the limitations in our study is that we had a dataset with 4 communities within the Reddit platform. Although Reddit is a widely used platform, it is more frequently used by young males [50,51]. Therefore, results may not be generalizable to other communities. Also, selection bias of our subjects exists. Members who choose to participate in r/depression are not necessarily representative of the depression population. Similarly, we do not have any evidence that members of r/depression are clinically diagnosed with depression. Thus, we cannot conclude that participating in an online depression community is beneficial for all depression patients. However, r/depression is worth studying given the size of r/depression, the prevalence of depressive disorder and the increasing popularity of online mental health communities.

Although beyond the scope of this study, an investigation with respect to changes of emotion in users of different systems such as Internet-based interventions for depression [52] or text-based crisis counselor system [53] is important for individuals suffering from depression. It is unlikely that any of these avenues could reach the entire population of depressed individuals [9]; thus, understanding the extent to which emotional change occurs within demographic segment in each of these different avenues is important.

Another limitation is the performance of LIWC in measuring emotional states. Although LIWC has been validated and used in many studies [15-18,30,38-40] including a study using Reddit data [18], it is important to note LIWC’s limitations, such as missing potentially important misspellings and slang, which are common in online communities [54]. The findings of this study should be interpreted with caution, especially when leveraging the findings in the clinical context. Furthermore, participation in an online depression community is not the sole factor for improvement or worsening of depressive symptoms. It is also unclear why members stay or leave in this particular online depression community and how their engagement affects the results. Although a previous study suggested that emotional support (ie, positive emotion) helps members stay with an online health community [30], we cannot conclude that participating in online health communities directly caused an improvement in emotional states of members without directly asking the participants. However, this is a general limitation of any secondary analyses. Still, the consistent statistical results could
indicate that depressive symptoms of members of an online depression community were improving. Future work could bolster the current study’s findings by using mixed methods such as surveys and interviews and ask the members of online depression communities about the changes in their depressive symptoms and measure depression using standardized methods like the patient health questionnaire or primary care evaluation of mental disorders [55].

We considered word usages as independent observations; nevertheless, correlations could exist in the word usages among members depending on the topic of conversation. For instance, in a conversation about death, members who are in the conversation are more likely to use words related to death regardless of their emotional states. Conversational topics in online communities, however, are known to change [56]. Thus, examining the effects of emotional states in changing topics and their associated sentiments could support our findings. Moreover, individuals could participate in multiple subreddits and use multiple user IDs, both of which violate our independent variable assumption. We also acknowledge that our large sample size could have inflated the statistical significance levels. Thus, we reported 95% CIs and effect sizes as well as compared with other online health communities to aid the interpretation of results.

Finally, our dataset did not capture passive activities like lurking. Although it has been suggested that lurkers experience fewer benefits than active participants [3], it is unclear if lurkers have less emotional changes and how their changes of emotion can affect the community when they become active participants. Understanding emotional changes in lurkers could deepen our understanding in future work.

Conclusions
We provide new insights into the impact of prolonged participation in an online depression community and highlight the positive emotion change in members. Our findings suggest that 3 other Reddit communities focusing on positive emotion, diabetes, and IBS also have a similar positive emotion change in members. The comparison of communities indicates that the emotion-related language usage of depression community members improved either significantly or at least as much as (ie, no significant difference) members of other online communities. On the basis of these findings, we contribute practical suggestions for designing online depression communities to enhance psychosocial gains for members. We consider these results to be an important step toward developing a better understanding of the impact of prolonged participation in an online depression community on emotional health, in addition to providing insights into the long-term psychosocial well-being of members.
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Abstract

Background: Electronic data capture (EDC) systems have been widely used in clinical research, but mobile device–based electronic data capture (mEDC) system has not been well evaluated.

Objective: The aim of our study was to evaluate the feasibility, advantages, and challenges of mEDC in data collection, project management, and telemonitoring in a randomized controlled trial (RCT).

Methods: We developed an mEDC to support an RCT called “Telmisartan and Hydrochlorothiazide Antihypertensive Treatment (THAT)” study, which was a multicenter, double-blinded, RCT, with the purpose of comparing the efficacy of telmisartan and hydrochlorothiazide (HCTZ) monotherapy in high-sodium-intake patients with mild to moderate hypertension during a 60 days follow-up. Semistructured interviews were conducted during and after the trial to evaluate the feasibility, advantage, and challenge of mEDC. Nvivo version 9.0 (QSR International) was used to analyze records of interviews, and a thematic framework method was used to obtain outcomes.

Results: The mEDC was successfully used to support the data collection and project management in all the 14 study hospitals. A total of 1333 patients were recruited with support of mEDC, of whom 1037 successfully completed all 4 visits. Across all visits, the average time needed for 141 questions per patient was 53 min, which were acceptable to both doctors and patients. All the interviewees, including 24 doctors, 53 patients, 1 clinical research associate (CRA), 1 project manager (PM), and 1 data manager (DM), expressed their satisfaction to nearly all the functions of the innovative mEDC in randomization, data collection, project management, quality control, and remote monitoring in real time. The average satisfaction score was 9.2 (scale, 0-10). The biggest challenge came from the stability of the mobile or Wi-Fi signal although it was not a problem in THAT study.

Conclusions: The innovative mEDC has many merits and is well acceptable in supporting data collection and project management in a timely manner in clinical trial.
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Introduction

An adequate central data management is crucial and indispensable in order to manage data capture, data integration, data storage, and data transfer in clinical trials [1]. However, paper-based data collection has considerable challenges of data management and requires additional time for double data entry, cleaning, and analysis [2]. In several cases, a conventional central data management comprising Web applications for data capture and central databases provides a suitable solution, but these are often limited by lack of reach and widespread applicability [3]. For example, since such tools are made available in an internal secured network, data capture can only be conducted from personal computers within this network. Moreover, data collection from subjects often takes place in rooms where a designated personal computer is not accessible. More importantly, most studies relying on computer-based data capture tools are not required to submit captured data in real time during collection.

In the past decade, certain mobile device–based tools such as personal digital assistants (PDAs) [4,5] and mobile phones [6,7] have been used to collect and manage data. Such tools show great performance and qualities including high-quality data, more effective training to the staff, user friendliness, and cost effectiveness. More importantly, in recent decades, access to the Internet using wireless and mobile communication technologies has tremendously increased and has been adapted for use in field research settings, particularly in medical research, because of the ease of transferring data in real time and convenience owing to the portability of mobile devices. Low- and middle-income countries such as China and India lack the infrastructure to accommodate adequate fixed-line Internet access in rural areas, and cellular networks allow access to telecommunications in such regions with limited Internet access [8]. China has the largest and fastest growing mobile Internet population, with 668 million people using the Internet (89% via mobile phones) as of June 2015 [8], which supports effective implementation of studies using mobile devices in China.

Nevertheless, mobile technology has been barely used to support implementation of pharmaceutical randomized controlled trials (RCTs). Compared with traditional computer-based clinical trial management systems, mobile device–based methods for clinical trial reporting have distinct features that can ensure data transfer and exchange, telemonitoring, and project management in real time.

From 2014 to 2015, we conducted a multicenter, randomized, double-blinded, parallel-controlled trial with the aim of comparing the efficacy of monotherapy with two types of medications in high-sodium-intake patients with mild to moderate hypertension (T elmisartan 40 mg/day and H ydrochlorothiazide [HCTZ] 25 mg/day A nthypertensive T reatment study or the THAT study). During implementation of the THAT study, we developed an innovative, mobile device–based electronic data capture (mEDC) system to support data capture, monitoring, and project management. In addition, we performed a designated qualitative evaluation based on experiences of various types of users to determine whether mEDC can effectively facilitate data collection, project implementation and management, and real-time telemonitoring.

Methods

Design and Features of mEDC

Eligible participants for the THAT study included adults aged ≥18 years with mild to moderate hypertension not using antihypertensive or blood pressure (BP)–altering medications for at least one week. Overall, 1333 participants were recruited at clinics from 14 rural county hospitals, randomly divided into the telmisartan and HCTZ treatment groups, and followed up on the 15th, 30th, and 60th day after enrollment. Dummy telmisartan and dummy HCTZ were used to ensure double blinding. The primary outcomes included BP decrease, BP control rates, fasting blood glucose (FBG), hypokalemia, and adverse events (AEs).

The mEDC system was developed to help users (doctors, clinical research associates [CRAs], project managers [PMs], and data managers [DMs]) in data collection, telemonitoring, and project management. The mEDC, consisting of two primary components (an app installed in mobile phones and a server-based clinical trial database) was designed in accordance with the guidelines laid down by the International Conference on Harmonization Technical Requirements for Registration of Pharmaceuticals for Human Use Good Clinical Practice (ICH-GCP) [9]. We prospectively wrote design specifications to describe structure of the mEDC, and a vendor independently developed this app following our specifications. We also developed a test plan based on these specifications to justify validation of the mEDC system. In order to ensure regulatory compliance, we referred to three additional guidelines focusing on EDC systems for RCTs while designing mEDC: Good Clinical Data Management Practices proposed by the Society for Clinical Data Management (SCDM) [10], Guidance for Industry Computerized Systems Used in Clinical Investigations represented by the Food and Drug Administration [11], and Guidance for Industry Part 11 of Title 21 of the Code of Federal Regulations on Electronic Records and Electronic Signatures (21 CFR 11) [12]. Before implementing the primary study, we invited two independent research staff to validate the mEDC system. They entered a batch of data (approximately 50 simulated patients) into the system to test not only the clinical database validation, including data entry screen testing, data checking routines (eg, range and format), testing of data verification functions, and data transferring (remote data entry) but also trial-specific validation of variables such as name, label, type, and randomization of subjects [10]. Table 1 summarizes the major supportive functions and features of mEDC.
Table 1. Functions and features of mobile device–based electronic data capture (mEDC) and relevant requirements as per electronic data capture (EDC) guidelines.

<table>
<thead>
<tr>
<th>No.</th>
<th>Functions and features of mEDC&lt;sup&gt;ab&lt;/sup&gt;</th>
<th>Requirements per EDC&lt;sup&gt;ac&lt;/sup&gt; guidelines and comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Site equipment and administration</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Logistic management</td>
<td>Should be maintained either onsite or be remotely accessible through electronic files (IV-B: SOP&lt;sup&gt;d&lt;/sup&gt; [11])</td>
</tr>
<tr>
<td></td>
<td>Role allocation</td>
<td>Access must be limited to authorized individuals (IV-D-1: Limited access [11])</td>
</tr>
<tr>
<td>2</td>
<td>Patient recruitment and data collection</td>
<td>These 6 parts follow “Guidance for Industry Computerized Systems Used in Clinical Investigations” [11]: each step will be used to create, modify, maintain, archive, retrieve, or transmit source data (IV-A: Study Protocol [11]), ensure the system’s date and time stamps are accurate (IV-D-3: Date/Time stamps [11]), alert the user if data are out of acceptable range, and should not automatically enter data (IV-F-1: Direct Entry Data [11])</td>
</tr>
<tr>
<td></td>
<td>Screening</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Data collection at baseline</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Centralized randomization</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Data collection during follow-up</td>
<td></td>
</tr>
<tr>
<td></td>
<td>BP&lt;sup&gt;e&lt;/sup&gt; measurement</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Record of adverse events</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Patient referral and reference data</td>
<td>The same as No. 2 (same as above)</td>
</tr>
<tr>
<td></td>
<td>Biological sample collection</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Medicine prescription</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Remote validation of data</td>
<td>To assure that data are reliable, complete, and accurate (Data entry and data processing [10]); keeping track of all changes made to data in electronic records (IV-D-2: Audit trails [11]); audit trails can be particularly appropriate when users are expected to create, modify, or delete regulated records during normal operation (III-C-2: Audit trails [12])</td>
</tr>
<tr>
<td>5</td>
<td>Data storage and management</td>
<td>A copy of the data should be maintained at another location, typically at the clinical site (IV-C: Source documentation and records retention [11], data entry and data processing [10], measuring data quality [12]); should be accessible only by using their own password (IV-D-1: Limited access [11])</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Procedures and controls should be put in place to prevent altering, browsing, querying, or reporting of data via external software applications (IV-E: External security safeguard [11])</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Provided to FDA&lt;sup&gt;f&lt;/sup&gt; and should fully describe and explain how source data were obtained and managed and how electronic records were used to capture data; have dependable system documentation (IV-F-2: Retrieving data [11])</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Create and preserve electronic records, sufficient backup, and recovery procedures (IV-F-4: System controls [11])</td>
</tr>
<tr>
<td>6</td>
<td>Institutional Review Board operations</td>
<td>No requirements for IRB operations in the guidelines</td>
</tr>
<tr>
<td></td>
<td>Clicking a photograph of informed consent forms to ensure completion of IRB&lt;sup&gt;g&lt;/sup&gt; operations</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Other functions and features</td>
<td>No requirements for quality control of BP measurements in the guidelines</td>
</tr>
<tr>
<td></td>
<td>Quality control for BP measurements</td>
<td>Ensuring processes are defined to integrate laboratory and other non-CFR&lt;sup&gt;h&lt;/sup&gt; data with the data from the eCRF&lt;sup&gt;i&lt;/sup&gt; (Electronic Data Capture Principles [10])</td>
</tr>
<tr>
<td></td>
<td>Quality control for consistence of medicine codes</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Project progress and status reports</td>
<td>Automate generation of reports on metrics and project status to facilitate project or site or patient management (Electronic Data Capture Principles [10])</td>
</tr>
</tbody>
</table>

<sup>a</sup>Mobile phone Redmi Note (5.5 inch, 1GB RAM, 32GB ROM, 4G Dual SIM, Android system v4.2) was used as the mobile device. Moreover, mEDC can be installed and used in mobile phones from most other brands that are based on the Android system.

<sup>b</sup>mEDC: mobile device-based electronic data capture.

<sup>c</sup>EDC: electronic data capture.

<sup>d</sup>SOP: standard operating procedure.

<sup>e</sup>BP: blood pressure.

<sup>f</sup>FDA: Food and Drug Administration.

<sup>g</sup>IRB: Institutional Review Board.

<sup>h</sup>CeCRF: Case Report Form.

<sup>i</sup>eCRF: Electronic Case Report Form.
Site Equipment, Training, and Administration

At each study site, doctors were required to take some photographs using the camera of their mobile phones to verify that they had completed the role allocation and internal training for study preparation. Delivery of all site-specific materials such as study medicines, tubes for biological samples, and other materials, both to and from each site, was confirmed by the doctors, and the materials were photographed for record. The PMs remotely checked these photographs, which were required to be uploaded in the mEDC app, and sites would initiate the process after receiving confirmation from PMs. The study protocol and standard operating procedures (SOPs) were stored in the cellphones, allowing convenient access of these instructions.

Patient Recruitment and Visits

Once patients signed informed consent forms, doctors collected necessary information using mEDC, following which the server immediately returned the results to verify whether or not the patients met the inclusion criteria. After baseline information had been collected, unique and structured randomization codes were allocated to all patients. Simultaneously, mEDC allocated study medicines and test tubes bearing the same codes as assigned to the patients. Each patient was assigned a specific time slot for site visits. mEDC helped doctors to arrange visits through 2 automatic pop-up options: sending a standard short message and calling the patient immediately. Patients who had opted to receive a short message received a message with the name of the doctor indicating when he or she should visit the doctor, if breakfast and medicines should be taken, and if the leftover medicine should be brought along. Patients who had difficulty in receiving or reading messages were contacted over telephone on their primary or alternate contact numbers that had been collected at the first visit. During visits, all data transactions between mEDC at the site and the central study server were automatically stamped with identification regarding who provided the information, when it was provided, from where, and how.

Centralized Randomization

THAT study was a double-blinded study with stratified block randomization. Each box of study medicines that contained a genuine medicine and the other dummy medicine was allocated a specific code according to the randomization list in advance. The randomization list was generated previously with gender and systolic blood pressure (SBP ≥160 mmHg) as stratified variables and a random block size of 4. A range of medicine boxes with sequential codes of randomization were delivered to each site. Site names and the matched codes list were uploaded to the mEDC server so that doctors could identify the specific medicines according to the code returned by mEDC during randomization. Biological sample tubes and other study materials with the same codes were delivered to the same site. This guaranteed that a patient had received study medicines and materials with their unique code. Doctors could trigger an unblinding procedure for patients in emergency via mEDC during follow-ups.

Quality Control for Key Procedures

BP measurement was the primary outcome of the THAT study. Doctors received strict training and were provided with uniform digital sphygmomanometers. In practice, the entire procedure was automatically controlled by mEDC. Before measurements, mEDC required doctors to click photographs to record the posture of patients at the time of measurement. During measurements, it instructed doctors to measure BP for 3 times at 2-min intervals. Another key point for quality control was the consistence of medicine codes, that is, the codes that mEDC allocated to patients had to be the same as the codes that were on the medication boxes. Doctors were required to click photographs to record the codes on the medication boxes, and CRAs checked to ensure this consistency.

Patient Referral

At the end of the visit, doctors instructed patients to collect a blood or urine sample, and a message would pop-up on the mobile phone of the nurses responsible for blood or urine sample collection as follows: “Patient xxx with code yyy will arrive for sample collection. Please make sure to use the tubes with the same code.” A similar message would be sent to the study medication distributors to support study medication distribution. The entire process was designed to ensure consistency of patients’ codes across all procedures.

Remote Validation of Data

Similar to traditional computer-based EDC systems, most variables in the THAT study were checked for missing values, range of variable values, outliers, and irrationalities during data entry. However, in contrast to the traditional EDC systems, data entry and validation in the mEDC was performed at the time point of patients’ site visit rather than at a later time point. In addition, by relying on camera technique, mEDC could ask doctors to provide evidence by clicking photographs for key information. Photographic evidence was collected for consistency of patient identification on different materials at all 4 visits, BP measurements, and other procedures. For example, doctors were required to not only enter BP measurements but also to click a photograph for interfaces of digital sphygmomanometers and upload them on the server. The consistency between these recordings would be remotely checked by a CRA. In addition, CRAs remotely supervised the recruiting progress, data validity, missing data, and risk of loss to follow-up through mEDC and in a timely manner. Logistical checking could also be done based on the database temporarily downloaded from the server. We did not develop Web-end to track modification for each variable but used a specially designed database to record any modifications. The mEDC DM provided frequent reports on modifications by running a program based on the database.
Data Storage and Management

Owing to the need for tracking patients during referral and sending follow-up reminders, certain private data such as names and telephone numbers were recorded in mEDC. During data or project management, personal information of participants was shielded from DMs and CRAs, and the deidentified data could only be transferred to researchers and statisticians for data analysis. No hardcopy CRFs were used in the THAT study. Once submitted, collected data was then transferred to the server (located in Beijing) without any information stored in mobile phones. Instant photocopies of key information or records such as BP readings, codes of study medications, and biomedical samples were also uploaded to the server. All the data stored in the server was quarterly backed up to a designated local laptop. Secure Hash Algorithm 512 (SHA-512) [13], a more efficient and secure algorithm, was implemented to ensure that all data were stored in the server and not in local mobile phones. Only authorized doctors could log in to mEDC and access the information collected by them. During the process of data transfer, cryptographic net key was initiated when an investigator logged in. To ensure safe data exchange, the “HTTPS” was utilized in the linkage between the terminal device and the server, which formed a safe circle to prevent stealing or misuse of data.

Institutional Review Board Operations

As part of the study SOP, doctors were required to click a photograph of the page with signatures and submit it to the server, which could help CRAs verify patients’ recruitment because signatures of patients and doctors were essential as per the recommendations of 21 CFR 11 [12].

Project Progress and Status Reports

Doctors could use the recruitment number of patients to confirm whether they had completed their follow-up or not, and mEDC would send reminders to doctors regarding the same. On the other hand, CRAs and PMs could easily track the progress at each site along with statistical summaries of each site, and they would receive notifications when any AE occurred.

Operation of mEDC

Certain interfaces are presented in Figure 1. Every step of study implementation and the actions mEDC supported are presented in Figure 2.

**Figure 1.** Certain interfaces of mobile device–based electronic data capture (mEDC). Fig 1-1 Root directory for investigators and CRA to manage materials, visits, and quit register; Fig 1-2 Interface for investigators to input blood pressure and upload photo evidence of electronic sphygmomanometer screens with 2 minutes interval for each of three sequential blood pressure measurements; Fig 1-3 Current reports of recruitment and follow-ups for site investigators; Fig 1-4 Current reports of all sites for CRA and principle investigators.
Qualitative Evaluation
An intensified sampling method was used to select participants in different roles involved in the THAT study to evaluate the feasibility of mEDC, including 1-2 doctors at each hospital, 1 CRA, 1 PM, and 1 DM.

Semistructured qualitative interviews were conducted by 2 trained interviewers during and after the clinical trial. The structured questions included (1) individual general information and infrastructure conditions, (2) time taken for data collection at each visit, and (3) user satisfaction scores. Satisfaction scores ranged on a scale of 0-10, with a score of 10 indicating “most satisfied,” and a score of 0 indicating “most dissatisfied.”

In-depth personal interviews were conducted to explore individuals’ understanding and feelings of mEDC, which covered (1) evaluation of practical use of mEDC, (2) willingness of using such an app in the future, and (3) experience of security in data storage and transfer. Simultaneously, interviewers objectively assessed how users maneuvered the app during project implementation. Following description of interview guidelines, all participants were interviewed face-to-face, and their responses were recorded. In addition, 53 patients were interviewed through telephone calls to enquire about their experience when visited by doctors through mEDC.

Nvivo 9.0 was used for data extraction and classification after transcribing and restructuring all the records into .doc format. A thematic framework method was used to analyze the interview transcripts [14]. Two independent groups separately conducted data extraction and classification, and any discrepancies between the two groups were resolved by consensus. Because a non-English interview guide was used, back-translation [15] was used to ensure that the original information provided by the interviewees was accurate and reliable.

Ethical Approval
This study received approval from the Peking University at Medical Health Science Center Ethics Committee (ref: IRB00001052-14039). Signed informed consent was obtained from all participants before the qualitative interviews.

Results
Telecommunication Signal Coverage and Characteristics of Participants
Table 2 summarizes the demographic and other characteristics of the participants. All the study hospitals had access to 3G or 4G and/or WiFi signal.
Table 2. Demographic and other characteristics of all participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Doctors (n=24)</th>
<th>Patients (n=53)</th>
<th>CRAa (n=1)</th>
<th>PMb (n=1)</th>
<th>DMc (n=1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>40.6 (4.2)</td>
<td>53.5 (5.2)</td>
<td>26</td>
<td>34</td>
<td>37</td>
</tr>
<tr>
<td>Male (n)</td>
<td>10</td>
<td>23</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Years of work experience, mean (SD)</td>
<td>11.2 (5.1)</td>
<td>-</td>
<td>2</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Prior clinical trial experience, n (%)</td>
<td>7 (29.2)</td>
<td>-</td>
<td>1 (100.0)</td>
<td>1 (100.0)</td>
<td>1 (100.0)</td>
</tr>
<tr>
<td>Possession rate of any cellphone, n (%)</td>
<td>24 (100.0)</td>
<td>40 (76.0)</td>
<td>1 (100.0)</td>
<td>1 (100.0)</td>
<td>1 (100.0)</td>
</tr>
<tr>
<td>Possession rate of mobile phone, n (%)</td>
<td>24 (100.0)</td>
<td>13 (24.0)</td>
<td>1 (100.0)</td>
<td>1 (100.0)</td>
<td>1 (100.0)</td>
</tr>
</tbody>
</table>

aCRA: clinical research associate.  
bPM: project manager.  
cDM: data manager.  
dSD: standard deviation.

Trial Implementation, BP Measurements, and Time Consumption for Data Collection

Overall, 1333 out of a total of 2130 participants were recruited in 14 Hebei county hospitals from October to December 2014; 670 participants were randomly allocated to the telmisartan group and 663 to the HCTZ group. At the end of the study, 1037 participants had completed three follow-up visits in 2 months. The average SBP/DBP (diastolic blood pressure) reduction in telmisartan group and HCTZ group was 12.8/7.2 and 11.5/5.3 mmHg, respectively. As an example, the details of 3 BP measurements at baseline are described in Table 3.

Table 3. Three BP measurements at baseline (n=1188).

<table>
<thead>
<tr>
<th>BP</th>
<th>First measurement, mean (SD)</th>
<th>Second measurement, mean (SD)</th>
<th>Third measurement, mean (SD)</th>
<th>The average of later two measurements, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SBPa</td>
<td>160.1 (10.6)</td>
<td>155.3 (10.1)</td>
<td>153.1 (11.6)</td>
<td>154.1 (11.1)</td>
</tr>
<tr>
<td>DBBp</td>
<td>99.3 (8.9)</td>
<td>94.5 (8.7)</td>
<td>91.3 (9.3)</td>
<td>92.8 (8.8)</td>
</tr>
</tbody>
</table>

aSBP: systolic blood pressure.  
bDBP: diastolic blood pressure.

The entire questionnaire had 141 questions including 54 questions for baseline visit and 29 questions for each of visits 2-4, excluding the 15 questions in the severe AEs form. As estimated by the 24 doctors, the average time used for data collection directly through mEDC was 53.0 (SD 5.3) min for all the 4 visits. All doctors considered the total time taken was reasonable for them, and most patients could bear the standby period. No patient had any complaints related to the procedure when interviewed through mEDC.

I think I can afford the average time spent on visiting one patient. The study did not affect my routine work. Although patients usually attend visits here in the morning, I spent only around 10 minutes per patient to complete each visit. [Doctor, female, 46 years]

I feel I experienced a satisfactory process. Following reminders, my doctor told me how to conduct every step during the visit. The time spent on completing each visit was considerably short. [Patient, female, 51 years]

Experience of Doctors

All doctors mentioned that mEDC was very convenient and could help them complete the visits smoothly. They were willing to use mEDC to implement the THAT study, although the current mEDC app still needs to be upgraded, such as addition of a function of patient indexing. Moreover, they expressed that they would be interested in participating in other clinical trials with mobile phones in the future. Table 4 summarizes the satisfaction scores.
Table 4. Satisfaction scores with mobile device–based electronic data capture (mEDC) from 24 doctors.

<table>
<thead>
<tr>
<th>No.</th>
<th>Procedures</th>
<th>No. of participants (nonresponse/total)</th>
<th>Satisfaction score (median, range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td><strong>Procedure of implementation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Inclusion and exclusion</td>
<td>0/18</td>
<td>9 (8-10)</td>
</tr>
<tr>
<td></td>
<td>Informed consent</td>
<td>0/18</td>
<td>9 (8-10)</td>
</tr>
<tr>
<td></td>
<td>Data collection at each visit</td>
<td>0/18</td>
<td>9 (8-10)</td>
</tr>
<tr>
<td></td>
<td>Randomization</td>
<td>0/18</td>
<td>9 (8-10)</td>
</tr>
<tr>
<td></td>
<td>Collection of biological samples</td>
<td>0/18</td>
<td>9 (7-10)</td>
</tr>
<tr>
<td></td>
<td>Medicine delivery</td>
<td>0/18</td>
<td>9 (7-10)</td>
</tr>
<tr>
<td></td>
<td>Appointment for next visit</td>
<td>1/18</td>
<td>8 (6-9)</td>
</tr>
<tr>
<td>2</td>
<td><strong>Project management</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Accounts management</td>
<td>0/18</td>
<td>9 (8-10)</td>
</tr>
<tr>
<td></td>
<td>Logistics</td>
<td>1/18</td>
<td>9 (8-10)</td>
</tr>
<tr>
<td></td>
<td>Patient indexing</td>
<td>0/18</td>
<td>8 (6-9)</td>
</tr>
<tr>
<td>3</td>
<td><strong>Quality control</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Reminder at each step</td>
<td>0/18</td>
<td>9 (8-10)</td>
</tr>
<tr>
<td></td>
<td>Key point control</td>
<td>0/18</td>
<td>9 (8-10)</td>
</tr>
<tr>
<td>4</td>
<td><strong>Others</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Training for using mEDC&lt;sup&gt;c&lt;/sup&gt;</td>
<td>2/18</td>
<td>9 (8-10)</td>
</tr>
<tr>
<td></td>
<td>Wireless Internet</td>
<td>0/18</td>
<td>8 (6-9)</td>
</tr>
</tbody>
</table>

Overall average score: 9 (6-10)

<sup>a</sup>Nonresponse: number of interviewees who had no response.

<sup>b</sup>Total: total number of participants who attended the qualitative evaluation.

<sup>c</sup>mEDC: mobile device-based electronic data capture.

Although the study involved several steps, such as visit, blood pressure measurement, biological sample collection, medicine description, and visit appointment, the smartphone assisted me to complete every task without any trouble, and I only needed to follow the tips provided by mEDC. I can maneuver the system easily, even though I am not familiar with the functions of my smartphone. [Doctor, male, 44 years]

Although I do not have prior experience in a clinical trial, I think that mEDC helped me collect the data, manage my patients, remind me of what the next step was, and when I should follow up my patients. It made me efficient and confident to execute my job. If possible, I am keen to be part of other studies with smartphones in the future. I hope that for those patients who completed their visits, an indexing function should be available in mEDC, which can help them find their doctor (me) easily. [Doctor, male, 40 years]

Experience of CRAs and PMs

CRAs and PMs expressed that this was their first experience of using mEDC to monitor or manage a pharmaceutical clinical trial. They all believed that mEDC offered some creative functions that were not available in traditional computer-based clinical trials, such as material dispatching and tracking, remote monitoring and validation in real time, and supervising the progress of the trial. mEDC is a promising tool for use in future pharmaceutical clinical trials.

I could monitor quality remotely through mEDC, viewing the data instantly when doctors uploaded their data. As soon as I found that any figure or photograph was possibly wrong, like blood pressure measurements, I would contact them as soon as possible. I also noticed that compared with traditional clinical trials, doctors did not easily procrastinate, since mEDC required the doctors to correct mistakes in a timely fashion, and this feature can help reduce my workload. [CRA, female, 26 years]

I believe that it is a very good tool for pharmaceutical clinical trials. The data uploading in real time, the smooth operation, and the user-friendly interface are highly impressive features. Although this was my first experience using such a cellphone-based system, I believe that it can be promoted in the field of randomized controlled trials in the future. Compared with traditional trials, especially for those trials in which the data source is not from health records, like...
the THAT study, this mEDC could help us manage the project and control quality in real time. The most impressive detail is that the function of the 2-minute interval between two blood pressure measurements can systematically ensure that doctors follow the SOP, so as to reduce potential bias. [Project manager, female, 34 years]

Experience of DMs

DMs also believed that mEDC was safe and using it could help reduce workload during the process of data cleaning.

With almost 10 years of experience focusing on clinical data management, I consider that the whole structure of mEDC is very good and reasonable, especially the safety. For example, “HTTPS” can make sure that the process of data transfer is safe. Moreover, the server is cryptographic, and only people who know the password can have access to it. Spontaneously, real-time uploading enables data not only to be stored in phones but also to be stored on the server, which can avoid information loss to an extremely high extent. More importantly, error correction of mEDC in real time considerably reduces workload at the time of data cleaning. However, a limitation is that there is no modification track in mEDC interfaces, which would help doctors recall work experience. I hope to see this function in the next version of mEDC. [Data manager, male, 37 years]

Discussion

Principal Findings

Mobile device-based technology or app is generally used in several domains [3], including for data collection and reporting [6]; however, at present, project management in pharmaceutical clinical trials scarcely involves mobile devices. The THAT study was successfully completed under management of mEDC, suggesting that data collection and management using mEDC was technologically feasible using a mobile phone in this study. The positive feedback of the users confirmed the feasibility of mEDC, which also establishes substantial confidence about the utilization of mEDC in future pharmaceutical clinical trials.

The significant and specific features of mEDC are data collection, monitoring, and project management in real time. Although computer-based trials proposed that they could recruit patients and collect data in real time by using Internet [16], in most cases, doctors were more likely to rely on transferring data by means of paper-to-computer when they captured clinical data, particularly in trials wherein data sources involved health records. mEDC made the aforementioned process more straightforward owing to portability of mobile phones and was more beneficial in entering data directly in real time. Under such situations, PMs can remotely monitor the progress of the project in real time. Theoretically, mEDC can reduce the time required for data capture because doctors use mobile phones to collect information directly instead of recording such information in paper-based CRFs in the first place. Although we did not compare the effectiveness between these two approaches, evidence available from several previous studies suggests that using mobile phones for data collection, instead of with pen-and-paper, eliminated data recording and entry errors, had similar interrater reliability, and took an equal amount of time per interview but with no second entry [17].

The design for quality control and data validation through mEDC was unprecedented in this time of computer-based clinical trials, particularly for validation of the primary outcome (BP measurement), which could assure that the BP of every patient was accurately measured. The photographic evidence of patients’ seated posture and reminders for 2-min intervals between every two measurements could control doctors to follow the SOP of BP measurement, whereas the screenshots of the digital sphygmomanometer after each BP measurement could help CRAs check the consistency between BP values and screenshots, which can be difficult to achieve in computer-based trials. This type of design can help CRAs remotely conduct site monitoring, reduce extremely inaccurate information, improve data quality, and reduce the workload of DMs at the time of data cleaning. At the same time, Table 3 shows that among three average BP measurements recorded at baseline, the first BP measurement was higher than the other two, the second one was moderate, whereas the third one was the lowest; however, the latter two measurements exhibit a stable trend, which is in concordance with findings from a previous study [18]. This, in a way, validates the reliability of data transferred using mEDC.

From the perspective of doctors, mEDC could be used correctly and smoothly in county hospitals because the user-friendly operation system and succinct screen could help them complete a high-quality clinical trial through a built-in automated procedure of the mobile phone, regardless of prior clinical trial experience. Time consumption analysis and qualitative interviews also indicated that mEDC was easy to operate, and it did not impose any additional workload on doctors. This portable data capture tool not only benefitted doctors but also benefitted CRAs with convenience of data validation.

With regard to security, like SHA-512, which guarantees safety of data transfer [13], HTTPS assured secure connection of the mobile phone with the server and prevented it from being attacked by hackers. The central server could encrypt all transmissions and restrict each individual to appropriate access to data and operations on data.

Limitations

This study had certain limitations. The biggest concern was the signal shielding and stability of the cellular network. Although mobile network is more popular than fix-line Internet in China [3], the signal could probably be impacted due to shielding by the environment, such as in indoor areas of certain buildings with reinforcement concrete frames. The THAT study was a phase IV clinical trial, which is relatively simpler than phase I-III clinical trials; thus, the mEDC algorithm would probably need to be designed in a more complex fashion if it is to be utilized in other phases of a clinical trial. Moreover, whether available mobile phones can process algorithms that are more complicated remains unknown. The current version of mEDC was not perfect because of limited design time. For example, queries had not been designed in mEDC; therefore, any track
changes were not shown on the screen of the mobile phone. Although the track changes could be recorded in the server, doctors could not identify which data were modified; this resulted in some inconveniences. BP measurements were to be manually filled in mEDC but could not be automatically transferred via Bluetooth. Furthermore, doctors were not authorized to record electronic signatures during IRB operations but rather had to record photographs of the informed consent form pages with signatures for data retention. Nonetheless, this limitation will be addressed and fixed in an upcoming updated version of this app.

Conclusions
The mobile device-based data capture and project management system, mEDC, could help doctors complete a phase IV pharmaceutical clinical trial and was feasible for management of this trial. Moreover, doctors expressed their willingness to use this tool for study implementation. The validity, reliability, real-time feature, and user friendliness of mEDC are beneficial not only for doctors without clinical trial experience but also for CRAs and PMs. Taken together, there is a possibility for mEDC to be used in other pharmaceutical clinical trials in the future.
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Abbreviations

| AEs | adverse events |
| BP | blood pressure |
| CRAs | clinical research associates |
| DMs | data managers |
| eCRF | electronic case report form |
| EDC | electronic data capture |
| FBG | fasting blood glucose |
| FDA | Food and Drug Administration |
| HCTZ | hydrochlorothiazide |
| ICH-GCP | International Conference on Harmonization Technical Requirements for Registration of Pharmaceuticals for Human Use Good Clinical Practice |
| IRB | Institutional Review Board |
| mEDC | mobile device–based electronic data capture |
| PMs | project managers |
| SBP | systolic blood pressure |
| SCDM | Society for Clinical Data Management |
| SD | standard deviation |
| SHA-512 | Secure Hash Algorithm 512 |
| SOPs | standard operating procedures |
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