# CONTENTS

## Reviews

**Assessing the Efficacy of Mobile Health Apps Using the Basic Principles of Cognitive Behavioral Therapy: Systematic Review** *(e399)*

Amy Rathbone, Laura Clarry, Julie Prescott.  

---

**Self-Guided Web-Based Interventions: Scoping Review on User Needs and the Potential of Embodied Conversational Agents to Address Them** *(e383)*

Mark Scholten, Saskia Kelders, Julia Van Gemert-Pijnen.  

---

**Patient Health Record Systems Scope and Functionalities: Literature Review and Future Directions** *(e388)*

Lina Bouayad, Anna Ialynytchev, Balaji Padmanabhan.  

## Viewpoint

**Is Connected Health Contributing to a Healthier Population?** *(e386)*

Carmen Loiselle, Saima Ahmed.  

## Original Papers

**Engagement Within a Mobile Phone–Based Smoking Cessation Intervention for Adolescents and its Association With Participant Characteristics and Outcomes** *(e356)*

Raquel Paz Castro, Severin Haug, Andreas Filler, Tobias Kowatsch, Michael Schaub.  

---

**Preventing Depression in Final Year Secondary Students: School-Based Randomized Controlled Trial** *(e369)*

Yael Perry, Aliza Werner-Seidler, Alison Calear, Andrew Mackinnon, Catherine King, Jan Scott, Sally Merry, Theresa Fleming, Karolina Stasiak, Helen Christensen, Philip Batterham.
<table>
<thead>
<tr>
<th>Title</th>
<th>Pages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sexual Health and the Internet: Cross-Sectional Study of Online Preferences Among Adolescents</td>
<td>44</td>
</tr>
<tr>
<td>Reducing Symptom Distress in Patients With Advanced Cancer Using an e-Alert System for Caregivers: Pooled Analysis of Two Randomized Clinical Trials</td>
<td>54</td>
</tr>
<tr>
<td>A Fully Automated Web-Based Program Improves Lifestyle Habits and HbA1c in Patients With Type 2 Diabetes and Abdominal Obesity: Randomized Trial of Patient E-Coaching Nutritional Support (The ANODE Study)</td>
<td>65</td>
</tr>
<tr>
<td>Brain Activation in Response to Personalized Behavioral and Physiological Feedback From Self-Monitoring Technology: Pilot Study</td>
<td>79</td>
</tr>
<tr>
<td>Tailored Web-Based Interventions for Pain: Systematic Review and Meta-Analysis</td>
<td>94</td>
</tr>
<tr>
<td>Effectiveness of a Web 2.0 Intervention to Increase Physical Activity in Real-World Settings: Randomized Ecological Trial</td>
<td>111</td>
</tr>
<tr>
<td>Reduction in Vegetable Intake Disparities With a Web-Based Nutrition Education Intervention Among Lower-Income Adults in Japan: Randomized Controlled Trial</td>
<td>145</td>
</tr>
<tr>
<td>Implementation of a Web-Based Organ Donation Educational Intervention: Development and Use of a Refined Process Evaluation Model</td>
<td>163</td>
</tr>
<tr>
<td>Relationship Between the Menstrual Cycle and Timing of Ovulation Revealed by New Protocols: Analysis of Data from a Self-Tracking Health App</td>
<td>177</td>
</tr>
<tr>
<td>Implementation Intention and Reminder Effects on Behavior Change in a Mobile Health System: A Predictive Cognitive Model</td>
<td>188</td>
</tr>
<tr>
<td>Health-Seeking Influence Reflected by Online Health-Related Messages Received on Social Media: Cross-Sectional Survey</td>
<td>205</td>
</tr>
<tr>
<td>Using Facebook to Recruit Young Australian Men Into a Cross-Sectional Human Papillomavirus Study</td>
<td>217</td>
</tr>
<tr>
<td>Social Media Interventions to Promote HIV Testing, Linkage, Adherence, and Retention: Systematic Review and Meta-Analysis</td>
<td>227</td>
</tr>
</tbody>
</table>
Assessing the Efficacy of Mobile Health Apps Using the Basic Principles of Cognitive Behavioral Therapy: Systematic Review

Amy Leigh Rathbone¹, BSc (Hons); Laura Clarry¹, BSc (Hons); Julie Prescott¹, PhD

Department of Education and Psychology, University of Bolton, Bolton, United Kingdom

Corresponding Author:
Julie Prescott, PhD
Department of Education and Psychology
University of Bolton
Deane Road
Bolton, BL3 5AB
United Kingdom
Phone: 44 1204903676
Email: j.prescott@bolton.ac.uk

Abstract

Background: Cognitive behavioral therapy (CBT) in its basic principle has developed itself as a stand-alone, substantial method of therapy. With effective application in therapy for a range of mental health issues, the spread of CBT methods to Web-based therapy sources is evident. The development of mobile phone apps using CBT principles is increasing within the research area. Despite the move to Web-based methods of therapy, it is argued that these methods lack the same efficacy of face-to-face therapy sessions.

Objective: The aim of this review was to assess extent research findings with regard to the effectiveness of CBT-related mobile health (mHealth) apps. By assessing only studies employing a randomized controlled trial design, the review aimed to determine app efficacy within the highly regarded method of investigation.

Methods: A comprehensive literature search was conducted across several databases. Search results were filtered, and results were subject to strict inclusion and exclusion criteria because of the nature of the review. Where possible, analysis of effect size was calculated and results reported.

Results: A total of 8 studies investigating the effectiveness of mHealth CBT-related apps across a range of mental health issues were reviewed. Three studies used the app against a control group, and 5 studies used the app intervention against another form of treatment or intervention. A range of effect sizes were seen across all included studies (d=−0.13 to 1.83; 0.03-1.44), with the largest effects often being seen when comparing the data from pre- to posttest for the app engaged group.

Conclusions: The studies reviewed support the use of mHealth apps containing CBT principles for a range of mental health issues. However, the effectiveness over longer time periods should be assessed. Researchers and professionals should seek to collaborate effectively when creating new apps to enhance their effectiveness as a treatment for the general public.

(J Med Internet Res 2017;19(11):e399) doi:10.2196/jmir.8598
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Introduction

Cognitive Behavioral Therapy

Cognitive behavioral therapy (CBT) is a substantially adapted, personalized, psychosocial therapy [1]. It has emerged as a viable, empirically reinforced treatment for various mental health issues [2]. The therapy proposes maladaptive cognition correlates to a cognitive and attention bias toward misinterpretation of information and perceiving certain information to be directly threatening and cataclysmic [3]. CBT focuses on personal connotations added to situations and produces empowering psychological strategies to reevaluate the meanings attributed to situations, promoting learned practice for more positively altered behaviors, emotions, and thoughts [4].
Beck et al [5] theorized that, “Cognitions (verbal or pictorial ‘events’ in a person’s stream of consciousness) are based on attitudes or assumptions (schemas), developed from previous experiences.”

Beck et al [6] went on to add, “The psychological sequence progresses from evaluation to affective and motivational arousal, and finally to selection, and implementation of a relevant strategy.”

These two short quotes encompass the basic principles of CBT. CBT consists of three core principles: cognitive activity affects behavior, cognitive activity may be monitored and altered, and desired behavioral change can occur through cognitive change [7]. The therapy aims to target negative emotions that can not only be overwhelming but can also have a detrimental effect on a person’s quality of life. Negative emotions, when experienced in the correct context, can be a typical occurrence, for example, stress, bereavement, anger, or jealousy. However, if these feelings increase and occur exponentially, physical symptoms such as increased blood pressure, headaches, insomnia, and loss of libido can develop.

The therapy itself is tailored to meet the patients’ needs and aims to utilize the previously formed therapeutic alliance between patient and therapist to recognize and comprehend present difficulties [8]. Patients are required to engage with homework outside of therapeutic hours. This encourages patients to foster a sense of cognitive self-awareness away from a clinical setting.

Applications and Efficacy

CBT can be applied to a variety of mental health issues and when utilized in the proper manner, or comorbid with other relevant treatment, result in a significant reduction in symptomology. One such issue is obsessive compulsive disorder (OCD).

Recent research has found that CBT has the potential to reduce and control symptomology of OCD in a way that far exceeds the pharmacological methods such as serotonergic antidepressants [9]. Several studies found that CBT garnered a greater effect size and provided more substantial improvements of clinical symptoms [10-13]. A meta-analysis carried out by Olatunji et al [14] examined the efficacy of CBT for OCD and found that the therapy was highly effective for the reduction of symptomology. The study found that there were large effect sizes immediately post treatment and medium effect sizes during a follow-up.

CBT has shown effectiveness for treating both children [15] and adults [16] suffering from posttraumatic stress disorder (PTSD). CBT specifically used for PTSD tends to be trauma-focused. Trauma-focused CBT (TF-CBT) is a highly versatile model of psychotherapy that focuses on trauma-specific emotional stimulus [17]. When implementing CBT for PTSD in a randomized controlled trial (RCT), Smith et al [18] found that after a month-long symptom observation period, 24% of young people with a preliminary diagnosis of PTSD developed so much that they actually failed to meet the criterion for the disorder. The same study also found that TF-CBT reduced symptoms of not only PTSD but depression and anxiety and also enabled a better quality of life. These results were also maintained over a span of 6 months.

Previous studies and meta-analyses have shown that CBT is an efficacious therapy for anxiety disorders. There have been results showing that CBT has the benefit of reducing comorbidity of multiple anxiety disorders [19]; its clinical utility is valid when treating anxious children and avoiding relapse in adolescents and adulthood [20] and overall reduction of anxiety disorder symptomology [21].

CBT has shown positive results in many other areas of mental health, reinforcing the therapy’s applicability. For example, CBT has been used to assist people with irrational phobias to alter their judgment toward and aversion of fear-instilling stimuli [22], as an antidepressive treatment [23], to treat eating disorders [24,25], and many more.

Accessing CBT

More typically, CBT has been delivered in a clinical environment by a therapist who meets face-to-face with a patient. However, this method can present patients with additional obstacles for various reasons. This could be because of time constraints, prior engagements, or misguided prioritization of well-being. Some patients may suffer with social anxiety, agoraphobia, or physical issues that inhibit them from leaving their home.

There are emergent deliverance methods of CBT being explored, such as telephone CBT [26,27], CBT delivered via texting [28], and Internet-based CBT (iCBT). With the introduction of iCBT, patients became able to communicate and confer with their therapist via a Web-based platform, and treatment can be delivered using Web-based programs.

Although it has been argued that iCBT lacks in efficacy because of the absence of face-to-face interaction with a therapist, Carlbring et al [29] carried out a study that evidenced support for Web-based distribution of treatment for panic disorder because of the subsequent large effect sizes. In this study, face-to-face meetings were substituted with short, once weekly phone calls. The sample consisted of 60 participants who met the criteria for panic disorder as categorized by the Diagnostic and Statistical Manual of Mental Disorders, 4th edition. The study measured aspects such as cognitions, physiological sensations experienced by patients with anxiety disorders, degree of agoraphobia, generalized anxiety, level of depression, and quality of life. The study spanned over 10 weeks when follow-up data was collected. Follow-up data was also collected at 9 months post study. Results show that the intervention group improved significantly in all measures between pre- and posttreatment (t29=4.4-8.7, all P<.001). Another study asked participants their opinions of iCBT. Of 105 participants, 76.2% (80/105) reported that they had not particularly felt the absence of face-to-face contact with a therapist, and 94.3% (99/105) would recommend the method to others [30].

Access to iCBT equips patients with the provisos and skills to guide their own therapy. Haarhoff and Kazantzis [31] contested that several components of CBT, such as observing and altering one’s own beliefs, feelings, and conduct, can be considered as salient self-help techniques. When completing homework that
has been set by a CBT therapist, a patient is essentially contributing to their own well-being using a self-help nature.

Naeem et al [32] contests that self-guided CBT (SG-CBT) can be used as an intervention with minimum direct contact. For patients in need of CBT who face obstacles hindering face-to-face attendance, a self-guided platform to access therapy holds many advantages. Previous studies have shown that SG-CBT can instigate and maintain significant clinical improvements [33]. SG-CBT can enable the avoidance of using mental health services, divert from long waiting lists, bypass obstacles that prevent the use of service, and effectively lower the costs of care for both patients and amenities.

The ubiquity of mobile phones today has become the norm for society. Simultaneously, it is estimated that over 8 billion individuals are connected to the World Wide Web using mobile phones as a platform [34]. Due to the copiousness of mobile phones, the utility of mobile health (mHealth) has never been more endemic. Studies have found that 31% of mobile phone owners use them to access health information; 19% have also installed a mobile app that relates to current medical condition or to manage their health and well-being [35,36].

Some mental health and well-being-focused apps are now integrating mobile technology with CBT by using the basic principles and underpinnings of CBT to enhance the outcome of self-guided therapy. As CBT is an umbrella term for various cognitive and behavioral therapies, the therapeutic content of such apps vary.

**Aim**

Both the increasing use and pervasiveness of mobile phones and the integration of basic CBT principles into mHealth apps are cause for concern because of the clinically unsupervised nature of the intervention and subsequent outcomes. This review aims to synthesize the extant literature and assess the efficacy and user experience of SG-CBT apps with reference to app content. This review followed the guidelines provided by preferred reporting items for systematic reviews and meta-analyses (PRISMA) and adhered to the published PRISMA checklist [37].

**Methods**

**Search Strategy and Selection of Studies**

A comprehensive literature search in relevant bibliographic, Web-based databases was carried out (PsycARTICLES, Google Scholar, Scopus, ProQuest Central, JMIR, and PubMed). Initially, search terms used were not restricted to the title only. They were found within the title, abstract, or full paper. Words searched were “cognitive,” “behaviour,” “behavioural,” “therapy,” “CBT,” “mobile phone(s),” “application,” “randomised,” “controlled,” “trial,” and “RCT.” The conjunction “AND” and the logical operator “OR” were also used in the search terms (Multimedia Appendix 1). The searches were consistently inclusive of “randomised,” “controlled,” “trial” and “RCT.” This ensured that the search did not return studies of other experimental designs. These words were searched because of their direct link with the topical therapy and chosen study design under review.

A vast amount of the search terms were used because of their inclusion in the medical subject headings database. The search terms for this systematic review were stringent because of the focus on one method of therapy, one method of delivery, and one method of experimental design. The reason for this is that the current cultural climate dictates less and less time for individuals to enhance their well-being in a physical setting; therefore, the reliance upon mHealth apps and their instant gratification increases. Moreover, the readily available apps are more beneficial to those suffering from debilitating social phobias or physical ailments. RCTs were the only experimental design reviewed because of the fact that results of the study are reported in a way which sees as many biases removed as possible [38].

From the papers returned by the initial search, abstracts were read to check eligibility. If the abstract of the paper was deemed irrelevant, the paper was retracted from further analyses. If the abstracts were relevant, full text of the paper was then reviewed for eligibility. Papers were discarded if they met the exclusion criteria. Eligible, full text papers had the reference section screened to find further relevant papers. Unpublished studies, dissertations, and gray literature were neither sourced nor included in this review.

The second author carried out the literature search and elected the inclusive papers. The first author and the third author then considered and agreed with the final included studies. The first and the second author carried out the risk of bias assessment.

**Inclusion Criteria**

The inclusion criterion for the systematic review was inflexible. The studies had to be reported in English, and they ranged from January 2008 to May 2017. This is owing to the fact that apps were only released in 2008 [39]. All studies were required to contain an app that used the basic principles of CBT with an RCT design. As highlighted within the search strategy section, studies reviewed were restricted to those of an RCT design based on their data reporting methods and the comprehensive removal of bias. All studies were reported in peer-reviewed, scholarly journal articles. There were no demographic restrictions. The field of study was restricted to that of mHealth.

**Exclusion Criteria**

Studies devoid of actual apps were excluded as they were irrelevant to the focus of the review, for example, proposals, reviews, meta-analyses, conferences, and case studies. Dissertations, secondary sources, and gray literature also met the exclusion criteria. This was to ensure that all studies included had an international standard RCT number, essentially meeting the criteria of Consolidated Standards of Reporting Trials [38].

**Primary Outcome Measures**

This review looked at apps that aim to deliver therapy using the basic principles of CBT and encourage self-guided improvement of one’s well-being. The primary outcome measures were the initial efficacy of the intervention and the overall user experience of the app itself.
Analyses of Effect Sizes

Where the data was attainable, between-group and within-group effect sizes (Cohen $d$) were established using the variance between the pretest and posttest results (within-group effect size) or the variance between the control and intervention group posttest results (between-group effect size) and dividing by the pooled standard deviation. Effect sizes of 0.2 are deemed relatively small. Effect sizes of 0.5 are deemed to be moderate, and those of 0.8 or higher can assume to be associated with large effect sizes [40,41].

Quality Assessment

The overall qualities of included studies were assessed using the Cochrane risk of bias assessment tool [42]. The tool checks studies for biases such as random sequence generation, allocation concealment, incomplete outcome data, selective reporting, and other biases (Multimedia Appendix 2). The blinding criteria of the Cochrane risk of bias assessment tool were not studied as the criteria are almost impossible to abide by when implementing mental health interventions [43]. The Cochrane risk of bias assessment has been highlighted as the most appropriate method of quality assessment for the RCT design studies [44].

Results

Included Papers

An amassed total of 2508 records were considered through search identification. After removing duplicate records, a total of 1755 records were considered by their title alone. Records were excluded if their title did not contain one or more of the utilized search terms (n=1668). Non-English papers were also excluded at this stage (n=3). Abstracts were then assessed for eligibility, with papers being excluded if they were reviews, Web-based studies, or studies that contained no information of an app being used. The remaining articles (n=31) were deemed eligible for full text review. Following the full text reviews, a further 23 papers were removed because of being pilot studies, study protocols, or failing to meet inclusion criteria. This left a total of 8 studies eligible for review as presented in Figure 1.

Study and Intervention Characteristics

Across all studies there were an overall total of 1794 participants. Each of the included studies utilized an app, 3 of which were pitted against a control group. The remaining 5 studies used the app intervention against another form of treatment or intervention. Some mHealth interventions have remained unnamed within the studies (n=4), whereas others have been coined (n=4).

Figure 1. Preferred reporting items for systematic reviews and meta-analyses (PRISMA) flow diagram.
All studies (n=8) measured psychological outcomes such as depression (n=4), chronic pain acceptance (n=1), insomnia severity (n=1), stress (n=1), and PTSD symptoms (n=1). Multimedia Appendix 3 provides a comprehensive overview of all inclusive study characteristics.

Risk of Bias
All of the studies employed an RCT design and were overall, deemed to be of low to moderate risk when assessed against Cochrane risk of bias assessment tool. However, there were some studies that had elements of risk.

Some studies failed to report their study’s random sequence generation (n=4). Due to this, it was unclear as to whether the appropriate procedure had been adhered to [45-48].

The Cochrane’s risk of bias assessment helped researchers to identify further biases. For example, in 2 studies, participants were offered monetary incentives, potentially altering the demand characteristics [47,49]. Another study contained an unequal gender split [45].

The majority of the studies were low risk for the outcome data assessment; however, Whittaker et al’s [48] study was deemed to be potentially high risk as only a relatively small fraction of participants read the interventional messages in their entirety. Horsch et al’s [50] study had a high attrition rate, and follow-up data collection was taken for the intervention group but not collected for the wait-list control group. Therefore, no comparison could be made for the longer term effects of the intervention. Overall, the studies had high response rates and strong engagement, evidenced in Multimedia Appendix 3.

In this review, all studies employed an RCT design to measure the efficacy of CBT mHealth interventions. Across inclusive studies, the range of the within-group and between-group effect sizes were −0.13 to 1.83 at posttest and 0.03 to 1.44 at follow-up. The largest effects were often seen when comparing the data from pretest to posttest for the app engaged group. These effect sizes diminished at follow-up data collection dependent upon length between posttest and follow-up.

Efficacy
The inclusive studies provide promising results with regard to the integration of the basic principles of CBT in mobile phone apps for mental health. The Sleepcare app, devised by Horsch et al [50], was the first of its kind. The app used CBT for insomnia (CBT-I) via a diary method that aimed to treat the symptoms of insomnia severity. This was to increase access to treatment. A significant interaction of the app was found (P<.01), and there was a large effect on insomnia therapy (d=−0.66). A significant effect upon insomnia severity was also recorded at a 3-month follow-up.

One study carried out by Kuhn et al [49] aimed to meet the needs of the population who suffered with PTSD but were not receiving treatment, by offering them psychoeducational information and evidence-based cognitive behavioral coping tools through an app. Post treatment, participants who used the app as an intervention had significant improvements in PTSD symptoms (P=.04), depression symptoms (P=.005), and psychosocial functioning (P=.007). However, at follow-up tests, it was found that there was no difference between the wait-list participants and the intervention participants. This shows that although the initial results were significant, there was no longevity of efficacy.

Kristjansdottir et al [51] found a dearth in the research of chronic pain acceptance and mobile phone self-guided support. Their study explored the efficacy of their unnamed app that was used for 4 weeks and consisted of a diary format and therapist feedback following a chronic pain rehabilitation program. The intervention significantly improved pain acceptance, lowered the catastrophizing of pain, and had a large effect size (d=0.87). At 5 months posttest, the between-group effect sizes were still moderate (d=0.74, P=.003), acceptance of pain (d=0.54, P=.02), and functioning and symptom levels (d=0.75, P=.001). However, it cannot be specified whether the effect sizes were because of the app itself, therapist feedback, or even the rehabilitation program. The effects could be because of the combined participation in each method of therapy.

Ly et al [52] used an unnamed app that produced moderate within-group effects on stress (Perceived Stress Scale [PSS]: d=0.50) and a moderate to large effect between groups (PSS: d=0.62).

Of the 8 studies, half aimed to treat the symptoms of depression (n=4). In a noninferiority trial, Ly et al [45] compared blended treatment, which consisted of a mobile phone and face-to-face therapy, against full behavioral activation treatment for depression. Although the study gave no conclusive findings with regard to the more efficacious treatment, it did find that the blended approach could treat up to twice as many patients because of the ease of access to the app. The MoodHacker app [47] had a significant effect on depression and negative thoughts, and the app MEMO [48] had a large, significant between-group effect on increased positivity when using CBT.

Overall, the collated studies evidenced that CBT delivered via the medium of mobile phones, utilized in a self-guided manner, can be efficacious. Half of the studies aimed to treat depression, with generally positive results. mHealth CBT aided the reduction of scaled depressive symptoms and negative thoughts. However, it is salient to note that these results did not maintain significance unless there was continuity of engagement with the app. It was also found that using standard CBT in conjunction with mobile phone deliverance enabled a wider dispersal of the therapy. This is because of the fact that mobile phones are easier to access than health care settings. Both apps that investigated the treatment of PTSD and chronic pain acceptance were innovative and focused upon coping strategies. This suggests that a participant’s engagement with the therapy, willingness, and ability to access mHealth platforms is key to the efficacy of CBT delivered using this method.

User Experience
Of the 36 participants that Ly et al [52] included in their study, only 16 adhered to the intervention for the full time span of 6 weeks. In Birney et al’s [47] study, participants who received the MoodHacker app intervention used it an average of 16 times (standard deviation [SD] 13.3), which totaled an average of 1.3 hours usage across the study (SD 1.3). A total of 82.4% found
the MEMO app [48] to be useful and stated they would reuse it. A significant proportion of the intervention sample (90.7%) said that they would recommend the app to a friend. The Sleepcare app [50] found that 35 participants filled out >35 diaries, but few participants (n=4) completed <10% of the conversations. Kristjánsdóttir et al [51] found that 83.3% of participants completed 84 entries, yet 23.3% perceived the experience to be a burden.

User experience was measured using varying scales such as time of engagement and personal opinions of a particular app. The results varied. Although participants claimed that they found particular apps useful, this was not reflected by longitudinal engagement. There are multitudinous reasons why participants would deviate from the optimum engagement levels. For example, daily roles and responsibilities such as work, education, or parenting may not allow for optimum use. Other variables such as the lack of Wi-Fi connection and the loss of battery life may have hindered usage. These variables could possibly have skewed results. There were individuals who found diary entries a hindrance rather a help.

Discussion

Limitations

Although comprehensive, this review is not without limitations. This review is selective in its reporting as it only reviews studies employing an RCT design. This is not to refute the designs of excluded studies and their subsequent results, showing the efficacy of mHealth apps. In defense of this, the justification behind the selectiveness is stated within the rationale for review. Additionally, this review analyzed English language papers only; therefore, cross-cultural variations cannot be considered.

With regard to the topical therapy, CBT holds its own limitations. The efficacy of CBT is dependent on many variables. It requires a large amount of commitment, engagement, and cooperation from a patient. It can also be perceived time-consuming because of the regular sessions and frequent homework tasked.

Future Research

Future research ought to work toward the long-term effectiveness of mHealth apps. Longitudinal studies ought to be carried out to assess usage against nonusage for both longer periods of time and greater follow-up periods. The necessity to eradicate technical problems before participant usage is key to fully assess the efficacy of mHealth apps without the interference of study formulated confounding variables.

There is a responsibility for both health professionals and media professionals alike to steer the general public away from the less scientifically created apps and toward regulated and sufficiently formulated and investigated apps. CBT therapists should be consulted and fully involved where apps are created using the principles of CBT to avoid information being misconstrued during usage. The comprehensive creation of mHealth apps with the relevant professionals will create a greater accessibility to effective treatment for the general public. Future apps would benefit from input from multidisciplinary teams during the design and development stages.

From a clinical perspective, medical information from professionals such as doctors, therapists, and counselors is imperative for inclusion in an app. This ensures that the app will distribute updated and medically validated advice and guidance. However, it would also be advantageous to include potential users of the app or those who have engaged with the therapy via varying mediums such as computerized, telephone, and face-to-face. This could provide valuable insights regarding the positive and negative aspects of all methods of deliverance, essentially guiding the development and improving the app. The inclusion of impartial charities and foundations that offer disorder-specific advice and guidance would benefit users. The field will of course take time to develop given the funding implications and time constraints involved with such research projects and the commercial value of other apps.

Conclusions

This review specifically focused upon mHealth apps containing CBT content and RCT designs. In comparison to previous reviews, this review differs because of its focus upon one type of mHealth therapy app. Other reviews have explored mHealth apps in general, with reference to their purpose in health interventions [53]. This review investigated how one specific approach to therapy (CBT) has an impact when delivered as part of an mHealth app.

The results of this review highlight the effectiveness of mHealth apps that use CBT principles. Although the suitability of RCT studies assessing the efficacy of apps has been brought into question for reasons such as the inability to blind a participant to an mHealth intervention, the design has proven effective within this review. It is also worth noting that a patient’s motivation and commitment to therapy can determine the outcome of the therapy. Altering maladaptive cognition requires a willingness and devotion that individuals with mental health issues and vulnerability may not always possess. Although standard face-to-face CBT aims to be as personalized as possible, the same principles should be applied during the development of CBT mHealth apps.

Across a range of psychological issues, mHealth apps appear to repeatedly show improvements in symptom severity. Despite the clear effectiveness, the issue of longevity remains. With lower levels of effect at longer time intervals, questions may be raised over the long-term benefits of these mHealth apps. Similarly, the time constraints and funding issues for the creation of said apps is an issue with unregulated apps often taking precedence in the market place. Future research ought to address issues highlighted within this review and work toward more substantial datasets, long-term effects, and professionally created apps with the help of CBT therapists.
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Abstract

Connected health tools, including mobile phones, incorporate various functions that capture events, direct actions, and make informed decisions based on complex sources of data. Connected health, a term recently proposed by some academics and industry, refers to the development, testing, and integration of smart technology tools into health care. Through these means, connected health creates interconnectivity across various environments, profoundly changing the way we learn, self-regulate, and communicate with one another. In health care, mobile phones enable more precise diagnostics, personalized health recommendations that enhance patient experiences and outcomes while containing health care costs. However, for connected health to achieve its full potential, issues must be addressed pertaining to active engagement in use, privacy, security, and quality, as well as the development of evidence-based guidelines. This commentary discusses these key challenges and explores the promise of connected health, specifically eHealth and mHealth. Anchored within the context of cancer, the authors’ area of expertise, the ideas put forward can readily be applied to other health-related disciplines.
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Our world is increasingly interconnected thanks largely to the technology behind tools that link us, gather information, and display data. This profoundly changes the way we learn, connect, and regulate various aspects of the self (eg, physical, psychological, social, and occupational domains). Globally, more than 50% of the world's population owns a mobile device [1]. In the developed world, this number rises to almost 90%, a clear indicator of the significant impact that science and technology have had on our daily lives [1].

Connected health, a newish term recently proposed by some academics and industry, refers to the development, testing, and integration of smart technology tools into health care [2]. When it comes to physical, psychological, or other health-related issues, connected health can drastically change how health information and support are accessed, communicated, monitored, and acted upon. Mobile health (mHealth) apps are being positioned by developers at the very core of convenience and capabilities, allowing with 1-click easy access to our dearest curiosities, needs, worries, and wants. In 2015, there were more than 165,000 mHealth apps available for users to download [3]. Recent reports suggest that these can significantly support patient engagement, self-management, and empowerment [2]. Interestingly enough, however, recent statistics in the United States indicate that merely 12% of health-related apps are responsible for 90% of downloads [3]. One may ask then—why is the wide range of health apps available so underused given significant trends toward fitness and health? What may be important barriers that potential users face? A recent study examining user perceptions found that lack of health app literacy and not knowing about the various options available were the...
two most important barriers to adoption [4]—this is even more so for seniors, lower socioeconomic groups, those with less than a high school education, and non-English speakers [2,3]. From a technological point of view, the current myriad of connected health options (eg, health apps) makes it difficult for consumers to choose the most personally relevant and high-quality tools. In the oncology field, the options can be overwhelming to the millions of individuals affected—Belong–Beating Cancer Together, Best Cancer Fighting Foods, Breast Cancer Reference, Cancer Quotes, Cancer Therapy Adviser, ePrognosis, iCancerHealth, Kill The Cancer, MyCancerCoach, My Cancer Manager, and more.

While others point to the paucity of decision aids to inform optimal choice and lack of evidence for significant effects [3], we contend there are more proximal reasons for connected health underuse. The current focus may be overly placed on technology while ignoring the need for a true paradigm shift in health care—one that welcomes, encourages, and requires patients to be activated and engaged in their own wellness and care. In addition, uptake strategies must be in place to ensure that individual engagement in connected health is highest prior to facing health and illness issues. Perhaps a better understanding of the root causes, historically, of the health literacy gap would shed further insight into this important factor. In addition, the prescreening of high-quality apps with hands-on guidance, especially for those less likely to use connected health, is known to increase adoption and maintenance [5]. More engaging features include perceived usefulness, simplicity, and credibility of the sources [4,5]. Therefore, knowledgeable and credible health care providers are in an excellent position as promoters and facilitators of connected health use [6,7,8]. In line with a change in paradigm, there must be a shift in the role of health care providers from fixer to coach, enabling empowerment as much as possible in people facing health challenges, whether acute or chronic.

In terms of quality control, consumers (and many manufacturers) remain unaware of technological standards and regulations to which connected health products must be held accountable [9]. The manner in which app stores are set up, for instance, means that popular apps (but not necessarily the best ones) are more visibly displayed and more readily downloadable. However, lack of supporting evidence means that users often rely solely on subjective 5-star ratings to gauge the quality of apps. Whereas recent frameworks have been put forward to assess connected health quality, such as the Reach, Effectiveness, Adoption, Implementation, and Maintenance (RE-AIM) framework to evaluate health behavior interventions, the Mobile App Rating Scale (MARS) to access quality, Consolidated Standards of Reporting Trials (CONSORT-EHEALTH) for the standardized reporting of mHealth and electronic health (eHealth) research, and the upcoming Canadian Institutes of Health and Research guidelines [9-15], one cannot underestimate the importance of bringing people to become more acquainted with connected health (ie, increasing the number of users) before devoting too many resources to developing and ranking tool quality—tools that individuals may not even use. With increased adoption over time, consumers will also become savvier in discriminating among the various options available to them.

With regard to eHealth dissemination, the transmission of health-related knowledge over the Internet, misinformation can also be an important issue, with little attention paid to verifying the trustworthiness and timeliness of the information [16,17]. Apple’s App Store warns that “medical apps that could provide inaccurate data or information, or that could be used for diagnosing or treating patients may be reviewed with greater scrutiny” [18]. Apps that offer peer-to-peer support with content that is user-generated may be particularly at risk for errors and misinformation. While community and support needs may be readily met, anecdotal accounts are not reliable sources and have been associated with negative effects on health outcomes, health care use, and health care provider-patient relationships [16,19]. Government organizations, associations, and the private sector have begun countering this by creating content on their own that provides relevant, trustworthy, and high-quality information [16].

As we are well aware, health care information is particularly sensitive to privacy and security issues, and health care providers are particularly worried about this [3,20,21]. Whereas most oncologists, for instance, know that patients rely on connected health for cancer information and support, they are uncomfortable recommending particular apps to patients [22]. To this end, the National Institutes of Health Informatics, serving as a link among academia, the health informatics industry, and users, offers a variety of resources as a means of guiding innovation uptake and dissemination.

For specific privacy and security issues, concerned consumers are urged to read privacy statements before using connected health to have more control of their privacy [23]. However, regulations vary widely from country to country and, as of yet, no international standards exist [24]. The US Food and Drug Administration, for example, only regulates “a small subset of mobile medical apps that may impact on the performance or functionality of currently regulated medical devices” [25]. In contrast, the European Commission put forward new legislation as part of their ePrivacy Directive and General Protective Regulation of Personal Data [26]. The Department of Justice will officially enact the regulation on May 25, 2018. It will apply to all computers, mobile phones, and tablets and will require informed consent by users for cookies, a form of Web-based data storage, as well as reporting from Internet and app providers of any personal data breaches [27]. Recently, the addition of blockchain technologies that remove the characteristic of infinite reproducibility of data has drastically reduced worries about data security. Benefiting both institutions and patients alike, they remove the onus to safeguard sensitive health data while facilitating the sharing of data. Developers of patient portals and patient navigation platforms are now relying on such security technology [28].

Ultimately, the large number and varying quality of apps available today—combined with few evidence-based guidelines—undermine connected health uptake. However, universally activating people to own a role in their health, wellness, and care as well as empowering them through ready access to relevant connected technologies will translate into unleashing connected health potential like never before. Through the creation of a relevant repository of personal data, individuals...
will be empowered to make more informed health and lifestyle decisions and changes [29].

Editorial Note: JMIR Publications discourages the use of "eHealth" (connected health) as it is not clear whether and how the term differs from eHealth, mHealth or uHealth (ubiquitous health).
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Abstract

Background: Although mobile phone–delivered smoking cessation programs are a promising way to promote smoking cessation among adolescents, little is known about how adolescents might actually use them.

Objective: The aim of this study was to determine adolescents' trajectories of engagement with a mobile phone–delivered smoking cessation program over time and the associations these trajectories have with baseline characteristics and treatment outcomes.

Methods: We performed secondary data analysis on a dataset from a study that compared a mobile phone–delivered integrated smoking cessation and alcohol intervention with a smoking cessation only intervention for adolescents recruited in vocational and upper secondary school classes (N=1418). Throughout the 3-month intervention, participants in both intervention groups received one text message prompt per week that either assessed smoking-related target behaviors or encouraged participation in a quiz or a message contest. Sequence analyses were performed to identify engagement trajectories. Analyses were conducted to identify predictors of engagement trajectory and associations between engagement trajectories and treatment outcomes.

Results: Three engagement trajectories emerged: (1) stable engagement (646/1418, 45.56%), (2) decreasing engagement (501/1418, 35.33%), and (3) stable nonengagement (271/1418, 19.11%). Adolescents who were younger, had no immigrant background, perceived more benefits of quitting smoking, and reported binge drinking preceding the baseline assessment were more likely to exhibit stable engagement. Due to different reach of more engaged and less engaged participants at follow-up, three statistical models (complete-cases, last-observation-carried-forward, and multiple imputation) for the associations of engagement trajectory and smoking outcome were tested. For 7-point smoking abstinence, no association was revealed to be statistically significant over all three models. However, decreasing engagement with the program was associated over all three models, with greater reductions in daily tobacco use than nonengagement.

Conclusions: The majority of tobacco-smoking adolescents engaged extensively with a mobile phone–based smoking cessation program. However, not only stable engagement but also decreasing engagement with a program might be an indicator of behavioral change. Measures to avoid nonengagement among adolescents appear especially necessary for older smokers with an immigrant background who do not drink excessively. In addition, future studies should not only examine the use of specific program components but also users' engagement trajectories to better understand the mechanisms behind behavioral change.
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Introduction

Tobacco smoking is one of the main contributors to the global burden of disease [1]. A survey of 15- and 16-year-old adolescents covering 36 European countries revealed that 21% considered themselves current smokers [2]. As tobacco use often starts in adolescence, intervening before the development of a substance use disorder gains importance [3].

Mobile phone–based programs for smoking cessation are promising tools for delivering treatment to large numbers of adolescents [3]. Such programs have already been proven more effective than minimal or no intervention in adult smokers [4-8]. Whereas only trends toward the effectiveness of such programs in adolescents have been documented to date [6], studies highlight their acceptance by adolescent smokers with mixed intentions to quit smoking and by adolescent smokers of different genders, educational levels, and immigrant backgrounds [9,10].

Mobile phone–based smoking cessation programs are delivered via apps [11] or texting [10,12], with the greatest difference being the level of engagement demanded by the two approaches. The first demands that users proactively engage with the program, whereas the latter requires users to actively disengage from the program [13]. Engagement, for instance, has been conceptualized in previous studies both as the usage or the subjective experience with the program [14]. For texting-based programs, there is some evidence that the predominant engagers are female [15] and older and that they exhibit lower rates of daily cigarette consumption [16], but none of these studies were conducted on adolescents.

User engagement with different smoking cessation programs has been linked to positive behavioral changes. With Web-based interventions, for instance, higher numbers of visits and page views were associated with abstinence [17-19]. Recent studies on texting-based interventions point in the same direction. In a study by Balmford and Borland [20], the efficacy of a texting-based smoking cessation program was associated with completion of the program. Participants who elected to stop the program were less likely to be abstinent at follow-up. In another study by Heminger et al [15], rather than overall engagement, postquit engagement and the use of specific program features such as pledges were specifically predictive of 6-month abstinence. Even more accurately, a study by Christofferson et al [16] identified five different classes of user engagement, which in turn were associated with different levels of interventional success. These investigators extracted two classes of engagement (high engagement and increasing engagement) and three classes of disengagement (rapidly-decreasing engagement, delayed decreasing engagement, and low engagement), demonstrating that participants within the more engaged classes were significantly more likely to be abstinent at weeks 3, 4, and 5 than participants within less engaged classes.

However, there are also studies that question the association between high engagement and positive behavior changes [11,20,21]. For instance, Balmford and Borland [20] found that users with the lowest texting intensity had a greater chance of being abstinent at the 1-month follow-up. The researchers concluded that users tend to be selective as to what they need, which is not to be confused with a lack of motivation. Furthermore, they questioned whether it would be of more help if greater engagement could be achieved among less responsive users. In another pilot study [11] that investigated the use of an app-based smoking cessation program, the total number of actively-viewed quit tips and medication tips was predictive of nonabstinence at 12-week follow-up.

Three methodological issues make the contribution of a user’s level of engagement to long-term abstinence somewhat uncertain. First, only one study has reported long-term outcome associations with engagement [15]. Second, setting a quit date and having a quit attempt is an integral component of most smoking cessation programs [11,15,16,18,20]. Such interventions are typically divided into prequit and postquit phases. There is a lack of studies investigating engagement with a mobile phone–based intervention that was matched to stages of change and did not require subjects to set a quit date. This is of special interest, as most adult and adolescent smokers do not report any serious intention to quit within the next month [10,22]. Third, on the other hand, smokers who enroll in such cessation programs already tend to report an intention to quit smoking [15,16,20], which can lead to a self-selection of more engaged and thus, more successful subjects. To our knowledge, no studies have investigated engagement with a mobile phone–based cessation program in proactively-recruited smokers at different stages of change.

Thus, this study aimed to examine trajectories of program engagement associated with long-term outcomes within a randomized controlled trial (RCT) assessing a fully-automated mobile phone–based program for young smokers that was based on the health action process approach (HAPA) stages of change model [23]. In this study, we conceptualized engagement as the usage of the program. We expected to find trajectories of higher and lower program engagement, similar to the study of Christofferson et al [16]. Compared with their study [16], we did not expect a concrete amount of trajectories, as we applied a different analysis method, and our sample was not only constituted by participants intending to quit smoking. Factors that predict engagement and completion of the 3-month program were analyzed to sort out for whom such programs still need to be improved. We hypothesized that being female [15], older age, and smoking at lower daily rates [16] would predict engagement. In addition, this study investigated adolescents’ engagement with different features of a mobile phone–based intervention, as identifying more and less influential components of such interventions has recently been raised as a means to help refine other health behavior change programs [24].
Methods

Participants and Procedures

Data for this study were extracted from a two-arm, parallel-group, cluster RCT that used school class as the randomization unit, as detailed elsewhere [9,25]. Students in vocational or upper secondary schools in Switzerland were invited to participate in a technology-based program called MobileCoach Tobacco (MCT) if they (1) either smoked on a daily or occasional basis (at least 4 cigarettes in the preceding month and at least one cigarette during the preceding week) and (2) owned a mobile phone. Participating students were reimbursed 10 Swiss francs for participating in the baseline and follow-up assessments and with 0.5 Swiss francs for each of the 11 text message (short service message, SMS) assessments that they answered within the MCT program.

In the original trial, the efficacy of an integrated smoking cessation and alcohol intervention (MCT+) was tested against a smoking cessation only intervention (MCT) for smoking cessation in adolescents. A total of 1471 students from 360 Swiss vocational school classes participated in this study. They were randomly assigned to either the combined program (MCT+, n=730) or to the smoking cessation only program (MCT, n=741). The original study [9] found no significant difference between the programs in terms of reducing the number of cigarettes used per day (MCT+ vs MCT: −2.7 vs −2.8) or in increasing the 7-day point prevalence of smoking abstinence at follow-up (MCT+ vs MCT: 14.9% vs 14.0%).

The intervention was designed with, and triggered by, the open-source behavioral intervention platform MobileCoach version 1.1 [26]. The original study protocol was approved by the ethics committee of the Faculty of Philosophy at the University of Zurich, Switzerland (date of approval: June 24, 2014). The study was registered at Current Controlled Trials (ISRCTN02427446, assigned September 8, 2014) and executed in full compliance with the Declaration of Helsinki.

Description of MobileCoach Tobacco

The MCT+ program combined (1) tailored Web-based feedback on individual drinking behaviors delivered directly after completion of the baseline assessment, (2) tailored mobile phone text messages to promote drinking within low-risk limits over a 3-month period, (3) tailored mobile phone text messages to support smoking cessation for 3 months, and (4) the option of receiving twice daily strategies for smoking cessation centered around a self-defined quit date. Only components (3) and (4) of the integrated intervention were delivered to participants in the MCT group. The theoretical backgrounds of these intervention components are described elsewhere [9].

The Web-based feedback, intended only for participants in the combined program, was provided immediately after completion of the baseline assessment. It included individually-tailored information (1) about calorie intake based on personal drinking data and (2) age and gender-specific norms on the number of drinks consumed per week, as well as on the individual’s frequency of binge drinking.

The alcohol-related text messages provided information on (1) strategies for drinking within low-risk limits and (2) the association between smoking and alcohol consumption. These text messages were sent only to those subjects within the MCT+ condition who reported binge drinking previous to their baseline assessment, where binge-drinking is equivalent to the consumption of 5 or more drinks on a single occasion for men and 4 or more drinks for women. These text messages were sent on Saturdays at 7 PM on even weeks, whereas on odd weeks they were sent at each particular individual’s typical drinking day and time.

The tobacco-related text messages provided information relevant to each subject’s individual HAPA stage of change [23]. On the basis of the HAPA stage [23], subjects can be divided into “preintenders” (individuals with no intention to quit smoking) and “intenders” or “actors” (individuals who seriously intend to quit smoking or have already quit). For preintenders, the text messages addressed the benefits of quitting, risks of smoking, and methods for improving self-efficacy. For intenders, the text messages initiated planning processes, whereas for actors they emphasized self-regulatory skills.

During the 3-month MobileCoach Tobacco program, participants in both intervention groups received one text message prompt per week that either assessed smoking-related target behaviors or encouraged the subject’s participation in a quiz or message contest. These prompts were easily answered by typing a single letter, number, or sentence using the mobile phone’s reply function. Every 4 weeks, smoking-related target behaviors, including the person’s HAPA stage of change, were assessed through the question “Have you recently smoked cigarettes?”, with the following response options: (1) “Yes, and I do not intend to quit” (preintender), (2) “Yes, but I am considering quitting” (preintender), (3) “Yes, but I seriously intend to quit” (intender), or (4) “No, I have already quit smoking” (actor). Furthermore, among preintenders, the number of cigarettes smoked per day or week (depending on smoking status: daily or occasionally) was assessed every 4 weeks. For intenders and actors, the use of strategies to cope with craving, which were individually chosen within the baseline assessment, was assessed: for example, “Did you apply the following strategy recently? When I am at a party, I distract myself from smoking by dancing. Yes (Y) No (N).”

Quizzes were included thrice during the MCT, with the questions targeting (1) smoking norms (percentage of smokers within the same age- and gender-specific reference group), (2) the health consequences of smoking cessation (days until positive health consequences after smoking cessation), and (3) expenditures on cigarettes (money spent on cigarettes per year).

A contest that required participants to create a text message to motivate other participants to quit smoking (for nonintenders) or to provide concrete ways to help others quit smoking (for intenders and actors) was conducted twice during the intervention period. The best text message from each of the two categories, rated weekly by a tobacco cessation expert, was sent anonymously to participants in the respective categories after 48 hours.
Finally, additional text messages were offered to subjects who reported having the intention to quit smoking. Intenders and actors were informed biweekly about the option of receiving additional information around a chosen quit date. After entering a scheduled quit date, the program provided up to 2 daily text messages on quit-day preparation and relapse prevention (weeks −1 to +1: 2 daily text messages; weeks +2 and +3: one daily text message).

**Measures**

Participants took part in a Web-based health survey during a regular class session, by which data on potential predictors of engagement and outcome variables were collected. The sociodemographic characteristics that were assessed were gender, age, educational attainment, and immigrant background. The following common Swiss levels of educational attainment were assessed: (1) none, (2) secondary school, (3) extended secondary school, and (4) technical or high school. We assessed the country of birth of both parents of the students to identify any potential immigrant background. On the basis of this information, participants were assigned to one of the following categories: (1) neither parent born outside Switzerland, (2) one parent born outside Switzerland, or (3) both parents born outside Switzerland. For further analysis, we grouped subjects with either a one- or two-sided immigrant background into a single category for comparison against nonimmigrants.

The health-related variables that were assessed were perceived stress, physical activity, body weight, typical number of drinks consumed per week, and whether any binge drinking had occurred in the month before the baseline assessment. Perceived stress was measured using the following single item: “In the last month, how severely have you felt stressed?” Participants were asked to indicate their response on a 6-point Likert scale that ranged from not at all to very. Self-reported moderate to vigorous physical activity was measured by a question derived from the Health Behaviour in School Aged Children study [27]: “Outside school, how many hours a week do you exercise or participate in sports that make you sweat or out of breath?” The typical number of drinks consumed weekly was assessed via a 7-day drinking calendar similar to the Daily Drinking Questionnaire [28], for which participants were asked to think about a typical week in the preceding month and record the number of standard drinks they typically consumed each day during that week. Examples of standard drinks containing 12 g to 14 g of ethanol were provided for beer, wine, spirits, alcopops, and cocktails, along with conversion values (eg, three 0.5 L cans of beer=6 standard drinks). Binge drinking was assessed by asking participants to report the number of standard drinks they consumed on their heaviest drinking occasion over the preceding 30 days.

Tobacco smoking status was assessed using the question, “Are you currently smoking cigarettes?” with the following response options: (1) “Yes—I smoke cigarettes daily,” (2) “Yes—I smoke cigarettes occasionally, but not daily,” and (3) “No.” In occasional smokers, we assessed the number of days they typically smoked per month, the total number of cigarettes smoked within the previous 7 days, and the number of cigarettes smoked on a typical smoking day. In daily smokers, we only assessed the mean number of cigarettes smoked per day. For occasional smokers, the average number of cigarettes smoked per day was computed by multiplying the typical number of smoking days per month with the number of cigarettes smoked on a typical smoking day and dividing this product by 30.

Additionally, we assessed the following smoking-related variables: HAPA stage of change and the number of previous quit attempts. Each subject’s HAPA stage of change was assessed using the following question: “Have you recently smoked cigarettes?” with the following response options (1) “Yes, and I do not intend to quit” (preintenders), (2) “Yes, but I am considering quitting” (preintenders), and (3) “Yes, but I seriously intend to quit” (intenders). Subjects were asked about their previous attempts to quit smoking with the question—“Have you ever made a serious attempt to quit smoking?”—for which they were provided the response options “No,” “Yes—one,” and “Yes—more than once.”

Engagement with the program was assessed in terms of the number of program participants who unsubscribed from the program (program attrition), the number of responses to the weekly text message prompts, the percentage of retrieved versus sent media objects within the program, and the number of smokers who entered a quit date and activated the additional quit day preparation program.

Smoking behavior at 6-month follow-up was assessed as the (1) 7-day point prevalence of smoking abstinence and (2) the mean number of cigarettes smoked per day. To assess the 7-day point prevalence of smoking abstinence, subjects were asked to indicate whether they had taken a puff of a cigarette within the 7 days previous to follow-up. The mean number of cigarettes smoked per day was assessed and computed in the same way as at the baseline assessment.

**Statistical Analyses**

As a first step, we analyzed whether persons who actively unsubscribed from the intervention differed from those who remained in the intervention, applying Pearson chi-square analysis to examine differences in categorical variables and unpaired student t tests for continuous variables. Given that the combined intervention was more extensive, we also examined whether program attrition differed as a function of study condition. Participants who had either unsubscribed or did not receive the text messages, as seen from program log files, were excluded from further analysis. We then explored the use of different program features for the total sample and by treatment arm.

Subsequently, we examined engagement trajectories by analyzing answers to weekly prompts, which were identical for both study groups. To this end, we performed sequence analysis using the TraMineR library (version 1.8-8) in R [29]. For each participant, answers to prompts (as described previously) were ordered into a sequence of states (ie, engagement trajectories). Similarities between participants’ state sequences were computed using the optimal matching (OM) distance algorithm. OM is defined as the minimal effort, in terms of insertions, deletions, and substitutions, of transforming one sequence into another. Homogeneous engagement trajectory groups (clusters)
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were then constructed from the distance matrix using agglomerative nesting hierarchical clustering and Ward’s linkage method. The number of clusters chosen was based on the highest relative loss of inertia (see function HCP in FactoMineR package [30]) and upon the quality of the clusters according to the average silhouette width (ASW) [31]. The ASW ranges from −1 to +1 and can be interpreted as the degree of coherence among assignments to clusters: a high degree of coherence (close to 1) indicates large between-group distances and strong within-group homogeneity.

Upon detecting different engagement trajectories, we examined for baseline differences between the clusters. Subsequently, we conducted multinomial logistic regression analysis to identify predictors of clusters characterized by lower engagement trajectories, compared with those with higher engagement trajectories. Initially, separate univariate multinomial logistic regression analyses were performed (subsequently referred to as univariate analyses) to evaluate potential predictors of engagement trajectories. After these univariate analyses, multivariate prediction models were developed. As suggested by Hosmer et al [32], variable selection consisted of the following steps: (1) significant predictors (\(P<.05\)) identified during univariate analyses were entered into the preliminary multivariate model; (2) variables that were nonsignificant at \(P>.05\) were removed, one at a time, starting with those with the highest \(P\) values (backward selection); and (3) to account for suppressor effects, the resulting model was verified by adding the aforementioned excluded variables, separately, to the regression model. Only variables that were significant at \(P<.05\) were retained in the final multinomial regression model (forward selection).

Finally, we compared smoking outcomes between participants grouped by their engagement trajectory. As participants were nested in school classes, we conducted a generalized linear mixed model for the 7-day point prevalence of abstinence. For changes in consumed cigarettes per day, we conducted a linear mixed model. Engagement trajectory was included as an independent variable (fixed effect) and school class as a single random effect (random intercept). These analyses were conducted using the lme4 library (version 3.2.1) in R [33] on the following three statistical models because of the disparate reach of more engaged than less engaged participants at follow-up: (1) a complete case analysis (CCA) dataset, (2) a last-observation-carried-forward (LOCF) dataset, and (3) an intention-to-treat (ITT) dataset. Details of outcome analysis and missing data imputation procedures are provided in Haug et al [9]. R version 3.3.3 (The R Foundation for Statistical Computing) was used to perform all sequence analyses and outcome analyses, whereas the Statistical Package for the Social Sciences (SPSS) version 22 (IBM Corp) was used for all other analyses. All statistical tests were two-tailed, with \(P<.05\) set as the criterion for statistical significance.

Results

Participants

Figure 1 depicts the progression of participants through the trial. Of the original 1471 study participants, 1418 (96.39%) completed the program. Those who failed to complete their intervention had either signed off (31/1471, 2.11%) or discontinued the intervention because of technical problems (22/1471, 1.49%). No significant baseline differences were observed between those who did and did not complete the intervention. Program attrition also did not differ between the two treatment arms, with 13 of the 741 (1.8%) participants in the MCT choosing to unsubscribe compared with 18 of the 730 (2.5%) assigned to the MCT+ (\(\chi^2=0.9, P=.34\)). Of the 1418 participants analyzed for this study, 863 (60.86%) were female. The reported mean age was 18.6 (standard deviation [SD] 3.1). More than half (740/1418, 52.18%) reported either a one-sided or two-sided immigrant background, and almost all (1180/1418, 83.21%) had reached at least the lowest educational degree (ie, secondary school). Two-thirds of the sample (1083/1418, 76.37%) took part on the follow-up assessment; 538 of the 712 (75.6%) participants were assigned to the MCT and 545 of the 706 (77.2%) were assigned to the MCT+.

Use of Different Program Features

Table 1 summarizes different program use characteristics across the total sample and by intervention group. Participants answered a mean of 6.6 (SD 3.5) out of 11 text message prompts. Each participant received between 3 and 5 text messages containing media objects (videos and pictures) that had to be downloaded. On average, participants downloaded 20.5% (SD 31.5) of the received media content. Participants in the MCT+ downloaded media content significantly more often than their MCT counterparts (23.6% vs 17.9%, \(P=.001\)). Roughly half of the subjects answered all or almost all of their text message prompts. The fewest answers were recorded for the contest prompt at week 8 (24.9%) and for the HAPA stage query at week 10 (42.9%).

Engagement Analysis

Our inspection of answer behavior over the 3-month intervention revealed different types of engagement trajectory. Some participants exhibited a stable answer pattern (either usually answered or almost never answered text messages). Other participants displayed irregular trajectories. The highest relative loss of inertia measure suggested the following three-cluster solution: cluster 1=stable engagement (SE), cluster 2=decreasing engagement (DE), and cluster 3=stable nonengagement (SNE). On the basis of the ASW, the quality of the three clusters ranged from poor (cluster 2=−0.02) to good (cluster 1=0.55) and excellent (cluster 3=0.70). The low ASW for cluster 2 was because the engagement trajectories included within the cluster differed to a great extent. Some subjects answered text messages only in the beginning, whereas others answered depending on the topic. There were also some participants who only started to answer text messages at the end of the program (Figure 2).

As the common element within all these trajectories included message prompts. The fewest answers were recorded for the contest prompt at week 8 (24.9%) and for the HAPA stage query at week 10 (42.9%).
Table 1. Use of program components by the overall study sample and by study group.

<table>
<thead>
<tr>
<th>Program components</th>
<th>All (N=1418)</th>
<th>MCT (n=712)</th>
<th>MCT+ (n=706)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Questions answered, mean (SD)&lt;sup&gt;b,c&lt;/sup&gt;</td>
<td>6.6 (3.5)</td>
<td>6.5 (3.6)</td>
<td>6.8 (3.5)</td>
<td>.22</td>
</tr>
<tr>
<td>Percentage of media objects viewed or of media objects sent, mean (SD)&lt;sup&gt;b,c&lt;/sup&gt;</td>
<td>20.8 (31.5)</td>
<td>17.9 (32.6)</td>
<td>23.6 (30.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Answer to quizzes&lt;sup&gt;d,e&lt;/sup&gt;, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quiz costs (week 1)</td>
<td>975 (68.76)</td>
<td>481 (67.6)</td>
<td>494 (70.0)</td>
<td>.33</td>
</tr>
<tr>
<td>Quiz health (week 5)</td>
<td>898 (63.32)</td>
<td>438 (61.5)</td>
<td>460 (65.2)</td>
<td>.16</td>
</tr>
<tr>
<td>Quiz norms (week 9)</td>
<td>863 (60.86)</td>
<td>429 (60.3)</td>
<td>434 (61.5)</td>
<td>.64</td>
</tr>
<tr>
<td><strong>Answer to HAPA&lt;sup&gt;f&lt;/sup&gt; stage of change&lt;sup&gt;d,e&lt;/sup&gt;, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stage 1 (week 2)</td>
<td>1206 (85.04)</td>
<td>598 (83.9)</td>
<td>608 (86.1)</td>
<td>.26</td>
</tr>
<tr>
<td>Stage 2 (week 6)</td>
<td>975 (68.76)</td>
<td>485 (68.7)</td>
<td>490 (68.8)</td>
<td>.96</td>
</tr>
<tr>
<td>Stage 3 (week 10)</td>
<td>609 (42.94)</td>
<td>295 (41.4)</td>
<td>314 (44.5)</td>
<td>.25</td>
</tr>
<tr>
<td><strong>Answer to smoking-related questions&lt;sup&gt;d,e&lt;/sup&gt;, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPD&lt;sup&gt;g&lt;/sup&gt; or CPW&lt;sup&gt;h&lt;/sup&gt; or coping strategy (week 3)</td>
<td>992 (69.95)</td>
<td>490 (68.8)</td>
<td>502 (71.1)</td>
<td>.35</td>
</tr>
<tr>
<td>CPD or CPW or coping strategy (week 7)</td>
<td>876 (61.77)</td>
<td>444 (62.4)</td>
<td>432 (61.2)</td>
<td>.65</td>
</tr>
<tr>
<td>CPD or CPW or coping strategy (week 11)</td>
<td>749 (52.82)</td>
<td>361 (50.7)</td>
<td>388 (55.0)</td>
<td>.11</td>
</tr>
<tr>
<td><strong>Answer to contest, n (%)&lt;sup&gt;d,e&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Motivational or quit contest (week 4)</td>
<td>626 (44.14)</td>
<td>303 (42.6)</td>
<td>323 (45.8)</td>
<td>.23</td>
</tr>
<tr>
<td>Motivational or quit contest (week 8)</td>
<td>353 (24.89)</td>
<td>175 (24.6)</td>
<td>178 (25.2)</td>
<td>.78</td>
</tr>
<tr>
<td>Setting of a quit date&lt;sup&gt;d,e&lt;/sup&gt;</td>
<td>156/475 (32.8)</td>
<td>79/239 (33.1)</td>
<td>77/236 (32.6)</td>
<td>.92</td>
</tr>
</tbody>
</table>

<sup>a</sup>SD: standard deviation.  
<sup>b</sup>t test.  
<sup>c</sup>Degrees of freedom=1416.  
<sup>d</sup>Chi-square test.  
<sup>e</sup>Degrees of freedom=1.  
<sup>f</sup>HAPA: health action process approach.  
<sup>g</sup>CPD: cigarettes smoked per day.  
<sup>h</sup>CPW: cigarettes smoked per week.

Figures 2 and 3 describe the three clusters in different ways. The first figure displays the response or nonresponse of individuals to each of the 11 prompts within the different clusters. Figure 2 highlights the prototype engagement trajectory within each of the three clusters. The typical participant within cluster 1 (SE) answered to almost all text messages, except for the second request to send their own message to motivate other participants to quit smoking or remain cigarette free. The typical participant within cluster 3 (SNE) did not respond to any of the prompts. Meanwhile, the typical participant within cluster 2 (DE) did not reply to the two message contests and exhibited a steadily decreasing response rate. This last pattern is associated with the repetition of questions, such as queries relating to the person’s HAPA stage of change and cigarettes per day or per week.

**Predictors of Engagement Trajectory**

Table 2 summarizes the baseline characteristics of participants by engagement trajectory. There were significant differences between the three clusters with regard to age (P=.006), immigrant background (P<.001), educational attainment (P=.04), binge drinking (P<.001), HAPA stage of change (P<.05), and self-perceived benefits of quitting (P<.001).

Table 3 shows which of the aforementioned variables were predictive of engagement trajectory within the multivariate model. Being older (Odds ratio [OR]=1.05, P=.04) and having an immigrant background (OR=0.76, P=.02) predicted a decreasing engagement with the program compared with a stable engagement. Furthermore, participants who perceived more benefits of quitting were more likely to display stable than decreasing engagement with the program (OR=0.52, P=.007). Compared with stable engagement, nonengagement was predicted by immigrant background (OR=0.47, P<.001) and binge-drinking behavior (OR=1.54, P=.005). Being a stable nonengager was more likely than being a stable engager, when participants reported an immigrant background and no binge drinking within the month previous to baseline.
Engagement Trajectories and Smoking Behavior

Treatment outcome by type of engagement trajectory and comparisons of outcomes between engagement trajectories are summarized in Table 4. Reach at follow-up differed importantly between stable engagers (84.3%, 545/646), decreasing engagers (74.5%, 373/501), and nonengagers (59.0%, 160/271). Due to this, three statistical models were tested. Only the reduction in cigarettes per day among decreasing engagers differed significantly from stable nonengagers under the CCA, LOCF, and ITT assumptions (CCA: beta=.65, \( P=.02 \); LOCF: beta=.43, \( P=.01 \); and ITT: beta=.54, \( P=.03 \)). Decreasing engagers smoked significantly fewer cigarettes per day at the end of the intervention than nonengagers.

With respect to the 7-day point prevalence of abstinence at 6-month follow-up, no comparison revealed a significant difference under all three assumptions. On ITT analysis, the odds of being abstinent at follow-up was higher among nonengagers than engagers (OR=1.32, \( P=.02 \)). But this finding must be interpreted with caution, as bias in the multiple imputation of missing data seems probable because of the different amount of available information at follow-up. Caution is also warranted, as under the missing-as-smoker assumption, the odds for being abstinent turn in the opposite direction.
Figure 2. The prototype engagement trajectory within each cluster. Columns represent the 11 prompts that could be answered by the participants. Black boxes represent nonreplies, and gray boxes represent replies.
Figure 3. Individual engagement trajectories within each of the three clusters. Rows represent participants and columns represent the 11 prompts that could be answered by the participants. Black boxes represent nonreplies, and gray boxes represent replies.
Table 2. Demographic and health behavior characteristics of the study sample by engagement trajectory.

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>All (N=1418)</th>
<th>Stable engagement (n=646)</th>
<th>Decreasing engagement (n=501)</th>
<th>Stable nonengagement (n=271)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intervention group&lt;sup&gt;a,c&lt;/sup&gt;, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MCT&lt;sup&gt;g&lt;/sup&gt;</td>
<td>712 (50.21)</td>
<td>319 (49.4)</td>
<td>248 (49.5)</td>
<td>145 (53.5)</td>
<td>.48</td>
</tr>
<tr>
<td>MCT+&lt;sup&gt;h&lt;/sup&gt;</td>
<td>706 (49.78)</td>
<td>327 (50.6)</td>
<td>253 (50.5)</td>
<td>126 (46.5)</td>
<td></td>
</tr>
<tr>
<td>Female sex&lt;sup&gt;a,c&lt;/sup&gt;, n (%)</td>
<td>863 (60.86)</td>
<td>398 (61.6)</td>
<td>293 (58.5)</td>
<td>172 (63.5)</td>
<td>.35</td>
</tr>
<tr>
<td>Immigrant background&lt;sup&gt;a,c&lt;/sup&gt;, n (%)</td>
<td>740 (52.18)</td>
<td>293 (45.4)</td>
<td>268 (53.5)</td>
<td>179 (66.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age in years, mean (standard deviation [SD])&lt;sup&gt;b,c&lt;/sup&gt;</td>
<td>18.6 (3.1)</td>
<td>18.4 (2.8)</td>
<td>18.8 (3.4)</td>
<td>18.9 (2.9)</td>
<td>.006</td>
</tr>
<tr>
<td>Educational level&lt;sup&gt;a,c&lt;/sup&gt;, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary school</td>
<td>1180 (83.21)</td>
<td>555 (85.9)</td>
<td>401 (80.0)</td>
<td>224 (82.7)</td>
<td>.04</td>
</tr>
<tr>
<td>Vocational school</td>
<td>189 (13.32)</td>
<td>67 (10.4)</td>
<td>86 (17.2)</td>
<td>36 (13.3)</td>
<td></td>
</tr>
<tr>
<td>Technical or high school or university</td>
<td>30 (2.11)</td>
<td>13 (2.0)</td>
<td>10 (2.0)</td>
<td>7 (2.6)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>19 (1.33)</td>
<td>11 (1.7)</td>
<td>4 (0.8)</td>
<td>4 (1.5)</td>
<td></td>
</tr>
<tr>
<td>Hours of moderate to vigorous extracurricular physical activity per week, mean (SD)&lt;sup&gt;b,c&lt;/sup&gt;</td>
<td>3.5 (3.6)</td>
<td>3.4 (3.4)</td>
<td>3.7 (3.8)</td>
<td>3.2 (3.6)</td>
<td>.08</td>
</tr>
<tr>
<td>Number of alcoholic drinks consumed per week, mean (SD)&lt;sup&gt;b,c&lt;/sup&gt;</td>
<td>9.9 (12.1)</td>
<td>10.2 (12.1)</td>
<td>10.3 (11.8)</td>
<td>8.4 (12.5)</td>
<td>.09</td>
</tr>
<tr>
<td>Binge drinking&lt;sup&gt;a,c&lt;/sup&gt;, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>465 (32.79)</td>
<td>191 (29.6)</td>
<td>158 (31.6)</td>
<td>116 (42.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>952 (67.13)</td>
<td>455 (70.4)</td>
<td>342 (68.4)</td>
<td>155 (57.2)</td>
<td></td>
</tr>
<tr>
<td>Tobacco smoking status&lt;sup&gt;b&lt;/sup&gt;, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daily smoker</td>
<td>1075 (75.81)</td>
<td>476 (73.7)</td>
<td>390 (77.8)</td>
<td>209 (77.1)</td>
<td>.22</td>
</tr>
<tr>
<td>Occasional smoker</td>
<td>343 (24.18)</td>
<td>170 (26.3)</td>
<td>111 (22.2)</td>
<td>62 (22.9)</td>
<td></td>
</tr>
<tr>
<td>Number of cigarettes smoked per day, mean (SD)&lt;sup&gt;b,c&lt;/sup&gt;</td>
<td>10.1 (7.3)</td>
<td>9.9 (7.3)</td>
<td>10.5 (7.4)</td>
<td>10.0 (7.1)</td>
<td>.32</td>
</tr>
<tr>
<td>Stage of change&lt;sup&gt;a,d&lt;/sup&gt;, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No intention to quit</td>
<td>396 (27.92)</td>
<td>200 (31.0)</td>
<td>124 (24.8)</td>
<td>72 (26.8)</td>
<td>.03</td>
</tr>
<tr>
<td>Considering quitting</td>
<td>825 (58.18)</td>
<td>372 (57.6)</td>
<td>291 (58.2%)</td>
<td>162 (60.2)</td>
<td></td>
</tr>
<tr>
<td>Serious intention to quit</td>
<td>194 (13.68)</td>
<td>74 (11.5)</td>
<td>85 (17.0)</td>
<td>35 (13.0)</td>
<td></td>
</tr>
<tr>
<td>Benefits of quitting smoking, mean (SD)&lt;sup&gt;b,c&lt;/sup&gt;</td>
<td>1.38 (0.3)</td>
<td>1.41 (0.3)</td>
<td>1.36 (0.3)</td>
<td>1.37 (0.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Previous quit attempts&lt;sup&gt;a,d&lt;/sup&gt;, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>507 (35.75)</td>
<td>247 (38.2)</td>
<td>173 (34.6)</td>
<td>87 (32.5)</td>
<td>.10</td>
</tr>
<tr>
<td>One</td>
<td>608 (42.87)</td>
<td>276 (42.7)</td>
<td>205 (41.0)</td>
<td>127 (47.4)</td>
<td></td>
</tr>
<tr>
<td>Two or more</td>
<td>299 (21.08)</td>
<td>123 (19.0)</td>
<td>122 (24.4)</td>
<td>54 (20.1)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>χ² test.

<sup>b</sup>F value.

<sup>c</sup>Degrees of freedom=2.

<sup>d</sup>Degrees of freedom=4.

<sup>e</sup>Degrees of freedom=6.

<sup>f</sup>SD: standard deviation.

<sup>g</sup>MCT: smoking cessation only program.

<sup>h</sup>MCT+: integrated smoking cessation and alcohol intervention.
Table 3. Predictors of engagement trajectory. $R^2 = .04$ (Cox and Snell) and $R^2 = .05$ (Nagelkerke). Model $\chi^2 = 59.8, P < .001$.

<table>
<thead>
<tr>
<th>Predictors of engagement trajectory</th>
<th>Beta (SE)</th>
<th>$P$ value</th>
<th>OR$^b$ (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stable engagement (ref) vs decreasing engagement</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>$-0.05 (.57)$</td>
<td>.93</td>
<td></td>
</tr>
<tr>
<td>Age in years</td>
<td>$0.05 (.02)$</td>
<td>.04</td>
<td>$1.05 (1.003-1.09)$</td>
</tr>
<tr>
<td>Immigration background (ref yes)</td>
<td>$-0.28 (.12)$</td>
<td>.02</td>
<td>$0.76 (0.59-0.96)$</td>
</tr>
<tr>
<td>Binge drinking (ref yes)</td>
<td>$0.01 (.13)$</td>
<td>.98</td>
<td>$1.00 (0.78-1.30)$</td>
</tr>
<tr>
<td>Benefits of quitting smoking</td>
<td>$-0.66 (.24)$</td>
<td>.007</td>
<td>$0.52 (0.32-0.84)$</td>
</tr>
<tr>
<td>Stable engagement (ref) vs stable nonengagement</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>$-1.07 (.68)$</td>
<td>.12</td>
<td></td>
</tr>
<tr>
<td>Age in years</td>
<td>$0.05 (.03)$</td>
<td>.05</td>
<td>$1.05 (0.99-1.10)$</td>
</tr>
<tr>
<td>Immigration background (ref yes)</td>
<td>$-0.76 (.15)$</td>
<td>&lt;.001</td>
<td>$0.47 (0.35-0.63)$</td>
</tr>
<tr>
<td>Binge drinking (ref yes)</td>
<td>$0.43 (.15)$</td>
<td>.005</td>
<td>$1.54 (1.14-2.08)$</td>
</tr>
<tr>
<td>Benefits of quitting smoking</td>
<td>$-0.37 (.29)$</td>
<td>.21</td>
<td>$0.70 (0.39-1.24)$</td>
</tr>
</tbody>
</table>

$^a$SE: standard error.
$^b$OR: odds ratio.
$^c$ref: reference category.

Table 4. Comparison of treatment outcomes between different engagement trajectories. Descriptive data are based on complete cases. Test value for continuous outcome= $t$-value; for dichotomous outcome= $z$ value.

<table>
<thead>
<tr>
<th>Engagement trajectory</th>
<th>Mean (SD)</th>
<th>Difference in cigarettes per day$^a$</th>
<th>n (%)</th>
<th>7-day point prevalence of smoking abstinence$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CCA$^c$ ($P$ value)</td>
<td>LOCF$^d$ ($P$ value)</td>
<td>ITT$^e$ ($P$ value)</td>
<td>CCA ($P$ value)</td>
</tr>
<tr>
<td>SE$^g$ (ref)$^h$</td>
<td>2.36 (5.5)</td>
<td>$-0.25 (.34)$</td>
<td>$-0.19 (.24)$</td>
<td>$0.07 (.77)$</td>
</tr>
<tr>
<td>SNE$^i$</td>
<td>2.43 (5.6)</td>
<td>$-0.52 (.01)$</td>
<td>$0.14 (.32)$</td>
<td>$0.40 (.04)$</td>
</tr>
<tr>
<td>SE (ref)</td>
<td>3.44 (7.1)</td>
<td>54 (14.5)</td>
<td>54 (14.5)</td>
<td>54 (14.5)</td>
</tr>
<tr>
<td>DE$^j$</td>
<td>2.43 (5.6)</td>
<td>$0.65 (.02)$</td>
<td>$0.43 (.01)$</td>
<td>$0.54 (.03)$</td>
</tr>
<tr>
<td>SNE (ref)</td>
<td>3.44 (7.1)</td>
<td>54 (14.5)</td>
<td>54 (14.5)</td>
<td>54 (14.5)</td>
</tr>
<tr>
<td>SE (ref)</td>
<td>2.36 (5.5)</td>
<td>$0.25 (.046)$</td>
<td>$0.00 (.99)$</td>
<td>$0.17 (.18)$</td>
</tr>
<tr>
<td>SNE and DE</td>
<td>2.94 (6.4)</td>
<td>83 (15.6)</td>
<td>83 (15.6)</td>
<td>83 (15.6)</td>
</tr>
</tbody>
</table>

$^a$beta
$^b$odd ratio.
$^c$CCA: complete-case dataset.
$^d$LOCF: last-information-carried-forward.
$^e$ITT: intention-to-treat dataset.
$^f$MAS: missing-as-smoker.
$^g$SE: stable engagement.
$^h$ref.: reference category.
$^i$SNE: stable nonengagement.
$^j$DE: decreasing engagement.
Discussion

Principal Findings

Using a proactively-recruited sample of smoking adolescents with mixed intentions to quit smoking, this study examined (1) the use of different components of a mobile phone–based smoking cessation program, (2) different prototypes of engagement trajectory, (3) the association between engagement trajectories and adolescent characteristics, and (4) the association between engagement trajectories and treatment outcomes.

The main findings are as follows: (1) the components of the mobile phone–based smoking cessation program were used over the 3-month intervention in a regular way, with quizzes being the component with the highest participation rate and repeated smoking-related assessments the least-used component. (2) Three distinct engagement trajectories emerged: two characterized by higher levels of engagement, stable and decreasing engagement, and one by a lower level of engagement: stable nonengagement. (3) Adolescents who were younger, had no immigrant background, perceived more benefits of quitting smoking, and reported binge drinking preceding their baseline assessment were more likely to exhibit a stable engagement trajectory throughout the intervention, and (4) subjects who displayed a decreasing engagement pattern generally reduced their daily tobacco use more than subjects whose level of engagement was low.

This is the first study to examine engagement with a mobile phone–based smoking cessation intervention among adolescents. As expected, trajectories of higher and lower engagement were identified. We found similar results among adolescents as for adults [16,18,20]. We also identified a cluster of people who fully committed to the program, as in the study by Balmford and Borland [20]. Similarly, this study replicates three of the five engagement clusters detected by Christofferson et al. Whereas our cluster-solution was less fine-grained, the clusters were significantly different with respect to baseline characteristics, contrary to those reported by Christoffersons et al [16]. Distinct groups are essential if interventions have to be adapted to different types of engager.

Furthermore, this study was the first to examine factors that predict stable engagement with a mobile phone–based smoking cessation program among adolescents. Other than expected from previous studies on mobile phone–based programs for adult smokers [15,16], engagement was not related to gender. This could be explained by the gender-specific tailoring which was undertaken for MobileCoach Tobacco (eg, the feedback on gender-specific drinking norms). Interestingly, in adolescents, being younger was associated with higher levels of engagement versus being older among adults [16]. This result suggests a quadratic relationship between age and engagement. Younger and older people might become more engaged for a variety of reasons that include the program being more novel to them, having more free time, or being more likely to commit to tasks in general. Contrary to our assumptions based on studies in adults, lower rates of daily cigarette consumption were not associated with higher engagement.

This study revealed three further factors, besides age, to be predictive of engagement among adolescents: the individual’s immigrant background, their personal outcome expectancies with respect to quitting smoking (ie, the benefits of quitting), and whether or not they previously engaged in binge drinking. An association between immigrant background and use of the program also was identified in a study by Businelle et al [11] that investigated the feasibility and effectiveness of an app-based smoking cessation intervention among socioeconomically disadvantaged adults. Especially non-white participants used the two information-delivering features of the app, which were tips and information about medication for quitting. Future studies should investigate whether tailoring mobile phone–based interventions to a person’s immigrant background impacts the intervention’s effectiveness. In particular, it has to be examined whether immigrants show less engagement with mobile phone–based programs because of poorer lexical-grammatical skills [34] or because of different interests and socialization than nonimmigrants.

Compared with previous research, the current findings underline the relevance of hazardous alcohol use in predicting engagement with a smoking cessation program. Recent studies on tobacco interventions [35-37] have already highlighted the underestimated role of combined alcohol and tobacco use among adolescents and its association with intervention effectiveness. Not only might mobile phone–based smoking cessation programs be more effective in adolescents who smoke and binge drink [9,35-37], they also could be more attractive to those adolescents. As such, measures are needed to make smoking cessation programs more attractive for adolescents who smoke but do not drink excessively.

Contrary to previous work on adult smokers [15,16,18], we were not able to certainly discern whether more engaged subjects were more likely to be cigarette abstinent after the intervention. This was because of the different reach at follow-up of more engaged compared with less engaged participants. The only stable finding over all statistical assumptions was that a decreasing engagement trajectory was associated with a greater reduction in daily tobacco use than a stable nonengagement trajectory. This result suggests that not only stable engagement but also decreasing engagement might be an indicator of behavior change. As illustrated by other studies [15,20], disengaging from an intervention might not necessarily mean disengaging from behavioral change. Instead, it could indicate a shift from extrinsic to intrinsic motivation [38]. These results support the claim by Yardley et al [39] to examine ways of improving “effective engagement” in subjects rather than simply more engagement, with “effective engagement” defined as sufficient engagement with the treatment to achieve intended outcomes.

One major challenge of future research, however, will be to sort out which kind of intervention is apt for nonengagers. One starting point will be to adapt smoking cessation programs for adolescents to address immigrant backgrounds and drinking behaviors to prevent stable nonengagement and thereby, potentially enhance treatment effectiveness. Considering that most stable nonengagers were more highly motivated to quit smoking at baseline than most stable engagers, one question to
answer will be whether actions must be undertaken to increase active participation or not.

**Limitations**

The findings of this study must be interpreted in view of its limitations. First, only answers to weekly prompts were included for engagement analysis. Other components of the program—such as downloading media content, setting a quit date, and extracurricular texting behaviors—were not included in our analyses; these components could all be analyzed to determine their own predictive values, similar to [15,40]. However, our rationale for selecting answers to prompts that were identical for all participants was to render our intergroup comparisons more interpretable. Second, that answers to weekly prompts were rewarded with 0.50 Swiss francs to cover the expenses of the adolescents might have influenced the adolescents’ likelihood of responding. Third, as already emphasized by Heminger et al [15], quantity and quality of answers to prompts could qualitatively differ (e.g., a smoker who replies to all smoking-related prompts and indicates greater daily use of cigarettes). Rather than just analyzing registered events, future qualitative work should investigate whether the content of answers is associated with treatment outcomes. In addition, qualitative research should further investigate the different forms of motivation underlying engagement trajectories among smokers. As stated elsewhere [11], some highly engaged participants might have seen the program as integral to maintaining abstinence, whereas other nonabstinent smokers may have remained highly engaged to prepare for future smoking cessation attempts or merely to receive the offered remuneration. Finally, this study relied on self-report data of smoking behavior, which bears the risk that the results may have been influenced by social desirability.

**Conclusions**

In summary, in our study, adolescents who smoked engaged to a large extent with a mobile phone–based smoking cessation program, irrespective of their initial intention to quit smoking. Decreasing engagement was in turn clearly associated with better long-term treatment outcomes. Further efforts should be undertaken to increase program engagement among older smokers, with an immigrant background, who do not drink excessively. In addition, future studies should not only examine the use of specific program components but also users’ engagement trajectories to better understand the mechanisms behind behavioral change.

---

**Conflicts of Interest**

None declared.

**References**


Abbreviations

ASW: average silhouette width
CCA: complete case analysis
CPD: cigarettes smoked per day
CPW: cigarettes smoked per week
DE: decreasing engagement
HAPA: health action process approach
ITT: intention-to-treat
LOCF: last-observation-carried-forward
OM: optimal matching
OR: odds ratio
RCT: randomized controlled trial
SD: standard deviation
SE: stable engagement
SE: standard error
SNE: stable nonengagement
Preventing Depression in Final Year Secondary Students: School-Based Randomized Controlled Trial

Yael Perry¹, PhD; Aliza Werner-Seidler¹, PhD; Alison Calear², PhD; Andrew Mackinnon¹, PhD; Catherine King¹, M Clin Psych; Jan Scott³, MD; Sally Merry⁴, PhD; Theresa Fleming⁴, PhD; Karolina Stasiak⁴, PhD; Helen Christensen¹, PhD; Philip J Batterham², PhD

¹Black Dog Institute, University of New South Wales, Randwick, Australia
²National Institute for Mental Health Research, The Australian National University, Canberra, Australia
³Institute of Neuroscience, University of Newcastle, Newcastle upon Tyne, United Kingdom
⁴Department of Psychological Medicine, University of Auckland, Grafton, New Zealand

Corresponding Author:
Helen Christensen, PhD
Black Dog Institute
University of New South Wales
Hospital Road
Randwick,
Australia
Phone: 61 2 9382 8208
Email: h.christensen@blackdog.org.au

Abstract

Background: Depression often emerges for the first time during adolescence. There is accumulating evidence that universal depression prevention programs may have the capacity to reduce the impact of depression when delivered in the school environment.

Objective: This trial investigated the effectiveness of SPARX-R, a gamified online cognitive behavior therapy intervention for the prevention of depression relative to an attention-matched control intervention delivered to students prior to facing a significant stressor—final secondary school exams. It was hypothesized that delivering a prevention intervention in advance of a stressful experience would reduce depressive symptoms relative to the control group.

Methods: A cluster randomized controlled trial was conducted in 10 government schools in Sydney, Australia. Participants were 540 final year secondary students (mean 16.7 [SD 0.51] years), and clusters at the school level were randomly allocated to SPARX-R or the control intervention. Interventions were delivered weekly in 7 modules, each taking approximately 20 to 30 minutes to complete. The primary outcome was symptoms of depression as measured by the Major Depression Inventory. Intention-to-treat analyses were performed.

Results: Compared to controls, participants in the SPARX-R condition (n=242) showed significantly reduced depression symptoms relative to the control (n=298) at post-intervention (Cohen d=0.29) and 6 months post-baseline (d=0.21) but not at 18 months post-baseline (d=0.33).

Conclusions: This is the first trial to demonstrate a preventive effect on depressive symptoms prior to a significant and universal stressor in adolescents. It demonstrates that an online intervention delivered in advance of a stressful experience can reduce the impact of such an event on the potential development or exacerbation of depression.

Trial Registration: Australian New Zealand Clinical Trials Registry ACTRN12614000316606; https://www.anzctr.org.au/Trial/Registration/TrialReview.aspx?id=365986 (Archived by WebCite at http://www.webcitation.org/6u7ou1aI9)
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Introduction

Depression carries the greatest burden of disease in young people, with an annual prevalence in adolescence of 8% and approximately 80% of these cases experiencing a moderate to severe impact on functioning [1]. It has been estimated that, at most, only 36% of the burden of depression could potentially be alleviated using current knowledge and therapies [2]. Prevention represents an important alternative pathway to reducing this burden, with evidence suggesting that preventive efforts may result in a further 21% to 22% reduction [3]. A number of recent reviews and meta-analyses have found small but consistent effects for the prevention of depression in young people [4]. These reviews indicate mixed findings regarding the relative superiority of universal prevention programs (which target all individuals in a given population regardless of risk) compared to targeted programs (which are directed at high-risk individuals on the basis of the presence of existing risk factors or subthreshold symptoms). However, universal programs may offer additional advantages as they may be easier to implement, are less stigmatizing, and provide greater scope and catchment of individuals who may be on the trajectory toward developing depression but do not yet display symptoms.

The incidence of depression increases monotonically throughout adolescence [5]. However, stressful life events are precursors of and possible causal factors for the onset of depression [6]. Final school examinations are a significant stressor for most adolescents, with exams and academic outcomes endorsed most strongly among school-related stressors [7]. In the Australian context, these final exams determine tertiary education entrance scores, rendering their outcome critically important. More than 40% of final year secondary students report elevated symptoms of depression, anxiety, and stress [8]. In extreme cases, exam stress has been linked to suicidal ideation, behavior, and completion [9]. To date, the potential for prevention has not been examined in the context of school-based stressors. Schools are an ideal location in which to deliver mental health interventions that address these difficulties, not only because young people spend more time in these institutions than any other, but also because of the integral role schools play in students’ social, academic, cognitive, emotional, and behavioral development. While school-based prevention programs have typically taken the format of face-to-face, group-based interventions, online interventions in the school setting are becoming increasingly appealing [10]. Automated online programs guarantee fidelity, since the information cannot be distorted, diluted, or contaminated during delivery [11]. Consequently, implementation of an online universal depression prevention program in the context of a stressor widely experienced in the target sample represented a unique opportunity to evaluate the effectiveness of such an approach.

Our cluster randomized controlled trial (RCT) was designed to test the effectiveness of SPARX-R, an online, cognitive behavioral gamified intervention, in preventing the development or exacerbation of depressive symptoms in final year secondary students relative to an online active control program (lifeSTYLE). SPARX was originally designed as a treatment intervention for depression; however, it was subsequently adapted for use as a universal preventive intervention, known as SPARX-R. SPARX has been shown to result in a decline in symptoms of depression and improved remission rates in a help-seeking sample of adolescents and was found to be non-inferior to treatment as usual (consisting primarily of face-to-face therapy with a counselor, general practitioner, or clinical psychologist) [12]. However, in a recent school trial for individuals with subthreshold depression, SPARX failed to demonstrate effects superior to a control condition despite having a positive impact on depressive symptoms [13]. The authors suggest that the absence of an intervention effect may have been due to the effectiveness of the control condition, which essentially operated as a self-monitoring intervention and may have been sufficient to improve those with mild depressive symptoms. The effectiveness of self-monitoring has been demonstrated in other trials (see, for example, Kauer et al [14]). In our trial, it was predicted that students assigned to the SPARX-R condition would report lower levels of depressive symptoms immediately following the intervention and at 6-month follow-up relative to participants in the attention control condition.

As well as evaluating the impact of this novel intervention on depressive symptoms, this study also examined the effect of SPARX-R on secondary outcomes including anxiety, stigma, academic performance, and suicidal ideation. Given the substantial comorbidity of anxiety and depression and the fact that anxiety symptoms can decline in the context of some depression prevention programs [15], it was expected that participants in the SPARX-R group would also experience reduced anxiety. There is evidence that increased knowledge regarding depression is associated with reduced stigma [16]. Therefore, it was predicted that stigma would also be decreased in the SPARX-R group. Outcomes of final examinations for participants were sought from schools to evaluate whether any impact of the intervention flowed through to academic performance, an expectation arising from the association of depression with poor academic outcomes [17]. Although depression and suicidality are associated [18], they may not follow the same trajectory and so the examination of outcomes pertaining to suicidal ideation and behavior was exploratory.

Methods

Study Design

A cluster RCT was conducted with 2 parallel arms consisting of an experimental condition (SPARX-R) and an attention-matched control condition (lifeSTYLE). The trial was designed for implementation in schools in accordance with the Australian academic calendar: baseline assessments were conducted at the start of the academic year (February), followed by a 5-week intervention phase and post-intervention assessments. Six-month follow-up assessments were conducted midyear, just prior to a significant period of academic assessments that contribute to students’ final secondary school grade (the exam period). The final follow-up assessment was conducted 18 months after baseline. At this time, participants had graduated from high school, and the majority were engaged in post-secondary studies. This trial received ethics approval.
from the New South Wales Department of Education and Training (SERAP2014001), the University of New South Wales (HC14105), and the Australian National University (2014/325). The study protocol is published [19].

Participants
The trial was conducted in selective and partially selective government secondary schools in metropolitan Sydney. Selective schools use an entry exam to enroll students with superior academic ability, while partially selective schools offer both selective and comprehensive (non-selective) streams. Academically gifted students were selected because final school exam outcomes are critical to them. They are particularly sensitive to the stressful nature of exams, with studies finding they experience adverse stress reactions to academic failures coupled with pressure to succeed from parents, schools, the media, and students themselves [20]. The academic workload and considerable number of hours spent studying in a demanding educational program is likely to compound this pressure and act as an additional stressor [21]. These attributes made this group a particularly relevant sample in which to test the stress-diathesis model of depression.

All adolescents enrolled in their final year of secondary school in participating schools were invited to participate in the trial. All students at participating partially selective schools were eligible to participate in the trial; however, streaming status (ie, selective or comprehensive) was recorded and evaluated in analyses. Due to the universal nature of the study, there were no exclusion criteria. Written, informed consent was sought from students and their parents prior to the start of the trial. Students who did not provide consent were able to access the assigned intervention; however, only those with consent completed the research questionnaires.

Interventions
**SPARX-R**
SPARX-R is a revised version of SPARX, which was developed as an unguided, interactive program using the format of a fantasy game providing cognitive behavioral skills to treat mild to moderate symptoms of depression in help-seeking adolescents.

SPARX-R provides users with the same skills as those in SPARX [12]; however, the revised version is framed in preventive terms. For example, participants are told “this version of SPARX was made to help young people who are having hassles and feeling down, stressed, or angry a lot of the time. Even if you are doing fine, SPARX-R can help strengthen your skills for dealing with problems when they do come along.” Further, for the version of SPARX-R used, care was taken to ensure that terminology and local helplines and services were suitable for Australia. SPARX-R users choose and personalize an avatar and are led through the program by a virtual guide who provides context and links the content of the program to their real-life experiences. The user navigates their way through a series of challenges within a fantasy world that has been overrun by GNATs (gloomy, negative, automatic thoughts), with the mission of restoring balance in the game world. The program has 7 modules (levels), each of which takes approximately 20 to 30 minutes to complete. Participating schools scheduled curriculum time for participants to complete 1 to 2 modules per week, allowing a few days in between modules for students to process what they learned and practice new skills before beginning the next module. The intervention was completed over the course of 5 to 7 weeks in class under teacher supervision. The modules cover the following topics: finding hope, being active, dealing with strong emotions, overcoming problems, recognizing unhelpful thoughts, challenging unhelpful thoughts, and bringing it all together. Key skills taught by the program were relaxation, activity scheduling and behavioral activation, emotion regulation, interpersonal skills, problem solving, cognitive restructuring, and distress tolerance [12]. SPARX-R was delivered to students on desktop computers via the Internet in school classrooms and supplemented with a paper notebook for students to review key messages from each module and record personal comments. A trailer for how SPARX works can be found at sparx.org.nz.

**lifeSTYLE**
lifeSTYLE is an adaptation of an interactive, online program originally developed as a control intervention for a trial targeting adults with suicidal thoughts [22]. The format and structure of the program was retained, but the content was adapted to suit adolescents. This active comparison was used to control for the large placebo effect commonly seen in depression prevention and treatment trials, which has been cited as a key methodological weakness in many studies. The aim of the intervention was to provide an engaging and useful resource for young people that matched the intervention in terms of duration and attention without providing any direct mental health content. As with SPARX, lifeSTYLE consisted of 7 modules, each of which took 20 to 30 minutes to complete. The program covers the following topics: independence, participating in your community, work skills, mobile phone safety and hygiene, healthy skin, sustainable eating, and maintaining a healthy home environment. Each module includes information about the specified topic as well as interactive activities such as quizzes, mythbusters, videos, and scenarios to which students can respond. As with SPARX-R, the intervention was delivered online to students in school classrooms.

Randomization and Masking
Each participating school (cluster) was randomized to SPARX-R or lifeSTYLE by a statistician not involved in the implementation of the trial and blind to the identity of the schools. All study staff remained blind to condition except for the 2 trial managers involved in the communication of the materials and instructions to the schools (YP, AWS). The method of Carter and Hood [23] sought to ensure balance between arms. Balance variables were gender, number of enrolled students, Index of Community Socio-Educational Advantage for each school, and language background other than English.

No research personnel were directly involved in the delivery of the prevention interventions. Schools were not informed whether their assigned program represented the experimental or control condition. All outcome measures were self-report and were completed privately via an online portal. The trial statistician was blind to school allocation.
Procedure

Following school-level randomization, participants completed baseline assessments and their allocated intervention modules. Program sessions were scheduled at each school’s convenience. For the most part, students collectively completed the sessions during the first 20 to 30 minutes of a designated class period and then resumed their regular lessons for the remainder of the period. The majority of participants completed their post-intervention assessments in scheduled class sessions within 1 week of the intervention period. A follow-up assessment session was scheduled approximately 6 months after the baseline assessment (July; approximately 2 weeks prior to the exam period). A final follow-up assessment was scheduled 18 months after the baseline assessment; approximately 7 to 8 months after participants had completed their final exams. Exam results were provided by school administrators approximately 6 weeks after the final exam period ended (November-December).

Outcome Measures

Primary Outcome Measure

The Major Depression Inventory (MDI) is a 12-item self-report measure of depressive symptoms [24]. The items of the MDI evaluate the presence and duration of depressive symptoms according to both International Statistical Classification of Diseases and Related Health Problems, 10th Revision, (ICD-10) and Diagnostic and Statistical Manual of Mental Disorders, 4th Edition, (DSM-IV) criteria. Respondents rate the degree to which they have experienced each of 10 symptoms over the preceding 2 weeks on a 6-point scale, ranging from 0 (at no time) to 5 (all of the time). The MDI has the following cut-off points: 21 to 25 for mild depression, 26 to 30 for moderate depression, and 31 to 50 for severe depression [25]. The MDI has acceptable sensitivity and specificity for the diagnosis of depression according to the ICD-10 and DSM-IV [24]. In this trial, Cronbach alpha, assessed at baseline, was .88.

Secondary Outcome Measures

The Spence Children’s Anxiety Scale (SCAS) is a 44-item measure comprising 6 subscales. The scale was designed to measure the severity of children and adolescents’ anxiety symptoms based broadly on DSM-IV criteria for anxiety disorders [26]. Respondents rate the degree to which they experience each symptom on a 4-point frequency scale, ranging from 0 (never) to 3 (always). Only items on the social phobia and generalized anxiety subscales were administered. The scale has demonstrated high reliability [26]. In this trial, Cronbach alphas for the social phobia and generalized anxiety scales were .76 and .81, respectively.

Three items from the Youth Risk Behavior Survey concerning suicidal thoughts, plans, and attempts over the previous month were used to assess suicidality. Endorsement of any of these items triggered the trial risk management protocol. Studies have shown that the suicidality items demonstrate reliability [27].

The Depression Stigma Scale (DSS) is an 18-item measure that assesses personal and perceived stigma toward depression. In this study, only the 9-item personal stigma subscale was used, as this subscale was most relevant. Items require the participant to rate how strongly they agree with a statement about depression (e.g., “people with depression are unpredictable”) on a 5-point Likert scale ranging from 0 (strongly disagree) to 4 (strongly agree). The sum of each of the items yields a total stigma score, where higher scores indicate greater stigma. For this sample, Cronbach alpha was .77.

Final exam results were also collected and standardized using the Australian Tertiary Admission Rank such that the 2 groups could be compared on academic outcomes.

Sample Size

Based on previous depression prevention research using an online intervention [15], a post-intervention Cohen d effect size for the primary outcome measure of .20 was used for sample size calculations. Power was set at 80%, alpha=.05 (2-tailed), and a correlation of .5 assumed between baseline and endpoint scores. To allow for possible clustering effects, a design effect was calculated assuming an intraclass correlation (ICC) of .02 and an average class size of 25. The estimate of the ICC was derived from a previous Australian school-based study that found a nonsignificant ICC of .02 [15]. The estimated sample size was 1166. The total target size sample size was set at 1600, 800 students per condition, in order to accommodate possible attrition at a rate up to 20% [28].

The protocol [19] specified 2 stages of recruitment over consecutive years, with a planned analysis conducted using data from the first cohort as soon as available. In addition to evaluating effectiveness of the intervention, a review of first cohort outcomes was planned, aimed at identifying any refinement of content and mode of delivery required before proceeding to the second stage of recruitment. Schools recruited to the first cohort had an enrollment of 1677 eligible students. Under the assumptions outlined above, for this cohort alone, there was 80% power to detect an effect size of 0.40 standard deviations between groups.

Data Analysis

Primary analyses were undertaken on an intent-to-treat (ITT) basis. Effectiveness of SPARX-R was established using a planned contrast of change from baseline to post-intervention in the active compared to placebo condition on the MDI using a mixed-model repeated measures (MMRM) analysis that incorporates all available data under the missing-at-random assumption [29]. School was included in analyses as a random effect to evaluate and accommodate clustering effects. Variables used in determining allocation balance were evaluated and retained in 2 sensitivity analyses, 1 adjusting for characteristics differing at baseline and 1 excluding non-selective students. An unconstrained variance-covariance matrix was used to model within-individual dependencies, and degrees of freedom were estimated using Satterthwaite’s method [30]. Between-group effect sizes (Cohen d) were calculated using observed mean loss/gain scores from pre-intervention to post-intervention, from pre-intervention to 6-month follow-up, and from pre-intervention to 18-month follow-up, divided by pooled standard deviation at the later time-point. Positive effect sizes indicate changes in favor of the intervention condition.
Although our MMRM analytic approach was conducted under the robust assumption that data were missing-at-random, we also conducted a completer analysis, excluding participants who did not complete a follow-up assessment. This analysis was conducted to provide evidence for whether findings were consistent across alternative assumptions about missingness. Due to high attrition from the trial at follow-up, consistency across multiple analytical approaches may provide added confidence in the findings. Outcomes of the completer analysis are briefly summarized with comparison to the ITT analyses, as completer analyses may be more prone to bias [31].

Prevalence rates of major depressive disorder and suicidal ideation between the 2 treatment arms at post-intervention, 6 months, and 18 months were compared using Fisher exact test. Analyses of secondary variables also used MMRM methods. Subsidiary analyses of students who completed post-test evaluations (protocol compliers) were used to estimate the efficacy of SPARX-R in participants who completed sufficient modules from the program to have a potential clinical impact (estimated to be 4 or more modules) [12]. Separate analyses for completer subgroups (eg, completed 0 to 3 modules vs 4 to 7 modules) were also undertaken, and clinically significant change (improvement and decline) was assessed in program completers. Due to scheduling difficulties, 2 participants in lifeSTYLE and 22 in SPARX-R completed a 6-month assessment after completion of exams. As the stressor of interest had consequently passed, the 6-month data from these participants were excluded from analyses. All analyses were undertaken using SPSS version 23 (IBM Corp). The trial was registered with the Australian New Zealand Clinical Trials Registry [ANZCTRN1261400316606].

Results

A total of 23 secondary schools were approached between August 1 and November 28, 2014, to participate in the trial. Of 14 schools who initially agreed to participate, 4 dropped out prior to randomization leaving 10 schools contributing 7 to 126 participants each. A total of 540 students provided personal consent and obtained parental consent to participate. The Consolidated Standards of Reporting Trials (CONSORT) flowchart outlines recruitment, randomization, and participation (see Figure 1). Baseline assessments commenced in February 2015 with 6-month follow-up assessments completed by August 2015 and 18-month follow-up assessments completed by August 2016.

Sample characteristics are shown in Table 1. There were no differences between the SPARX-R and lifeSTYLE conditions on the basis of country of birth, language primarily spoken at home, age, depression symptoms, generalized anxiety disorder symptoms, social phobia symptoms, or subjective health. However, males, students from selective programs, and students living with both parents together had significantly greater representation in the SPARX-R condition relative to lifeSTYLE. Participants in SPARX-R completed fewer intervention modules than those in lifeSTYLE. Estimated marginal means and standard errors were derived from models fitted for primary and secondary continuous outcomes at each time point by condition (see Table 2).

Table 1. Sample characteristics for the SPARX-R and lifeSTYLE conditions.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>SPARX-R n=242</th>
<th>lifeSTYLE n=298</th>
<th>Chi-square</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>School program</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-selective</td>
<td>4 (1.7)</td>
<td>72 (24.2)</td>
<td>55.9</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Selective</td>
<td>238 (98.3)</td>
<td>226 (75.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>117 (48.3)</td>
<td>82 (27.5)</td>
<td>24.9</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female</td>
<td>125 (51.7)</td>
<td>216 (72.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Country of birth</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Australia</td>
<td>195 (80.6)</td>
<td>236 (79.2)</td>
<td>0.2</td>
<td>.69</td>
</tr>
<tr>
<td>Other</td>
<td>47 (19.4)</td>
<td>62 (20.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Language spoken at home</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>132 (54.5)</td>
<td>175 (58.7)</td>
<td>1.0</td>
<td>.33</td>
</tr>
<tr>
<td>Other</td>
<td>110 (45.4)</td>
<td>123 (41.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Live with both parents together</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>216 (89.3)</td>
<td>235 (78.9)</td>
<td>10.5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>26 (10.7)</td>
<td>63 (21.1)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 2. Mean and standard error for continuous outcomes at each time point (estimated from mixed effect models).

<table>
<thead>
<tr>
<th>Test</th>
<th>SPARX-R</th>
<th>lifeSTYLE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline</td>
<td>Post</td>
</tr>
<tr>
<td>n</td>
<td>mean (SE)</td>
<td>mean (SE)</td>
</tr>
<tr>
<td>Baseline</td>
<td>242</td>
<td>206</td>
</tr>
<tr>
<td></td>
<td>11.9 (0.9)</td>
<td>15.3 (0.9)</td>
</tr>
<tr>
<td>SCAS GAD</td>
<td>6.7 (0.4)</td>
<td>6.5 (0.6)</td>
</tr>
<tr>
<td>SCAS SA</td>
<td>7.2 (0.5)</td>
<td>6.5 (0.5)</td>
</tr>
<tr>
<td>DSS</td>
<td>9.4 (1.0)</td>
<td>8.4 (1.1)</td>
</tr>
</tbody>
</table>

aMDI: Major Depression Inventory.
bSCAS GAD: Spence Child Anxiety Scale–Generalized Anxiety Disorder.
cSCAS SA: Spence Child Anxiety Scale–Social Anxiety.
dDSS: Depression Stigma Scale.

Figure 1. CONSORT Diagram.
The ICC for depressive symptoms was 0.017. Primary analyses showed that participants in the SPARX-R condition had a significantly greater reduction in MDI scores than those in the lifeSTYLE condition both post-intervention ($t_{(416.1)}=-4.78$, $P<.001$) and at 6-month follow-up ($t_{(317.6)}=-2.76$, $P=.01$). The effect was not significant at 18-month follow-up ($t_{(132.1)}=1.82$, $P=.07$). Effect sizes were small post-intervention (Cohen $d=0.29$, 95% CI 0.09 to 0.49), at 6-month follow-up (Cohen $d=0.21$, 95% CI 0.01 to 0.42), and 18-month follow-up (Cohen $d=0.33$, 95% CI $-0.06$ to 0.73).

When completer analyses were conducted, the effects of the intervention on depression scores remained significant ($F_{(3,254.0)}=8.00$, $P<.001$), with significant effects at post-test ($F_{(410.4)}=-4.84$, $P<.001$) and 6-month follow-up ($F_{(368.1)}=2.82$, $P=.05$) but not at 18 months ($F_{(112.4)}=-1.93$, $P=.05$), consistent with the ITT analysis. Secondary outcomes also remained nonsignificant in completer analyses.

For participants who completed 4 or more modules, the intervention was effective at both post-intervention ($t_{(328.3)}=-4.55$, $P<.001$) and 6 months ($t_{(313.6)}=-2.68$, $P=.01$) but not at 18-month follow-up ($t_{(116.4)}=-1.54$, $P>.05$). Conversely, those who completed fewer modules showed no significant intervention effect ($P=.83$ post-intervention, $P=.57$ at 6 months) except for at 18 months ($t_{(15.5)}=-3.08$, $P=.01$). A clinically significant improvement in depression, as indicated by the Reliable Change Index [32], was found in a larger proportion of completers of SPARX-R than controls at post-test (65/206, 31.6%, vs 26/200, 13.0%, $P<.001$) and 6-month follow-up (35/126, 27.8%, vs 33/202, 16.3%, $P=.02$) but not at 18-month follow-up (15/41, 37%, vs 17/64, 27%, $P=.29$).

No significant effects were found on any of the secondary outcomes. Generalized anxiety and social anxiety were significantly reduced at post-intervention relative to baseline for both groups, but there was no significant condition by time interaction effect for either anxiety outcome. There were no differences between conditions in the prevalence of depression at any time, based on MDI caseness criteria [24], with caseness of 4.9% (10/206) in SPARX-R and 8.5% (17/200) in lifeSTYLE at post-intervention ($P=.17$), 11.9% (15/126) and 9.4% (19/202), respectively, at 6 months ($P=.46$), and 2.4% (1/41) and 4.7% (3/64), respectively, at 18 months ($P>.99$). Few participants reported suicidal ideation at any time point, and no significant differences were found between groups: 3.4% (7/205) in SPARX-R and 4.1% (8/196) in lifeSTYLE at post-intervention ($P=.80$), 2.4% (3/126) and 4.0% (8/198), respectively, at 6 months ($P=.54$), and 3% (1/39) and 5% (3/62), respectively, at 18 months ($P>.99$). Notably, academic outcomes did not differ between the 2 groups ($P=.41$).

### Discussion

#### Principal Findings

The online gamified prevention intervention, SPARX-R, was effective at reducing depression symptoms in secondary students prior to their final exams. The effect size was small but robust and corresponds to previous results from cognitive behavior therapy (CBT)–based school programs delivered face-to-face based on recent meta-analyses [4]. Effects remained significant after controlling for selective streaming status as well as characteristics found to differ substantially at baseline. Completion of the program was associated with clearly improved primary outcomes, such that SPARX-R completers reported fewer depressive symptoms postintervention and at 6-month follow-up than their lifeSTYLE counterparts, while no intervention effect was detected for noncompleters. Differences in rates of clinically significant change were demonstrated, implying that the intervention produces meaningful change in depressive symptoms under universal administration. Given that a small effect at the population level can have a substantial impact on overall mental health, we assess the impact of the magnitude of effect of the intervention as promising. This is an important finding as it highlights the effectiveness of SPARX-R in the context of a truly universal sample comprising those who are at elevated risk for developing depression and those who are not.

No intervention effects were found for generalized anxiety, a finding at variance with the use of SPARX as a treatment intervention in the initial study [12], although anxiety was not measured in the second SPARX study [13]. The overall reduction in anxiety observed in the course of the trial is somewhat surprising as it might be expected to increase with the approach of final exams.

No between-group differences were found in depression caseness, suicidality, or academic outcomes. Low base rates for caseness and suicidality would likely have obscured any effects that existed. It is unclear why decreased symptoms did not improve academic performance, (although findings were in the expected direction), but it is possible that due to the high achieving nature of the sample there was insufficient variability in academic performance to detect change or students may have already been performing at ceiling. This was also a universal group of relatively psychologically well students, so differences may be more likely to emerge in a clinical sample or at least at the more severe end of the spectrum [17]. This question will need to be addressed in future prevention research.

### Strengths and Limitations

A key strength of the study is its implementation in school settings where the intervention will ultimately be delivered, directly supporting the translational capacity of this research into practice. The trial is noteworthy having been mounted in a sample faced with a meaningful, real-world stressor. Indeed, we believe that the anticipation of the stressor may have led to greater engagement, addressing a problem that has been identified in more recent digital trials [33]. Thus, the significant effects detected are of great potential importance, given that they were obtained under pragmatic, real-world conditions. The use of an active attention control condition, which was matched in terms of length, delivery format, and interactivity, means the effects are attributable to the intervention rather than involvement in a research trial or generic placebo effects.

Several limitations associated with this study warrant mention. In common with most Internet-delivered universal interventions, completion rates of the active intervention were modest (59%
in the SPARX-R group; defined as completion of 4 or more of 7 modules) although substantially higher than comparable studies in secondary schools [15]. While this rate is lower than the 86% completion rate observed in the SPARX treatment trial [12], it is important to note that this sample was universal rather than help-seeking, which may account for differences in motivation. Completion may have also been compounded by technical difficulties. Several technical problems occurred during implementation (particularly in schools allocated to the SPARX-R intervention), which impacted some students’ ability to complete all of their allocated modules during class time. This was largely due to the excessive load on the school information technology (IT) system associated with multiple students simultaneously accessing the online research platform and downloading the SPARX-R game files. Indeed, the completion rate of 4 or more modules in the lifeSTYLE group (which did not encounter the same degree of difficulty due to a smaller load on IT systems) was substantially higher (88%).

In response to these issues, the stability and download size of the SPARX-R program has been reviewed with the assistance of software developers. A mobile app of the intervention is also being developed and will be tested in the future.

Our decision to recruit in academically selective schools means that caution must be exercised in generalizing results to the broader school population. However, approximately 80% of our sample was born outside Australia and over half did not speak English at home, suggesting this was a culturally, if not academically, diverse sample.

Resources and feasible sample size precluded mounting a trial with incidence of clinically diagnosed depressive disorder as its primary outcome. This limitation is shared by nearly all such school-based trials and might be precluded in any case due to the demands of the education curriculum in the last year of high school. Accordingly, this trial aimed to maximize ecological validity in order to determine the true effect of a prevention program under real-world conditions, although we acknowledge that a small proportion of participants may have met criteria for the disorder at baseline.

**Prior Research**

To date, the majority of school-based depression prevention trials have delivered material face-to-face in groups. Five published studies have examined the effectiveness of online prevention interventions in the school setting. Calear and colleagues [15] were the first to demonstrate the utility of an online CBT program (MoodGYM) in high school students, demonstrating a positive effect for the program at post-intervention and 6-month follow-up for anxiety (Cohen $d=0.15$ and 0.25, respectively) and depressive symptoms (in males only; $d=0.43$ and 0.31, respectively). Wong and colleagues [34] conducted an RCT investigating 2 separate, blended online/offline CBT interventions (Thiswayup Schools) targeting depression and anxiety compared to regular health classes. Students who received the depression intervention reported lower symptoms of both depression ($d=0.14$) and anxiety ($d=0.29$) at post-intervention. More recently, 2 trials have not shown significant effects, findings that have been interpreted as a failure to engage or attributed to the strength of the control group intervention [13,33]. Our study suggests that the context in which the intervention is offered must also be taken into consideration. Adult findings indicate the power of preparatory CBT in the context of a stressor. For example, in 1 study doctors in training were randomly assigned to 2 study groups, either MoodGYM or an attention control group, prior to taking up their medical internship, a period of high stress [35]. Results showed that suicide ideation was less frequently endorsed in the intervention group than the control over the course of the year. Therefore, interventions delivered prior to major transitions or major stressors may provide greater engagement (both from the students and the school administrators) and be more effective than those delivered at arbitrary times.

SPARX-R can be delivered without direct facilitation and requires only minimal supervision from teachers, reducing the human resources required to deliver face-to-face school-based programs, and may offer an effective and scalable universal prevention approach for students. Indeed, it could be the first step in a stepped care approach to mental health interventions, whereby young people within the school setting are provided with access to a universal, skills-oriented intervention, with those who require additional support being stepped up to more intensive care as needed.

**Conclusion**

This is the first trial to demonstrate a preventive effect on depression prior to a significant and universal stressor in adolescents. It extends the evidence base for appropriately developed CBT skills delivered through a gamified program as being broadly effective for young people regardless of whether their symptoms are minimal, elevated, or meet diagnostic criteria. Our results highlight the potential utility of delivering prevention interventions in advance of a key stressor and the program feasibility and effectiveness of using an engaging interactive tool for depression prevention. Major implementation studies of these types of digital interventions are now warranted.
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Abstract

Background: The Internet is widely used by adolescents for sexual health information and bears the potential to increase knowledge and positively affect behavior.

Objective: The objective of this study is to assess students’ preferences when looking for sexual health information online.

Methods: We conducted a cross-sectional survey among ninth grade students in a convenience sample of 13 secondary schools in Berlin, Germany. During a regular school period, participants were requested to rate the importance they attribute to nine aspects of sexual health websites in a paper-based questionnaire. Bivariate and multivariable analyses were used to assess awareness and preferences by gender, age, migrant background, and school type.

Results: Of 1190 eligible students, 1177 (98.91%) students with a mean age of 14.6 (SD 0.7) years participated, 52.52% (605/1152) were male, and 52.94% (612/1156) had at least one parent born abroad. Participant numbers were spread equally across three types of secondary schools in Berlin. Website aspects most frequently cited as important were easily comprehensible wording (88.33%, 961/1088), clear information layout (80.57%, 871/1081), and reliability of the website’s publisher (79.28%, 857/1081), whereas the visual style of a website was deemed important by the lowest number of students (35.13%, 378/1076). There was a marked gender difference in the importance students attached to website publisher reliability. Although 437/515 (84.9%) of female participants regarded this as important, only 420/566 (74.2%) of male participants did likewise ($P<.001$). In multivariable analyses, demographic differences were also particularly visible in the importance of publisher reliability: male participants were significantly less likely to find this aspect important (OR 0.50, 95% CI 0.37-0.69). The odds ratio for students with migrant background was 0.64 (95% CI 0.50-0.81, reference=no migrant background) and OR 2.04 (95% CI 1.03-4.03) for students in the most academic school type (reference=least academic).

Conclusions: Students prefer easily understandable online resources. Setting up sexual health websites according to the explicit preferences of the target audience might encourage usage, especially by those subpopulations less likely to critically assess information validity: male adolescents, children of immigrants, and the academically disadvantaged.
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Introduction

The Internet as a Source of Sexual Health Information

The rapid expansion of the Internet [1,2] has led to an information revolution that affects nearly all aspects of our lives. It completely changed the way we access, analyze, and use information. This holds true even for areas as delicate and private as health. In the United States, searching for health information became the third most popular online activity for all Internet users in 2010 [3]. Several studies show that the vast majority of adolescents look for health information online [4-6]. Of particular interest for teenagers is sexual health, an area raising a multitude of questions perceived as embarrassing, controversial, or sensitive [5-9]. The threshold for adolescents to search for answers to these questions is lowered by the anonymous nature of the Internet, its easy and quick availability, and its low cost [10,11]. A digital divide has been widely described, with socioeconomically disadvantaged subpopulations less likely to have access to the Internet and to use it regularly [12]. However, recent evidence shows that the divide regarding Internet access is closing in industrialized countries, especially among adolescents and young adults. A representative survey in Germany in 2016 showed that across socioeconomic and ethnic divides, 100% of respondents aged 16 to 24 years had Internet access [13], with 97% stating daily usage [14].

The Internet hence bears the potential to increase sexual health knowledge and promote healthy behavior, especially in socioeconomic and ethnic groups with lower levels of access to traditional sources of sexual health information [5,15]. However, reputable sexual health websites with sound content coexist with a vast array of websites presenting incorrect or incomplete information that can misinform and might ultimately lead to unhealthy behavior [16,17]. In the competitive market for online patronage, user centricity has been suggested as an important advantage [18]. Providers of sexual health information, such as public health agencies, should strive to offer online resources that closely match the requirements and preferences of their target population.

To date, evidence on adolescents’ health website preferences is scarce and exclusively qualitative. The sole study focusing specifically on adolescents’ evaluation of a sexual health website found that interviewees frequently disliked text-heavy style and appreciated interactive features and “real-life stories” from other adolescents [19]. A study on adolescents’ evaluation of a general health website yielded similar results [20]. A study on adolescents’ website preferences, albeit with a mental health focus, concluded that interviewees were highly critical of website publisher credibility, and that academically disadvantaged participants in particular preferred low text density [21].

To our knowledge, no quantitative study design has to date been employed to assess adolescents’ sexual health website preferences. Although qualitative research is clearly useful in gaining an in-depth understanding of preferences, a quantitative study can offer insight into preferences of a wider sample and highlight and quantify differences between different subpopulations.

Study Objective

The objective of this study is to assess which aspects of a website adolescents deem important when they look for sexual health information online, and to assess differences between demographic subpopulations.

Methods

Study Design

Data were collected as part of a larger cross-sectional study on sexual health knowledge that was conducted throughout the year 2012 in the ninth grades of secondary schools in Berlin, Germany. The study, its methodology, and participant demography have been partially described elsewhere [22].

The study design was approved by the Ethics Committee of the Charité – Universitätsmedizin Berlin, as well as the Berlin Senate’s Department for Education, Youth and Science. In accordance with legal requirements, the study was discussed and approved by parent-teacher conferences in all schools prior to study onset. As demanded by state law, students aged 13 years and younger were required to provide written parental consent.

Reporting on this study was based on the Strengthening the Reporting of Observational Studies in Epidemiology (STROBE) statement guidelines [23].

Sampling and Data Collection

The project study group contacted the heads of the biology or natural science departments of all public secondary schools by phone in late 2011 and supplied schools with further information on the study via email. Of a total of 287 eligible schools, the heads of department were successfully contacted in 142 cases, with 13 schools agreeing to participate. In all 13 schools, the parent-teacher conferences voted in favor of participation. Of the schools choosing not to partake, all quoted time constraints of teaching staff as the reason.

Since a major education reform implemented in 2010, state secondary education in Berlin formally consists of two school forms: university-preparatory schools [Gymnasium] and Integrated Secondary Schools [Integrierte Gesamtschule]. An important subdivision can be made in the latter category between schools allowing for their highest-achieving students to continue up to year 12 to qualify for university access, and schools where no such option exists and most students are likely not to continue their formal education past year 10. For brevity, these three school types were reported in results as “highest (academic) tier” (gymnasium), “intermediate (academic) tier” (integrated secondary school with option to qualify for university), and “lowest (academic) tier” (integrated secondary school up to year 10 only). All three school types were represented in the sample, as were seven of the 12 Berlin city districts (Mitte, Pankow, Charlottenburg-Wilmersdorf, Spandau, Steglitz-Zehlendorf, Trepid-Köpenick, and Marzahn-Hellersdorf). Districts from both the former Eastern and Western parts of Berlin were included, and districts with participating schools ranged from inner city to suburban and from the most affluent to relatively deprived [24].
Study Setting
The survey was conducted by a member of the project team during a school period in the regular classroom setting. A short presentation informed students on the aim of the study and of the voluntary and anonymous nature of participation. It was emphasized that results would not be disclosed to teaching staff, parents, or fellow students. To safeguard anonymity, it was stressed that it was strictly prohibited to attempt to read other students’ responses, and an exam-like, nonclustered seating layout in the classroom was adopted. Subsequently, a paper-based questionnaire was administered to all participating students. A member of the research team supervised the class until all questionnaires had been collected.

Questionnaire
Due to the lack of existing tools for the research question, the study questionnaire was devised by the authors to assess students’ preferences and requirements when looking for sexual health information online. To ascertain the adequacy of the questionnaire for the adolescent sample population, a pretest was performed in one school class, with comments from students leading to minor modifications. Following discussion with students from the pretest sample, wording was phrased indirectly (“How important would you find the following aspects when looking for sexual health information on the Internet?”). Importance was rated on a five-point Likert scale, on which students were to choose between “important,” “somewhat important,” “neither important nor unimportant,” “rather unimportant,” and “unimportant” (authors’ translation from German).

Demographic variables on gender, age, and migrant background (parental place of birth) were included in the questionnaire. For the latter, response options were restricted to “Germany” or “other country” in accordance with the principle of parental informational self-determination.

Aspects were chosen by the authors following an in-depth analysis of the different characteristics and features of 10 prominent German-language websites providing sexual health information: Lovelife [25], Mach’s mit [26], profamilia [27], Sexndso [28], sextra [29], BRAVO [30], gutefrage [31], mädchen.de [32], gofeminin [33], and Lovetalk [34]. Websites were chosen based on a search on Google for the following keywords and combinations thereof: adolescents, students, love, sex, first time, contraception, condom, pill, pregnancy, STIs, and HIV (authors’ translation of the German keywords). Google was used as the most frequently cited starting point for sexual health information online in previous research [35]. A total of nine aspects belonging to three principal groups were identified: “who and for whom” (publisher and explicit target audience of a website), “information presentation” (visual style, clear layout of information, easily understandable language, and text shortness), and “website features” (facilities to ask individual questions, a section where people can report their own personal experiences, and advice provided by people of similar age). The websites as well as the nine website aspects were discussed with and deemed appropriate by our pretest sample.

Statistics and Data Analysis
For the analysis of the survey data, IBM SPSS version 23 was used. Descriptives were computed. For the statistical analyses, outcomes were dichotomized for the sake of readability: the variables “important” and “rather important” were clustered to “(rather) important,” as were the categories “of medium importance,” “rather unimportant,” and “unimportant” to “other response.” Descriptives and chi-square tests for the original five-point outcome scale are included in Multimedia Appendix 1.

Descriptives and Bivariate Analysis
Aspects were ranked by the aggregate percentage of students selecting “(rather) important.” Using two-sided chi-square tests, bivariate relationships were calculated between the demographic variables age, gender, migratory background, and school type and the outcome variables measuring the importance participants attribute to the different aspects of sexual health information websites. For statistical analysis, migrant background was defined as having at least one parent who was born abroad.

Multivariable Analysis
Regression models were used to quantify the effect of age, gender, migratory background, and school type on outcome variables. Due to the clustered nature of observation in class and school groups, a mixed multilevel regression model (SPSS GENLINMIXED) containing school and class as random effects was used. Odds ratios and 95% confidence intervals for all outcome variables were computed from mixed multilevel regression. To account for possible violations of model assumptions, we used robust estimation. Missing cases were excluded from bivariate and regression analysis.

Results
Population
The study was conducted in 61 school classes. A total of 1190 students were present in class on the day of the study and thus eligible for participation. Ten students aged 13 years could not participate due to missing parental consent and a further two students chose not to participate. One student could not participate due to lacking the required basic language proficiency. Therefore, a total of 1177 participants were included in the survey, equating to a response rate of 98.91%. The overall mean age of participants was 14.6 (SD 0.8) years, the mean for boys being 14.6 (SD 0.7) years and 14.5 (SD 0.7) years for girls. Table 1 shows the demography of study participants, as reported previously [22].

Descriptives and Bivariate Analysis
Table 2 shows the distribution of responses for the items in the three groups of website aspects, the relative rank of each aspect by cumulative percentage selecting “(rather) important,” and stratification by gender.
Table 1. Demography of participants (N=1177).

<table>
<thead>
<tr>
<th>Population characteristic</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>23 (1.98)</td>
</tr>
<tr>
<td>14</td>
<td>565 (48.62)</td>
</tr>
<tr>
<td>15</td>
<td>480 (41.31)</td>
</tr>
<tr>
<td>16</td>
<td>94 (8.09)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>547 (47.48)</td>
</tr>
<tr>
<td>Male</td>
<td>605 (52.52)</td>
</tr>
<tr>
<td><strong>Migrant background</strong></td>
<td></td>
</tr>
<tr>
<td>Both parents born in Germany</td>
<td>544 (47.06)</td>
</tr>
<tr>
<td>Both parents born abroad</td>
<td>352 (30.45)</td>
</tr>
<tr>
<td>Only mother born abroad</td>
<td>127 (10.99)</td>
</tr>
<tr>
<td>Only father born abroad</td>
<td>133 (11.51)</td>
</tr>
<tr>
<td><strong>School type</strong></td>
<td></td>
</tr>
<tr>
<td>Lowest tier</td>
<td>390 (33.14)</td>
</tr>
<tr>
<td>Intermediate tier</td>
<td>395 (33.56)</td>
</tr>
<tr>
<td>Highest tier</td>
<td>392 (33.31)</td>
</tr>
</tbody>
</table>

aTotal number of responses for each variable.

bEntered for all participants at school level.

Table 2. Website preferences by gender (bivariate analysis).

<table>
<thead>
<tr>
<th>Website aspect group and website aspect</th>
<th>Aspect ranka</th>
<th>Population in (rather) important, n (%)</th>
<th>P b</th>
</tr>
</thead>
<tbody>
<tr>
<td>Who and for whom</td>
<td></td>
<td>Female</td>
<td>Male</td>
</tr>
<tr>
<td>Reputable publisher (n=1081 c)</td>
<td>3</td>
<td>437 (84.85)</td>
<td>420 (74.20)</td>
</tr>
<tr>
<td>Explicitly addressed at adolescents (n=1088 c)</td>
<td>7</td>
<td>366 (70.66)</td>
<td>311 (54.56)</td>
</tr>
<tr>
<td>Information presentation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Language easily understandable (n=1088 c)</td>
<td>1</td>
<td>463 (89.38)</td>
<td>498 (87.37)</td>
</tr>
<tr>
<td>Information clearly laid out (n=1081 c)</td>
<td>2</td>
<td>425 (83.17)</td>
<td>446 (78.25)</td>
</tr>
<tr>
<td>Texts short and concise (n=1084 c)</td>
<td>8</td>
<td>260 (50.58)</td>
<td>304 (53.33)</td>
</tr>
<tr>
<td>Visual style/design attractive (n=1076 c)</td>
<td>9</td>
<td>149 (29.22)</td>
<td>229 (40.46)</td>
</tr>
<tr>
<td>Website features</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Possibility to ask questions (n=1079 c)</td>
<td>4</td>
<td>378 (74.14)</td>
<td>406 (71.35)</td>
</tr>
<tr>
<td>Section with personal experiences (n=1080 c)</td>
<td>5</td>
<td>361 (70.23)</td>
<td>381 (67.31)</td>
</tr>
<tr>
<td>Advice by other adolescents (n=1072 c)</td>
<td>6</td>
<td>336 (66.14)</td>
<td>373 (66.13)</td>
</tr>
</tbody>
</table>

aBy percentage (rather) important.
bCalculated from chi-square tests.
cNumber of participants included in the analysis.
**Student Preferences: Who and for Whom**

Publisher reliability was described as (rather) important by 857 of 1081 students (79.28%), the percentage for girls being higher than for boys. Students of migrant background were significantly less likely to attach importance to this aspect ($P<.001$), as were students in the lowest academic tier of schools ($P=.01$). Whether a website is explicitly addressed at adolescents was an aspect to which students attributed relatively little importance. Again, the aspect was considerably more important to girls, although there was no association with the other demographic variables.

**Student Preferences: Information Presentation**

Understandable language was the most important aspect overall. Importance was higher in the highest academic school tier ($P=.001$) and lower for children of immigrants ($P<.001$). Across the sample, 871 of 1081 respondents (80.57%) described it as (rather) important that information should be clearly laid out. Girls were significantly more likely than boys to regard this aspect as (rather) important. Again, school type and migratory background were significantly associated with outcomes: the higher the school tier, the more important the issue was considered ($P=.03$), and children of immigrants were less likely to regard the aspect as (rather) important ($P<.001$).

Whether information text on sexual health websites was short and concise was an issue of relatively low importance in our survey, with 564 of 1084 students (52.03%) attaching importance. Students from the lowest tier of schools and children of immigrants were significantly more likely to regard this aspect as (rather) important ($P=.01$ for both).

---

Table 3. The effect of the demographic variables on outcomes (multivariable analysis).

<table>
<thead>
<tr>
<th>Aspect group and website aspect</th>
<th>Variable, OR (95% CI)$^a$</th>
<th>Age (per year increase)</th>
<th>Gender (male)</th>
<th>Migration (migrant background)</th>
<th>School type (intermediate tier)</th>
<th>School type (highest tier)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Who and for whom</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reputable publisher ($n=1074^b$)</td>
<td>1.23 (1.03-1.47)$^c$</td>
<td>1.39 (0.70-2.73)</td>
<td>0.50 (0.37-0.69)$^c$</td>
<td>0.64 (0.50-0.81)$^c$</td>
<td>2.04 (1.03-4.03)$^c$</td>
<td></td>
</tr>
<tr>
<td>Explicitly addressed adolescents ($n=1081^b$)</td>
<td>1.16 (0.96-1.40)</td>
<td>1.08 (0.74-1.57)</td>
<td>0.48 (0.35-0.67)$^c$</td>
<td>0.76 (0.66-0.88)$^c$</td>
<td>1.02 (0.83-1.26)</td>
<td></td>
</tr>
<tr>
<td><strong>Information presentation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Language easily understandable ($n=1081^b$)</td>
<td>1.02 (0.91-1.13)</td>
<td>1.33 (0.70-2.53)</td>
<td>0.85 (0.51-1.39)</td>
<td>0.47 (0.29-0.75)$^c$</td>
<td>2.62 (1.36-5.06)$^c$</td>
<td></td>
</tr>
<tr>
<td>Information clearly laid out ($n=1074^b$)</td>
<td>1.13 (1.01-1.27)$^c$</td>
<td>1.10 (0.42-2.86)</td>
<td>0.71 (0.48-1.06)</td>
<td>0.71 (0.48-1.04)</td>
<td>1.75 (0.85-3.59)</td>
<td></td>
</tr>
<tr>
<td>Texts short and concise ($n=1077^b$)</td>
<td>1.32 (1.10-1.58)$^c$</td>
<td>0.81 (0.46-1.44)</td>
<td>1.02 (0.84-1.25)</td>
<td>1.46 (1.10-1.94)$^c$</td>
<td>0.71 (0.50-1.03)</td>
<td></td>
</tr>
<tr>
<td>Visual style/design attractive ($n=1069^b$)</td>
<td>1.15 (1.00-1.32)$^c$</td>
<td>1.07 (0.70-1.52)</td>
<td>1.57 (1.08-2.29)$^c$</td>
<td>0.76 (0.52-0.90)$^c$</td>
<td>0.68 (0.52-0.90)$^c$</td>
<td></td>
</tr>
<tr>
<td><strong>Website features</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Possibility to ask questions ($n=1072^b$)</td>
<td>1.00 (0.82-1.24)</td>
<td>1.06 (0.71-1.58)</td>
<td>0.87 (0.71-1.07)</td>
<td>0.89 (0.64-1.24)</td>
<td>1.14 (0.80-1.62)</td>
<td></td>
</tr>
<tr>
<td>Section with personal experiences ($n=1073^b$)</td>
<td>1.17 (1.02-1.33)$^c$</td>
<td>1.17 (0.68-2.01)</td>
<td>0.84 (0.63-1.14)</td>
<td>0.88 (0.69-1.11)</td>
<td>0.87 (0.48-1.60)</td>
<td></td>
</tr>
<tr>
<td>Advice from other adolescents ($n=1065^b$)</td>
<td>1.08 (0.06-8.62)</td>
<td>0.91 (0.61-1.37)</td>
<td>0.99 (0.76-1.23)</td>
<td>0.78 (0.59-1.04)</td>
<td>1.27 (0.92-1.75)</td>
<td></td>
</tr>
</tbody>
</table>

$^a$Reference category for gender was female, migration was none, and for both school types was lowest tier.

$^b$Number of participants included in the analysis.

$^cP<.05$.
Discussion

We conducted a study among ninth graders in Berlin secondary schools to evaluate adolescents’ preferences when looking for sexual health information online. Despite the voluntary nature of participation, only two of 1179 students chose not to participate. The overwhelming rate of participation might be an expression of a strong interest and curiosity invoked by the topic of sexual health and Internet research among adolescents. To our knowledge, no quantitative study with a similar focus on adolescent preferences in online resources has been conducted to date.

Easily comprehensible wording was most frequently selected as (rather) important. This was followed by clear information layout. In third place came the credibility of a website’s publisher, which was described as (rather) important by about 80% of participants. We found that male gender, migratory background, and attending a school of the lowest academic tier were significantly associated with lower importance placed on publisher reliability in both bivariate and multivariable analyses. The possibility to ask questions, whether websites contained a section with personal experiences, and whether websites included advice from other adolescents were of intermediate relative importance to students in our sample. Interestingly, results for website feature aspects were relatively uniform across demographic divides. Both the visual style and the youth specificity of websites were relatively unimportant to study participants. Male respondents were more likely to regard this aspect as (rather) important.

The Internet has enabled direct access to a vast array of health information, which was previously only available through intermediaries such as health care professionals. The term “disintermediation” has been coined to describe this development [36]. It promises greater access to health information, especially in sensitive areas such as sexual health [9]. However, it also bears the risk that incorrect information is accessed and perceived as accurate [17,37]. This is emphasized by the visible minority of students in our sample neglecting publisher credibility of sexual health websites. From a public health perspective, a dual strategy should be employed to facilitate the access of adolescents to reliable sexual health information online. Firstly, health care professionals and educators can provide a certain degree of apomediation. Secondly, access of reliable and suitable sexual health information resources should be encouraged by adapting websites to explicitly cater to the target audience’s preferences, and by educating adolescents to critically access the validity of sexual health information online.

Apomediation describes the process in which individuals or institutions provide guidance in the digital sphere, for example by recommending particular websites [36]. One study has suggested that health care professionals can play a pivotal role in providing a list of suitable and reliable health websites as a first port of call [38]. The reach of such an intervention among adolescents might be even higher in Germany than in other contexts given that statutory health insurance covers and promotes a one-time routine checkup visit to a physician for all youths aged 12 to 14 years [39]. Thus, physicians can extend their reach to healthy teenagers, and access is not impeded by financial considerations for adolescents or parents. A similar role with even greater reach could be played by schools. Peer apomediation, such as other adolescents recommending sexual health resources through social media, also bears the potential to spread knowledge regarding sexual health resources online. Further studies are needed to evaluate the reach and effectiveness of professional and peer apomediation.

Although recommendations of trustworthy websites by health care professionals, teachers, and possibly peers could play a role in providing adolescents with websites to start their search for sexual health information, it has to be taken into account that many users access health information including sexual health information starting with search engine queries rather than through apomediation [35,40,41]. User centricity is a key factor in preventing consumers from quickly “bouncing” back to search results [18]. Especially in the field of health where incorrect or misleading information can undermine healthy behavior, it is imperative that websites by reputable providers of sexual health information are set up according to the preferences and requirements of users. Our study can contribute to an understanding of adolescent preferences in sexual health websites. The most frequently cited aspect in our study, easily comprehensible language, should be actively pursued in the development of all sexual health resources. Beyond matching their preferences, it is axiomatic that information that users can linguistically comprehend is more likely to improve knowledge and potentially encourage healthy behavior. However, studies show that many health websites fall short in this regard and employ a language prohibitively sophisticated for many users, especially the young and/or educationally disadvantaged [42,43]. Our results likely reflect similar experiences of participants with overly complicated sexual health information online. Sexual health websites should hence employ accessible language as a dually user-centric measure: to make a website both more used by and more useful to adolescents.

One way to further user centricity is to invite target group participation at the different steps of development [19]. Because our study shows significant divergence between preferences even within a narrow age bracket, it is critical that participation is invited from adolescents across genders and ethnic and educational backgrounds. It can be hypothesized that reputable sexual health information providers, such as public health authorities, government bodies, or sexual health associations, could use this as a competitive advantage: their bona fide standing is likely to make it easier to co-opt youths to participate in website development, such as through schools.

In some cases, differences between demographic groups might warrant the setting up of separate resources. For example, our study shows pronounced differences in preferences between male and female adolescents. One solution would be to develop sexual health websites aimed at one gender only, or to set up male and female subsites to be selected by users within one sexual health website. Indeed, a previous study has shown that a majority of adolescents would prefer gender-stratified sexual health websites [20].
However, there are many cases in which it will not be possible to develop separate resources for subpopulations with divergent preferences. One innovative way to make online health resources palatable to a diverse target audience is to enable users to interactively modify different parameters of a website [44]. For example, users could select between a text-heavy and a more visual presentation of information or between elaborate and short articles. This enables users to adapt the website not only to general personal preferences, but also according to the specific search context and purpose. This innovative and user-centric concept has been implemented and positively evaluated for a general health information database [44].

Lastly, it is important that adolescents are educated and encouraged to access, comprehend, and critically evaluate online health information and sexual health information. The term “eHealth literacy” has been coined for this set of skills [45-47]. An integral part of eHealth literacy is the ability to appraise the validity of online information [48]. In our study, approximately 80% of students described the reliability of a website’s publisher as (rather) important. This is consistent with previous studies that found the majority of users are critical when looking for health information online, whereas a visible minority tend to neglect the issue of credibility of health websites [49-51]. We found that male gender, migratory background, and attending a school of the lowest academic tier were associated with lower importance placed on publisher reliability. With strong evidence that these groups are also more likely to have poor sexual health knowledge and to engage in risk-taking behavior both in Germany [15] and in other settings [52,53], it is crucial to educate students to critically evaluate the reliability of information resources, especially in these vulnerable subpopulations. Particularly in countries with mandatory school education, such as Germany, schools could be instrumental in providing health and sexual health online literacy education to virtually all adolescents. For this, the significant institutional inertia of school policy has to be overcome and joint initiatives at the different levels of school policy are called for [54].

A key strength of this study is the large study population including students from all types of public schools in Berlin. Furthermore, a voluntary participation rate of 98.9% of students present in class makes it unlikely that participation/nonparticipation introduced a significant bias.

Unlike the student level, in which the rate of participation was very high, it has to be acknowledged that less than 5% of Berlin secondary schools participated. Although a majority of Berlin’s city districts and very diverse academic, socioeconomic, and geographic settings were represented in the sample, the generalizability of results might be limited by a systematic difference between participating and nonparticipating schools. Furthermore, it should be considered that findings of adolescents in Berlin might not be generalizable to other geographic settings.

A further limitation of this study is the fact that students were asked to evaluate the importance of different website aspects when looking for sexual health information online, without reference to specific websites during the survey. The abstract thinking this requires might have been challenging for at least some of the students in the sample. Future studies could include a more concrete evaluation of website aspects. For example, qualitative methods such as focus group interviews could be employed to have students evaluate different sexual health websites or to gain a more in-depth understanding of by what means and how accurately students evaluate publisher reliability. Furthermore, website analytics could be employed to quantify how successfully different sexual health website formats are in attracting and retaining visitors.

Websites providing sexual health information for adolescents bear the potential to improve sexual health knowledge and promote healthy behavior. To be effective, websites should be set up according to the preferences and requirements of the target population not merely regarding content, but also regarding the way information is presented. Divergent preferences might warrant the establishment of websites specifically geared at specific subpopulations, such as male adolescents or adolescents with a migrant background. Furthermore, parents, schools, and public health authorities should strive to improve online literacy among adolescents to make sure they have the facilities to critically evaluate the reliability of information online—in all aspects of information access, but especially in the critical field of sexual health.
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Abstract

Background: Symptom distress in patients toward the end of life can change rapidly. Family caregivers have the potential to help patients manage those symptoms, as well as their own stress, if they are equipped with the proper resources. Electronic health (eHealth) systems may be able to provide those resources. Very sick patients may not be able to use such systems themselves to report their symptoms but family caregivers could.

Objective: The aim of this paper was to assess the effects on cancer patient symptom distress of an eHealth system that alerts clinicians to significant changes in the patient’s symptoms, as reported by a family caregiver.

Methods: A pooled analysis from two randomized clinical trials (NCT00214162 and NCT00365963) compared outcomes at 12 months for two unblinded groups: a control group (Comprehensive Health Enhancement Support System [CHESS]-Only) that gave caregivers access to CHESS, an online support system, and an experimental group (CHESS+CR [Clinician Report]), which also had CHESS but with a CR that automatically alerted clinicians if symptoms exceeded a predetermined threshold of severity. Participants were dyads (n=235) of patients with advanced lung, breast, or prostate cancer and their respective family caregivers from 5 oncology clinics in the United States of America. The proportion of improved patient threshold symptoms was compared between groups using area-under-the-curve analysis and binomial proportion tests. The proportion of threshold symptoms out of all reported symptoms was also examined.

Results: When severe caregiver-reported symptoms were shared with clinicians, the symptoms were more likely to be subsequently reported as improved than when the symptoms were not shared with clinicians (P<.001). Fewer symptom reports were completed...
in the group of caregivers whose reports went to clinicians than in the CHESS-Only group (P<.001), perhaps because caregivers, knowing their reports might be sent to a doctor, feared they might be bothering the clinician.

**Conclusions:** This study suggests that an eHealth system designed for caregivers that alerts clinicians to worrisome changes in patient health status may lead to reduced patient distress.

**Trial Registration:** Clinicaltrials.gov NCT00214162; https://clinicaltrials.gov/ct2/show/NCT00214162 (Archived by WebCite at http://www.webcitation.org/6nmh0U8VP) and Clinicaltrials.gov NCT00365963; https://clinicaltrials.gov/ct2/show/NCT00365963 (Archived by WebCite at http://www.webcitation.org/6nmh0U8VP)
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**Managing Patient Symptom Distress**

As advanced cancer treatments enable patients to live longer, managing patient symptoms becomes even more important for patients, informal (family or friend) caregivers, and clinicians [1-5]. In some cases, the side effects of advanced treatment (e.g., pain and cognitive limitations) can create problems that challenge the fabric of the family [6,7] and sometimes even lead to conflict [6,7] between the family and the clinical team [8]. Some of the problem, from a patient and caregiver perspective, revolves around when and how to get the attention of the clinical team without “bothering” them [9].

Research has shown the importance of timely alerts to providers regarding disconcerting changes in patient conditions. For instance, a study of wait times in the Veterans Health Administration system found that mortality rates increased significantly when patients waited longer to be seen [10]. However, often changes in a patient’s symptoms are reported only at a clinical visit and by then the patient’s condition is often harder to manage than when the symptoms first worsened.

As early as 1997, family caregivers were estimated to provide about US $200 billion of unpaid health care services [11]. Although the burden on family caregivers has been well described [1], the potential of caregivers to improve their lives, and patients’ and providers’ lives, has had comparatively little attention. When properly engaged, the family caregiver can be a critical source of information and support for both the patient and the clinical team. Family caregivers often spend far more time with the patient than anyone else. They can support the patient while collecting information that could be vitally important to providers and for effective care. Some families assume these roles well with no help, whereas others need support to realize their potential. The system studied here was designed to help caregivers maximize their value as a partner in care and minimize their burden.

Recent developments in electronic symptom collection systems [12,13] offer promise for more timely and accurate information, greater patient acceptance, and reduced cost compared with paper-based systems [14]. Studies of such systems have shown moderate to significant improvement of patient symptoms and quality of life [15-19], and even survival [20]. A key issue is when and how to reach clinicians effectively, given how busy they are. This problem of reporting symptom changes to clinicians is exacerbated for advanced cancer patients. These patients find it increasingly difficult or impossible to use symptom-reporting systems as their disease advances. Informal caregivers are in a position to accurately observe and report on patient symptoms [21-23].

**The CHESS System With Reports to Clinicians**

The Comprehensive Health Enhancement Support System (CHESS) refers to extensively tested information and communication technologies for coping with cancer and other serious illnesses. The vast majority of CHESS systems have been designed for patients [24-27]. The CHESS "Coping with Cancer" website [28] was designed instead for caregivers to (1) provide them with well-organized cancer, caregiving, and bereavement information, (2) serve as a channel to communicate with and receive support from other caregivers, experts, clinicians, and their social networks, (3) act as a coach by gathering information from caregivers and providing feedback based on algorithms (decision rules), and (4) provide tools (e.g., a program to organize support from family and friends) to improve the caregiving experience. Hence the content and focus of this caregiver program differed substantially from other CHESS systems. The relationship between theory and CHESS was previously reported [29].

The CHESS caregiver system studied in this analysis contained a symptom-reporting system, the Clinician Report (CR), which delivered to the clinical team information about worrisome changes in symptoms collected from informal caregivers of advanced-stage cancer patients [29-31]. Specifically, the CR contacted the clinical team whenever a threshold symptom was reported—that is, when a caregiver rated at least one of 10 patient symptoms at ≥7 on a 0 to 10 severity scale. The alert was intended to quickly bring clinician attention to severe symptoms, potentially leading to timelier symptom management.

**Purpose and Contribution of the Study**

The study reported here is, to our knowledge, the first to report the effects on patients of an electronic system that collects and analyzes caregiver observations and sends alerts to clinicians when caregivers report worrisome increases in symptom distress in patients suffering from advanced cancer. A previous paper reported the effects on caregivers themselves of using the system.
In that study, caregivers with CHESS+CR had less negative mood at both 6 and 12 months than caregivers in the CHESS-Only group. The groups did not differ significantly on caregiver preparedness or physical burden at either time point. This paper reports the effects of the system on patients, specifically on patient symptom distress. We examined two outcomes: (1) the proportion of improved caregiver-reported, severe ("threshold") symptoms that patients had out of all threshold symptoms and (2) the proportion of caregiver-reported threshold symptoms that patients had out of the total symptoms reported on. Specifically, the study addresses this question: Does the CHESS system with the CR reduce symptom distress in patients more than CHESS without the CR?

Methods

Participants

Between September 2004 and April 2007, 235 dyads of patients with advanced-stage cancer and their primary informal caregivers were recruited to one of two randomized clinical trials of CHESS. One of the trials recruited breast and prostate cancer patients and their caregivers (NCT00214162); the other enrolled lung cancer patients and caregivers (NCT00365963). Eligible breast cancer patients were women with recurrent or metastatic breast cancer. Eligible prostate cancer patients had hormone refractory or metastatic prostate cancer. Eligible lung cancer patients included those in stage IIIA, IIIB, or IV disease. Caregivers were at least 18 years of age and identified by the patient as their primary source of physical, emotional, or financial support.

Recruitment

Recruitment sites were 5 cancer centers in the Northeastern, Midwestern, and Southwestern United States. This analysis contains a combined sample from both clinical trials of 117 dyads in the CHESS-Only group and 118 in the CHESS+CR group (Figure 1). Details about recruitment, randomization, and procedures were previously reported [28,30].

The attrition rate in this study (33.6%, 36/107) in the CHESS-Only group and 38.1% (42/110) in the CHESS+CR group) is comparable with other clinical trials of patients with advanced cancer. A review of 18 interventional supportive and palliative oncology trials found an attrition rate of 44% at study end [32].

Interventions

Both the CHESS-Only and CHESS+CR participants received access to CHESS. CHESS was designed for caregivers, but patients could have access as well if they wanted it. Upon initial log-in and every 7 days after, caregivers were prompted when logging into CHESS to complete a check-in with questions about patient symptom status from a modified Edmonton Symptom Assessment Scale (ESAS) [33]. Check-in items had to be completed before advancing to another page in the CHESS website. Items on check-ins after the first check-in were populated with previous ratings; caregivers needed to respond only if a rating changed. In the CHESS-Only group, the information reported at check-in was intended for caregivers and not sent to clinicians. In the CHESS+CR group, CHESS summarized the caregiver-provided information and made it available (with patient permission) to the clinical team [31]. Alerts were emailed, faxed, or phoned (according to clinician preference) to a designated member of the clinical team, typically a nurse, (1) when a threshold symptom was reported and (2) 2 days before a scheduled clinic visit. The severity threshold for an alert was set at 7, based on Serlin et al [34], indicating that this symptom distress level interferes significantly with a patient’s life. Alerts included patient name, the symptom or symptoms of concern, and worrisome symptom rating(s), along with a link to the CHESS+CR website to view the complete CR, including ratings over time. At any time, clinicians in the CHESS+CR group could also access the full CR by logging onto CHESS+CR.

Procedures

The trials were approved by the institutional review boards at each recruitment site. Oncology clinicians were consented and agreed to receive alerts.

Figure 1. Participant flow.
After caregivers and patients completed the consent form and pretest, a random number generator at the University of Wisconsin randomly assigned dyads to CHESS-Only or CHESS+CR (1:1 ratio). Randomization was blocked by dyad relationship (spouse or partner vs nonspouse or partner) and race (white vs non-white). All caregivers who needed a computer were mailed a laptop with Internet access and a user manual. Participants who already had a computer with Internet access were reimbursed for Internet access during the study period. Caregivers (and patients, if they wished to use CHESS) were assigned a unique code name and password for accessing CHESS. Technical support was available by telephone. CHESS staff provided training on using CHESS via telephone or in clinic. Those in the CHESS+CR group were told that symptoms reported as “high” would trigger an email to the clinical team. Participants were not told the threshold, but when they gave a rating of ≥7, they were encouraged to call the clinic and notified on the website that the clinical team would be alerted.

Although caregivers and patients were enrolled as dyads, caregivers were the target population in both clinical trials. The analysis uses data from all 12 months of the breast and prostate cancer intervention and, to standardize data from the two trials, from the first 12 months of the 24-month lung cancer intervention. The CHESS website server generated a log file for storing the symptom ratings, who reported the ratings, when the ratings were reported, and whether an alert was sent. These data were retrieved and analyzed for this study.

**Measures**

Patient distress is a subjective measure that was assessed at check-in by a modified ESAS [30] on a 0 to 10 scale, with 10 indicating the greatest symptom distress. On the basis of the feedback from oncologists, we replaced 3 physical items in the original scale [33] (activity, drowsiness, and well-being) with three common cancer symptoms (fatigue, constipation, and diarrhea). The modified ESAS contained 10 items. This analysis focuses on individual ratings for each of the 10 symptoms rather than on a single scale score calculated across symptoms.

Improvement was determined separately for each threshold symptom by comparing subsequent ratings given by the same person at check-in. A threshold symptom was considered improved if it was rated lower at the next check-in (eg, if a caregiver rated patient pain at 9 one week and 8 the next week, the symptom was considered improved; likewise, a symptom rated at 7 one week and 6 the next was considered improved). Patient symptom ratings given in the last check-in were not examined because no follow-up check-in could be compared with it. Patients and caregivers who completed fewer than two check-ins were excluded in the analysis because they supplied no data for comparison.

To evaluate the impact of the CR on symptom change, caregiver-reported check-in data were aggregated in six 2-month periods (eg, months 3 and 4). This interval is somewhat arbitrary. It was chosen because caregivers in the two randomized trials from which the data came filled out written surveys every 2 months. The following values were calculated: (1) number of assessed symptoms (number of discrete symptoms rated during a 2-month period, calculated as the number of times a check-in was completed multiplied by 10 because each check-in assessed 10 symptoms), (2) number of patient threshold symptoms (number of symptoms rated ≥7), and (3) number of improved patient threshold symptoms (number of threshold symptoms with a lower rating in the next check-in). Group totals of the foregoing three variables were used to calculate the following two proportion indices for each 2-month period as well as the entire 12-month study period. Our primary interest was the proportion of improved caregiver-reported patient threshold symptoms (number of improved threshold symptoms out of the total number of threshold symptoms, which shows the impact on symptom management). We also calculated the proportion of caregiver-reported patient threshold symptoms (number of caregiver-reported threshold symptoms out of the total number of symptoms that were reported on). The purpose of the second proportion was to examine whether knowledge that their data might be reported to the clinical team would affect reporting behavior.

**Statistical Analysis**

To compare the two outcomes of interest between groups over time (ie, improved patient threshold symptoms and proportion of patient threshold symptoms), the area under the curve (AUC) was calculated based on group-aggregated values. The AUC per group was calculated using the trapezoidal rule in NCSS 2007 [35]. Group differences in AUC were assessed by converting group AUC into a relative proportion per group and then conducting a proportional difference test (StatXact 5, Cytel) [36]. In addition, aggregated symptom reports were averaged across the 12 months. Differences in these averaged improved threshold symptom proportions and proportions of threshold symptoms were tested using the same method. The standardized statistics, P value and 95% CIs, were calculated based on methods outlined by Miettinen and Nurminen [37] and Chan and Zhang [38]. To test for potential response bias after group assignment, the proportion of patient threshold symptoms reported by caregivers at pretest was compared with the proportion at the first check-in using the multiple-sample McNemar test [39]. All tests were conducted at alpha=.05 level.

**Results**

**Baseline Demographics and ESAS Ratings**

Table 1 shows demographics and pretest ESAS ratings for the two groups. Among patients, 55.8% (121/217) were female, with an average age of 63 years. Caregivers were predominantly female (64.2%, 140/217), with an average age of 56 years. Most caregivers (69.3%, 150/217) were spouses or partners. Demographic characteristics of caregivers omitted from the analysis (ie, caregivers who submitted fewer than two check-ins) were similar to those of caregivers included in the analysis except on caregiver gender, for which 53% of excluded caregivers and 71% of included caregivers were female (χ^2=6.4 P=.01). In the 12-month period, the proportion of patient symptoms reported by caregivers at least twice did not differ by randomization group (CHESS-Only, 71/107, 66.4% vs CHESS+CR, 68/110, 61.8%, standardized difference Z=0.696, P=.49, 95% CI =.082 to .171).
### Table 1. Demographics of participants who received the interventions.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>CHESS-only (n=107)</th>
<th>CHESS+CR (n=110)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cancer type, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Breast</td>
<td>45 (42)</td>
<td>44 (40)</td>
</tr>
<tr>
<td>Prostate</td>
<td>30 (28)</td>
<td>34 (31)</td>
</tr>
<tr>
<td>Lung</td>
<td>32 (30)</td>
<td>32 (29)</td>
</tr>
<tr>
<td><strong>Patients</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>62.53 (9.63)</td>
<td>62.73 (11.00)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>47 (44)</td>
<td>49 (45)</td>
</tr>
<tr>
<td>Female</td>
<td>60 (56)</td>
<td>61 (55)</td>
</tr>
<tr>
<td><strong>Caregivers</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>55.73 (13.02)</td>
<td>56.36 (13.39)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>71 (66)</td>
<td>69 (63)</td>
</tr>
<tr>
<td><strong>Relationship to patient, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spouse</td>
<td>75 (70)</td>
<td>75 (68)</td>
</tr>
<tr>
<td>Nonspouse</td>
<td>32 (30)</td>
<td>35 (32)</td>
</tr>
<tr>
<td><strong>Caregiver annual household income in US dollars, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Below $40,000</td>
<td>35 (33)</td>
<td>35 (32)</td>
</tr>
<tr>
<td>$40,001-$80,000</td>
<td>37 (35)</td>
<td>36 (33)</td>
</tr>
<tr>
<td>$80,001 and over</td>
<td>26 (24)</td>
<td>28 (25)</td>
</tr>
<tr>
<td>Didn’t report</td>
<td>9 (8)</td>
<td>11 (10)</td>
</tr>
<tr>
<td>Caregiver education (1-6), mean (SD)</td>
<td>3.96 (1.58)</td>
<td>3.67 (1.52)</td>
</tr>
<tr>
<td>Caregiver Internet comfort (1-4), mean (SD)</td>
<td>2.57 (1.26)</td>
<td>2.36 (1.37)</td>
</tr>
<tr>
<td>Caregiver-reported patient ESAS (1-90), mean (SD)</td>
<td>27.75 (16.82)</td>
<td>28.13 (15.90)</td>
</tr>
</tbody>
</table>

**Notes:**
- CHESS: Comprehensive Health Enhancement Support System.
- n=105.
- These values were based on pretests of 109 caregivers in CHESS+CR group because 1 caregiver did not return the pretest survey.
- n=107.
- Caregiver education levels: 1 Stopped school before finishing high school; 2 High school degree; 3 Some college courses; 4 Associate or technical degree (2-year college); 5 Bachelor’s degree (4 year college); 6 Graduate degree.
- n=106.
- Internet comfort levels: 0 Not at all; 1 A little; 2 A medium amount; 3 Quite a bit; 4 Extremely.
- n=102.
- ESAS: Edmonton Symptom Assessment Scale.
- Calculated as the sum of severity ratings (0=none; 10=worst possible) across 9 items.
- n=94.
- n=101.
Table 2. Bimonthly summary of caregiver-reported patient symptom indices. At pretest, ESAS items were rated via paper survey. The report of a threshold symptom did not produce a clinician alert.

<table>
<thead>
<tr>
<th>Randomization group</th>
<th>CHESS&lt;sup&gt;a&lt;/sup&gt;-Only</th>
<th>CHESS+CR&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pretest</td>
<td>117</td>
<td>118</td>
</tr>
<tr>
<td>Month 2</td>
<td>101</td>
<td>104</td>
</tr>
<tr>
<td>Month 4</td>
<td>96</td>
<td>93</td>
</tr>
<tr>
<td>Month 6</td>
<td>88</td>
<td>85</td>
</tr>
<tr>
<td>Month 8</td>
<td>78</td>
<td>74</td>
</tr>
<tr>
<td>Month 10</td>
<td>72</td>
<td>68</td>
</tr>
<tr>
<td>Month 12</td>
<td>65</td>
<td>63</td>
</tr>
</tbody>
</table>

<sup>a</sup>CHESS: Comprehensive Health Enhancement Support System.

<sup>b</sup>CR: Clinician Report.

We also examined data about participant use of the system to see whether different participants used the system differently (ie, by gender, race, age, living situation, education, employment status, or income) and found no statistically significant difference.

Symptom Indices and Proportion of Threshold to All Assessed Symptoms

Table 2 shows patient symptom indices reported by caregivers calculated for each 2-month period and totaled across 12 months. Table 3 reports on the number of patient threshold symptoms reported by caregivers as a proportion of all assessed symptoms. At pretest, for instance, CHESS-Only caregivers reported on symptoms 1026 times, and 182 of those symptoms (17.74%) met or exceeded the threshold. CHESS+CR caregivers reported 1056 symptoms, and 184 (17.42%) were threshold symptoms. The effect size of the difference between CHESS-Only and CHESS+CR was 0.01. Effect sizes were determined by using Cohen arcsine transformation of the probabilities [40]. At pretest, there were no significant differences between groups, but differences emerged (caregivers in CHESS+CR reported fewer symptoms) with what Cohen describes as a small effect size.

Proportion of Improved Threshold Symptoms to All Threshold Symptoms

Table 4 reports on the number of improved threshold symptoms as a proportion of all threshold symptoms reported. For instance, at 2 months, the CHESS-Only caregivers reported 385 threshold symptoms, 103 of which (26.8%) were subsequently reported as improved. By contrast, at the same time point, CHESS+CR caregivers reported 212 threshold symptoms, 113 of which (53.3%) were subsequently reported as improved. Comparing CHESS vs CHESS+CR across all posttest time periods yielded a moderate effect size of 0.60 in favor of CHESS+CR.

Analyses of average aggregated proportions across all 12 months (the Total column of Tables 3 and 4) show similar findings: the CHESS+CR group was more likely to report improvement (53.04% vs 26.16%, Wald Z-test=10.35, P<.001, 95% CI .216 to .320) but less likely to report threshold symptoms (7.7% vs 14.4%, Wald Z-test=−12.27, P<.001, 95% CI −0.77 to −0.57). That is, throughout the study period, caregivers in the CHESS+CR group consistently reported that their patients had less symptom burden and better symptom management than patients in CHESS-Only group.

Table 3. Proportion of threshold symptoms/all assessed symptoms and effect sizes.

<table>
<thead>
<tr>
<th>Randomization group</th>
<th>CHESS&lt;sup&gt;a&lt;/sup&gt;-Only, n/N (%)</th>
<th>CHESS+CR&lt;sup&gt;b&lt;/sup&gt;, n/N (%)</th>
<th>Effect size (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pretest</td>
<td>182/1026 (17.74)</td>
<td>184/1056 (17.42)</td>
<td>0.01 (0.00-0.02)</td>
</tr>
<tr>
<td>Month 2</td>
<td>385/2620 (14.69)</td>
<td>212/2380 (8.91)</td>
<td>0.18 (0.17-0.19)</td>
</tr>
<tr>
<td>Month 4</td>
<td>263/1820 (14.45)</td>
<td>83/1240 (6.70)</td>
<td>0.26 (0.23-0.28)</td>
</tr>
<tr>
<td>Month 6</td>
<td>219/1490 (14.70)</td>
<td>74/840 (8.81)</td>
<td>0.18 (0.16-0.21)</td>
</tr>
<tr>
<td>Month 8</td>
<td>133/1140 (11.67)</td>
<td>34/550 (6.2)</td>
<td>0.19 (0.14-0.25)</td>
</tr>
<tr>
<td>Month 10</td>
<td>140/910 (15.38)</td>
<td>26/390 (6.7)</td>
<td>0.28 (0.21-0.36)</td>
</tr>
<tr>
<td>Month 12</td>
<td>129/830 (15.54)</td>
<td>14/350 (4.0)</td>
<td>0.41 (0.27-0.55)</td>
</tr>
<tr>
<td>Total</td>
<td>1269/8810 (14.40)</td>
<td>443/5750 (7.70)</td>
<td>0.216 (0.221-0.220)</td>
</tr>
</tbody>
</table>

<sup>a</sup>CHESS: Comprehensive Health Enhancement Support System.

<sup>b</sup>CR: Clinician Report.
Table 4. Proportion of improved threshold symptoms/all threshold symptoms and effect sizes.

<table>
<thead>
<tr>
<th>Randomization group</th>
<th>CHESS(^a)-Only, n/N (%)</th>
<th>CHESS+CR(^c), n/N (%)</th>
<th>Effect size (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pretest</td>
<td>N/A(^b)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Month 2</td>
<td>103/385 (26.8)</td>
<td>113/212 (53.3)</td>
<td>0.55 (0.52-0.57)</td>
</tr>
<tr>
<td>Month 4</td>
<td>67/263 (25.5)</td>
<td>44/83 (53)</td>
<td>0.57 (0.52-0.62)</td>
</tr>
<tr>
<td>Month 6</td>
<td>53/219 (24.2)</td>
<td>41/74 (55)</td>
<td>0.60 (0.55-0.66)</td>
</tr>
<tr>
<td>Month 8</td>
<td>39/133 (29.3)</td>
<td>17/34 (50)</td>
<td>0.42 (0.30-0.56)</td>
</tr>
<tr>
<td>Month 10</td>
<td>33/140 (23.6)</td>
<td>14/26 (54)</td>
<td>0.64 (0.48-0.79)</td>
</tr>
<tr>
<td>Month 12</td>
<td>37/129 (28.7)</td>
<td>6/14 (43)</td>
<td>0.30 (0.04-0.64)</td>
</tr>
<tr>
<td>Total</td>
<td>332/1269 (26.16)</td>
<td>235/443 (53.0)</td>
<td>0.60 (0.59-0.62)</td>
</tr>
</tbody>
</table>

\(^a\)CHESS: Comprehensive Health Enhancement Support System.

\(^b\)N/A: not applicable.

\(^c\)CR: Clinician Report.

Examination of Possible Response Bias

Caregivers in the CHESS+CR group reported a lower proportion of threshold symptoms at each 2-month period (Table 3). It may be that they felt they might be bothering the doctor or that word would get back to the patient that the caregiver thought the patient was doing poorly. To examine whether caregivers ranked symptoms lower to avoid triggering the alert to the clinician, we compared symptom ratings at pretest with those at the first online check-in, assuming any reluctance to alert the clinician would not have been present on pretest because pretest data were not sent to clinicians and patients knew this. A multiple-sample McNemar test [39] was used to test for differences between the CHESS-Only and CHESS+CR caregiver groups on changes in reporting threshold symptoms from pretest to first online check-in. A total of 1329 symptoms were rated by 135 caregivers (70 CHESS-Only, 65 CHESS+CR) at pretest and first online check-in and were used in this analysis. At pretest, no significant difference was found between randomized groups in the number of patient threshold symptoms reported (Z=0.189, \(P=0.85\), 95% CI = –0.03 to 0.04), but the difference in reporting threshold symptoms from pretest to first online check-in was statistically significant (Z=6.910, \(P<0.001\), 95% CI 6.50 to 7.29), with CHESS+CR caregivers reporting a lower proportion of threshold symptoms at first check-in than at pretest (Table 5), suggesting that CHESS+CR caregivers may have had a response bias toward lower ratings when they knew a clinician might be alerted.

Further analyses also suggest that bias may help explain the results. First, we examined the relationship between caregiver demographics and the likelihood of reporting symptom data in the CHESS-Only versus CHESS+CR groups. Gender was the only statistically significant characteristic related to the reporting of symptoms: 64.7% (172/266) of women are reporters overall versus 49.4% (131/266) of men; \(\chi^2_1 (N=266)=5.2, P=0.02\). In the CHESS+CR group, 64.4% (75/117) of women versus 45.5% (53/117) of men were reporters, \(\chi^2_1 (N=117)=4.02, P=0.045\); no significant differences were found in the CHESS-Only group. We also looked at 35 outcomes, such as caregiving burden and patient quality of life at each survey time frame, and did not find a consistent difference between caregivers who reported symptoms and those who did not.

We also examined, in addition to improved symptoms, which were the focus of the study, the proportion of symptoms that stayed at the same level of severity and the proportion that worsened. Caregivers in the CHESS-Only group reported more total symptoms (8810) and a greater proportion of threshold symptoms (14.40%, 1269/8810) than caregivers in the CHESS+CR group (5750 total symptoms, of which 7.70% [443/5750] were threshold symptoms). Caregivers in the CHESS+CR group reported a much higher percentage of improved threshold symptoms (53.0% [235/443] versus 26.16% [332/1269] in the CHESS-Only group), a slightly larger percentage of worsened symptoms (14.0% [62/443] versus 10.40% [132/1269] in the CHESS-Only group), and a much lower percentage of threshold symptoms with no change (33.0% [146/443] versus 63.4% [805/1269] in the CHESS-Only group). Finally, we looked at how many caregivers reported symptoms in the 2 groups. Over the 12 months, 71 caregivers reported the 8810 symptoms in the CHESS-Only group compared with 68 caregivers in the CHESS+CR group, who reported on 5750 symptoms. On average, each reporting caregiver in the CHESS-Only group reported on 124.1 symptoms whereas caregivers in CHESS+CR group reported an average of 84.6 symptoms. Hence, a 31.8% difference exists between the groups in the average number of symptoms reported per caregiver, with those in the CHESS+CR group reporting fewer.

http://www.jmir.org/2017/11/e354/
The overall assessed symptom rate in the CHESS+CR group may also be explained by clinician response. Clinicians were given no directions about how to respond to CR alerts. If clinicians did not respond (we do not know whether they did), participants may have stopped using the CR, although the data suggest that when the CR alerts the clinician, the symptoms are more likely to improve. It may be that clinicians responded to alerts by addressing the symptoms more promptly, scheduling additional patient visits, or responding differently to patients during visits, though we lack the data to explore this. Future research on caregiver and patient motives for using or not using a symptom reporting system could better inform system development and dissemination.

**Limitations**

The study has limitations. Data collection was completed in 2009. We do not see this as a major limitation because the influence of caregiver input on clinical decision making is rarely examined, and the result of such input, as shown in this paper, can be significant for patients. In fact, because reports based on the regular collection of both patient and caregiver data are beginning to appear more frequently, the methods and results reported here are more likely to be timely now than several years ago.

Each institution had a small number of clinicians, and they were not randomized. The effect of the CR on symptom improvement could potentially be greater than demonstrated here because clinicians seeing patients in both groups may have improved their symptom management with control-group patients as a result of changes they made with the intervention group. Future research could avoid this by randomizing clinics or clinicians rather than caregiver/patient dyads within clinics, although this approach could confound clinic variability in care with randomization.

Furthermore, all outcome variables were self-reported. Medical records could have been used to validate self-reports, for example, by observing whether interventions seemed to respond to reported threshold symptoms, such as a change in the type or amount of medication if high pain levels were reported. Such an analysis was outside the scope of the study.

Although clinicians participated in qualitative interviews [31] (results are summarized above under Possible Explanation of the Results), a distinct weakness of the paper is the lack of qualitative evidence from caregivers and patients. For example, qualitative assessment could also have been used to explore the apparent bias in the CHESS+CR group about “bothering” the doctor.

Although the study suggests the potential of CR-like systems to enhance patient care and speed recovery from distressing symptoms, the lower overall assessed symptom rate in the CHESS+CR group may also be explained by clinician response. Clinicians were given no directions about how to respond to CR alerts. If clinicians did not respond (we do not know whether they did), participants may have stopped using the CR, although the data suggest that when the CR alerts the clinician, the symptoms are more likely to improve. It may be that clinicians responded to alerts by addressing the symptoms more promptly, scheduling additional patient visits, or responding differently to patients during visits, though we lack the data to explore this. Future research on caregiver and patient motives for using or not using a symptom reporting system could better inform system development and dissemination.

**Discussion**

### Principal Findings

The CR was designed to speed information about patient symptoms to clinicians by automatically sending an alert when a caregiver reported a symptom to be at or over a threshold. With immediate symptom reporting, clinicians can intervene rapidly and reduce patient symptom distress. Our results show that for symptoms causing severe (≥7 on a 0 to 10 scale) distress, patients whose caregivers had access to CHESS+CR, and therefore had an alert sent to their clinicians, had a greater proportion of symptom improvements than those with CHESS-Only, whose clinicians did not receive alerts or have access to ratings. These results suggest that the CR may facilitate patient symptom improvement and management. A previously published paper [30] found that the same system, CHESS+CR, improved caregivers’ negative mood, suggesting that one electronic health (eHealth) system may help both caregivers and indirectly the patients themselves.

### Possible Explanations of the Results

The effects of the CR may be explained in various ways, as clinicians explained in qualitative interviews [31], which include the following:

1. The CR could help clinicians better prepare to address patient symptoms and caregiver concerns in clinic visits.
2. The CR may boost caregiver efficacy in discussing symptoms with clinicians.
3. The CR may deepen caregiver involvement because caregivers can monitor patient symptoms and report their concerns directly to the clinical team.
4. The CR may enable earlier intervention because the severe symptom distress that triggers alerts might otherwise be unreported and therefore not attended to.

The overall assessed symptom rate in the CHESS+CR group dropped significantly more than in the CHESS-Only group. A response bias may have occurred if caregivers avoided using the check-in or rated symptoms lower because they feared bothering the clinician [41] or upsetting the patient. The finding that symptom distress was equal between the two study groups at pretest but lower in the CHESS+CR group at first check-in supports this explanation. The examination of other factors that may account for the difference between the groups in caregiver-reported symptoms (ie, demographic differences between caregivers in the two groups, the proportion of symptoms that stayed the same and worsened in each group, and the number of caregivers reporting symptoms in each group) corroborates the suggestion of bias among the CHESS+CR caregivers to report fewer symptoms.
symptoms, further research with different patient populations would help validate and improve the generalizability of these findings. In addition, widespread use of such a system poses important challenges—cost, risk aversion, clinician time, and interoperability with the electronic health record (EHR). Caregivers could use such a system on their smartphones, which are becoming ubiquitous. Yet maintaining such an eHealth system has fixed costs (eg, for updating content and moderating discussions). These costs could be borne by health systems and insurers if outcomes warrant it, given the new financing models that reward governmental agencies to pay for systems that improve outcomes and the increasing use of fixed payments to providers. The human tendency to avoid risk and stay with the familiar works against innovations such as CR-like systems, as does the time pressure clinicians contend with. Because clinicians worry about innovations that add work and reduce time with patients, systems must be built to minimize burden. Finally, as we have discovered in subsequent studies, getting information from such a system into the EHR can be extremely difficult. However, this is important and should be done so that clinicians can access information from patient and caregiver eHealth systems without going to a website outside the EHR.

Conclusions
The significance of this study is its finding that eHealth support helped caregivers play a more effective role in their loved one’s care than the role they played without that support. Furthermore, the results suggest that eHealth alerts coming from family caregivers can influence clinician behavior. Together, these findings suggest that eHealth-based CRs from caregivers can influence care for patients with many types of cancer, as well as chronic conditions such as metabolic syndrome, addiction, human immunodeficiency virus, and Alzheimer disease [42,43]. Further research is required to address this speculation.
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Abstract

Background: The prevalence of abdominal obesity and type 2 diabetes mellitus (T2DM) is a public health challenge. New solutions need to be developed to help patients implement lifestyle changes.

Objective: The objective of the study was to evaluate a fully automated Web-based intervention designed to help users improve their dietary habits and increase their physical activity.

Methods: The Accompagnement Nutritionnel de l’Obésité et du Diabète par E-coaching (ANODE) study was a 16-week, 1:1 parallel-arm, open-label randomized clinical trial. Patients with T2DM and abdominal obesity (n=120, aged 18-75 years) were recruited. Patients in the intervention arm (n=60) had access to a fully automated program (ANODE) to improve their lifestyle. Patients were asked to log on at least once per week. Human contact was limited to hotline support in cases of technical issues. The dietetic tool provided personalized menus and a shopping list for the day or the week. Stepwise physical activity was prescribed. The control arm (n=60) received general nutritional advice. The primary outcome was the change of the dietary score (International Diet Quality Index; DQI-I) between baseline and the end of the study. Secondary endpoints included changes in body weight, waist circumference, hemoglobin A1c (HbA1c) and measured maximum oxygen consumption (VO2 max).
Results: The mean age of the participants was 57 years (standard deviation [SD] 9), mean body mass index was 33 kg/m² (SD 4), mean HbA1c was 7.2% (SD 1.1), and 66.7% (80/120) of participants were women. Using an intention-to-treat analysis, the DQI-I score (54.0, SD 5.7 in the ANODE arm; 52.8, SD 6.2 in the control arm; \( P = .28 \)) increased significantly in the ANODE arm compared to the control arm (+4.55, SD 5.91 vs -1.68, SD 5.18; between arms \( P < .001 \)). Body weight, waist circumference, and HbA1c changes improved significantly in the intervention.

Conclusions: Among patients with T2DM and abdominal obesity, the use of a fully automated Web-based program resulted in a significant improvement in dietary habits and favorable clinical and laboratory changes. The sustainability of these effects remains to be determined.

Trial Registration: ClinicalTrials.gov NCT02343107; http://clinicaltrials.gov/ct2/show/NCT02343107 (Archived by WebCite at http://www.webcitation.org/6uVMKPRzs)
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Introduction

Obesity and type 2 diabetes mellitus (T2DM) are public health issues that are growing worldwide, and their incidence rates are closely correlated [1]. Abdominal obesity is a risk factor for T2DM, but is also an independent risk factor for cardiovascular disease; the hypothetical underlying mechanisms are an abnormal adipokine profile and increased insulin resistance [2]. Lifestyle changes that are designed to achieve a healthy diet, weight reduction, and increased physical activity are the cornerstone of the treatment of obese patients with T2DM [3]. Experts recommend individually tailored care for these patients [3]. However, a high-intensity, multidisciplinary intervention (as recommended) is often impossible to implement in real life environments due to limited human resources and the high costs of long-term care. In addition, geographically isolated patients cannot easily access face-to-face education programs. Therefore, it is necessary to develop innovative approaches to improve the adoption of a healthy lifestyle.

Remote counseling using innovative technologies is a promising tool to provide advice and monitor progress at a lower cost than face-to-face education when extended follow-up is needed. A recent review identified 13 randomized trials assessing the value of remote e-coaching for patients with T2DM [4]. The results were generally positive with programs that included an intervention on physical activity, nutrition (individualized goals based on dietary recommendations for people with T2DM and obesity), self-monitoring, or weight loss. However, most of the programs assessed included important human support. In addition, the studies did not comprehensively measure the effects on dietary habits, physical activity, and metabolic parameters. Fully automated Web-based interventions could more easily be proposed on a large scale compared to telehealth programs that require expensive human support. However, few randomized studies (consisting mainly of sending short messages) have comprehensively examined the effects of such programs for T2DM [5,6].

The Accompagnement Nutritionnel de l’Obésité et du Diabète par E-coaching (ANODE) tool is a fully automated Web-based program designed to help users improve their dietary habits and increase their physical activity, with an expected moderate 3-5% weight loss. ANODE includes an interactive two-way program that supports compliance with guidelines for management of obesity and T2DM. In this study, we assessed the efficacy of the ANODE program in patients with T2DM and abdominal obesity by assessing not only changes in dietary habits and physical activity, but also changes in cardiometabolic risk factors. Consequently, the primary endpoint was a quality dietary score, and secondary endpoints were parameters related to metabolism and aerobic fitness.

Methods

Study Design and Patients

The ANODE study was a randomized, comparative effectiveness clinical trial conducted between March 2014 and December 2015 in two university hospitals in Paris, France. Participants were recruited via media advertising or referred directly by their caregivers. Male or female subjects, aged 18-75 years, with abdominal obesity (defined as waist circumference >102 cm for men and >88 cm for women) and T2DM with hemoglobin A1c (HbA1c) >5.6% and <8.5% at the screening visit were included. In addition, patients were eligible if they had already received standard nutritional education for the treatment of diabetes, and if they had been on a stable, nonrestrictive diet for the past 3 months (weight change <4 kg peak-to-trough). Antidiabetic, antihypertensive, and lipid-lowering therapies had to be stable for at least 3 months. Participants had to be covered by French national health insurance. Internet access with frequent use (at least three times per week) was required, as well as an email address and fluent understanding of written and spoken French language. Patients with symptomatic cardiovascular disease, patients requiring rapid control of diabetes, those receiving general or local treatment likely to interfere with assessment of the primary endpoint, and subjects with any severe or acute illness likely to influence the results of the study (or possibly be life-threatening in the short term) were excluded. Patients who had undergone obesity surgery and those with an initial calorie intake <1200 kcal/24 hours or >4000 kcal/24 hour were also excluded. Participants in both arms were invited to attend a screening visit (first visit), an inclusion plus randomization visit (second visit), and a third and final visit at 4 months (Figure 1).
The second and third visits included a clinical examination, an exercise test, and fasting blood collection. Patients provided their written informed consent. The study was approved by the Ethics Committee, Comité de Protection des Personnes Ile-de-France VI, in Paris, France.

**Randomization**

Randomization was performed by means of a computerized randomization program accessed via a secure Web interface. Patients were randomly assigned in a 1:1 ratio to the intervention or control arms. The randomization list was computer-generated and balanced by blocks of undisclosed size. Patients were informed of their allocation by telephone and patients allocated to the intervention arm were given a personal code to connect to the e-coaching program. Control subjects were asked to continue their usual follow-up with their general practitioner and/or specialist.

**Intervention**

The ANODE e-coaching program is a Web-based nutritional support tool developed and provided by the MXS Company. ANODE is designed to improve lifestyle habits, including both diet and physical activity, and consists of four modules: (1) diet and physical activity self-monitoring module, (2) nutritional assessment, (3) balanced diet menu generator, and (4) physical activity education and prescription program. Participants had to complete the questionnaires in the diet and physical activity self-monitoring module for one week to access the other three modules. Participants then accessed the four modules simultaneously, and were asked to connect at least once per week. Human contact was limited to hotline support in cases of technical issues. Participants in the intervention group had unlimited access to the ANODE program, free of charge. No monetary incentives were offered. Outlines of the ANODE e-coaching program are presented in Multimedia Appendix 1.

At the time of the study, the program was designed to run only on personal computers.

**Diet and Physical Activity Self-Monitoring Module**

The aim of this module was first to collect information on participants’ habits but also to keep them aware of their dietary intake and of their physical activity level. The computerized dietary survey has been used in epidemiological studies such as the French National Nutrition and Health Study [7], and was designed for self-administration based on a secured user-friendly interface, as described by Lassale et al [8]. Participants reported all foods and beverages (type and quantity) consumed during 24 hours from midnight to midnight. Participants first entered a list of every food item consumed that they could recall via one of the following two options: a food browser (foods grouped by category) or a search engine that accepts spelling errors. Participants then estimated portion sizes of foods with the help of pictures, derived from a previously validated booklet which represents more than 250 generic foods (corresponding to more than 2000 specific food items), each proposed in three different portion sizes. With two intermediate and two extreme quantities, there are seven choices of amounts. Participants could also directly enter the quantity of foods consumed in grams or a measure of volume; they could also use units of purchase (eg, one piece, one bottle, one bar) or standard household units (eg, teaspoons and tablespoons). Physical activity was collected as the daily number of steps measured with a pedometer, and as the self-reported duration and frequency of endurance activities. Participants were encouraged to enter information for each day of the week in order to further personalize the program (see prescription program below).

**Nutritional Assessment**

Based on 24-hour dietary recall, the program informed the patients about the mean level of calories ingested as well as the mean fat, saturated fat, protein, salt, and carbohydrate contents of their diet. Intakes of certain food groups (ie, fish, starchy foods, high-fat foods, dairy products, alcoholic beverages, and water) were also reported [8]. The program also provided advice to ensure a balanced diet according to national guidelines. The more the subject completed the dietary survey (diet and physical activity self-monitoring module), the more the nutritional assessment was precise and advices were personalized.

**Balanced Diet Menu Generator**

This innovative program can construct daily or weekly menus complying with the recommendations of the National Nutrition and Health Program. These menus were: (1) customized to meet the user’s preferences, tastes in food, caloric level, and needs; and (2) practical, as the tool proposed daily or weekly menus adapted to the season and the selected price range (3 levels). Daily or weekly shopping lists and recipes were proposed.
Participants were encouraged to use the generator at least three times per week. However, even if he/she did not precisely follow the proposed meals, he/she was advised to draw inspiration from the proposed menus.

**Physical Activity Education and Prescription Program**

The objectives of this program were defined according to a stepwise approach. Five different videos explained how to perform the recommended physical activity: (1) how to perform exercise at the optimal intensity, (2) how to use a pedometer, (3) description of the 5 categories of exercise recommended in the program, (4) description of the intensity of physical activity, and (5) the step test. Each video lasted approximately 2 minutes and was accompanied by a technical sheet. If data were completely collected (see *diet and physical activity self-monitoring module* above) the program was able to fix adjusted quantitative objectives for the number of steps and for the volume (number and duration of the sessions of exercise) of endurance activities. The types of exercise (eg, cycling, brisk walking, running) and the days of the sessions were determined by the participant.

**Control Arm**

Participants assigned to the control arm were asked to continue their usual follow-up with their general practitioner and/or specialist.

**Trial Procedures and Outcomes**

After the selection visit, all participants were assessed at baseline (randomization visit) and 4 months later at a final visit.

**Diet and Physical Activity Assessment**

Diet was evaluated by a 3-day dietary recall (two weekdays and one weekend day). This assessment was performed before the randomization visit and during the two weeks preceding the final visit. The dates of the 3-day dietary recall were determined randomly in advance by the study team dietician. When one or more of the 3-day dietary recalls could not be completed, another three dates were randomly determined. Dietary recalls were performed with an interactive Web-based self-administered three dates were randomly determined. Dietary recalls were performed with an interactive Web-based self-administered dietary diary [9] but data were verified and completed by phone performed with an interactive Web-based self-administered dietary diary [9] but data were verified and completed by phone. This assessment was performed before the randomization visit and during the two weeks preceding the final visit. The dates of the 3-day dietary recall were determined randomly in advance by the study team dietician. When one or more of the 3-day dietary recalls could not be completed, another three dates were randomly determined. Dietary recalls were performed with an interactive Web-based self-administered dietary diary [9] but data were verified and completed by phone performed with an interactive Web-based self-administered dietary diary [9] but data were verified and completed by phone. The primary endpoint of the study was the change in the dietary score (International Diet Quality Index, DQI-I [10,11]) between baseline and the end of the study. The DQI-I score (range 0-100) comprises four components (variety, adequacy, moderation, and overall balance) and the cutoffs used for adequacy and moderation were those corresponding to French recommendations [12]. Table 1 summarizes the characteristics of the DQI-I score; detailed information on computation of the DQI-I dietary score can be found elsewhere [11]. The amount of physical activity was evaluated using the short version of the International Physical Activity Questionnaire (IPAQ) [13] completed online by the subjects before randomization and at the final visit. Due to a technical issue, sitting time (although part of the IPAQ questionnaire) was not recorded during the trial.

**Clinical Measurements**

Body weight was measured to the nearest 0.1 kg, with participants fasting and dressed without shoes, using automated digital scales (TANITA T6360, Tanita Co., Tokyo, Japan). Body mass index (BMI) was calculated as the ratio between weight and height squared with weight expressed in kilograms and height expressed in meters. Waist circumference was measured with an inelastic tape to the nearest 0.1 cm at the level of the iliac crest during shallow breathing.

**Laboratory Assessments**

Total cholesterol, high-density lipoprotein-cholesterol (HDL-C) and triglyceride concentrations were determined by automated enzymatic methods. Low-density lipoprotein (LDL-C) was calculated using Friedewald’s equation for triglycerides <340 mg/dl (3.9 mmol/L), or measured directly for triglycerides >340 mg/dl (3.9 mmol/L) but <700 mg/dl (8 mmol/L). Blood samples were drawn for assays of creatinine, uric acid, liver enzymes, fasting glucose, and HbA1c as part of routine care. Systemic inflammation was assessed by the plasma concentration of high-sensitivity C-reactive protein (hs-CRP).

**Measurement of Aerobic Fitness**

Aerobic fitness was determined by maximum oxygen consumption (VO$_2$ max), measured by an incremental cardiopulmonary exercise test on a cycle ergometer, with increments of 15-30 Watts/2 minutes [14]. Oxygen consumption was expressed as VO$_2$ per kg total body weight per minute (mL/kg/minute). We tried to achieve maximal cardiopulmonary exercise testing by using strong verbal encouragements. After exhaustion, active then passive recoveries were recorded with the patient seated.

<table>
<thead>
<tr>
<th>Components</th>
<th>Score range: 0-100 points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variety</td>
<td>Overall food group variety (0-15 points); within-group variety for protein source (0-5 points)</td>
</tr>
<tr>
<td>Adequacy</td>
<td>Vegetables, fruits, cereals, fiber, protein, iron, calcium, vitamin C (0-5 points each); nutritional recommendations are country-specific (in this case France)</td>
</tr>
<tr>
<td>Moderation</td>
<td>Total fat, saturated fat, cholesterol, sodium, empty-energy foods (0-6 points each)</td>
</tr>
<tr>
<td>Overall balance</td>
<td>Macronutrient ratio (carbohydrate : protein : fat, 0-6 points); fatty acid ratio (polyunsaturated fatty acid : monounsaturated fatty acid, 0-4 points)</td>
</tr>
</tbody>
</table>

Table 1. Characteristics and computation of the DQI-I diet quality scores [10,11].

[9], [10], [11], [12], [13], [14]
Satisfaction Questionnaire

In a post hoc analysis, we collected some information about the subjective opinion of the patients in the intervention group. The questionnaire was sent by email. Patients were asked if they would recommend the program and if they encountered difficulties with the use of the platform. In addition, respondents were encouraged to send comments about the quality of the program.

Required Number of Subjects

To show a 3-point difference in the variation of the DQI-I scores between the two arms over a 4-month period (with an SD of 5, a statistical power of 80%, and a type I error of 5% using a two-tailed test), the required number of subjects was estimated to be 45 per arm. Sixty subjects were included in each arm to anticipate patients lost to follow-up.

Statistical Analysis

Baseline characteristics in each study arm were expressed as frequencies and percentages for categorical variables, and as means and standard deviations for continuous variables. Changes in DQI-I scores (primary outcome) were compared between the two randomization arms using student t-tests. In cases of missing data, changes in DQI-I score were imputed to 0 (no variation). Other continuous variables were compared using student t-tests or Wilcoxon tests, and categorical variables were compared using the Chi-square or Fisher’s exact tests, as appropriate. To assess whether the effect of the ANODE program on the DQI-I score varied according to baseline characteristics, post hoc subgroup analyses were performed according to age, sex, HbA1c, BMI, education level, and occupation. In these analyses, continuous variables were dichotomized according to the median, and interaction tests were performed. Finally, in addition to the intention-to-treat analysis, a per-protocol analysis was also performed, using only complete data. All analyses were conducted with the two-sided alpha risk of 5%, and were performed using SAS software version 9.2.

Results

Participants

Figure 2 shows the flow chart of participants. Among the volunteers who contacted the study team for participating in the study, 363 were subsequently contacted by phone and 137 were considered eligible. After the exclusion of 17 subjects who eventually did not meet all criteria (n=16) or who finally decided not to participate (n=1), 120 subjects were enrolled and randomized. At the end of the study, 13 subjects (8 in the intervention arm and 5 in the control arm) were unable to be contacted to collect dietary data, and 17 subjects (12 in the intervention arm and 5 in the control arm) did not attend the last visit. The primary endpoint was available for 107 of 120 (89.2%) randomized subjects.

Baseline characteristics were similar between the two arms (Multimedia Appendix 2). The majority of participants were females (80/120, 66.7%). On average, participants were moderately obese with no difference in baseline DQI-I scores. Intake of the main nutrients was comparable between arms.

Dietary Changes

Dietary characteristics of the participants are presented in Multimedia Appendix 2. The DQI-I score was 54.0 (SD 5.7) in the e-coaching arm and 52.8 (SD 6.2) in the control arm (P=.28 between arms). The intention-to-treat analysis at 16 weeks showed that e-coaching resulted in a significant improvement in the DQI-I score: +4.55 (SD 5.91) in the intervention arm and -1.68 (SD 5.18) in the control arm (P<.01 between arms; Table 2).

Moreover, changes in dietary intake tended to differ between arms for lipids (P=.02), saturated fats (P<.01), sodium (P=.07), and empty calories (P=.06), always towards healthier foods in the intervention arm (Table 3).

Changes in Anthropometric Variables, Cardiometabolic Risk Factors, and Aerobic Fitness

Compared to usual care, the ANODE program was associated with reduced body weight, waist circumference, and HbA1c (Multimedia Appendix 2). A significantly higher proportion of e-coaching subjects achieved weight loss >3% (20/60, 33.3% of e-coaching subjects vs 4/60, 6.7% of control subjects on intention-to-treat analysis; P<.01) and weight loss >5% (12/60, 20.0% vs 2/60, 3.3% on intention-to-treat analysis; P<.01; Figure 3). Only two subjects (2/60, 3.3%) in the ANODE arm and no subject in the control arm achieved >10% weight loss, respectively (P=.15 between arms).

No significant differences in terms of change in blood pressure, plasma lipids, aminotransferases, gamma glutamyl aminotransferase, uric acid, fasting glucose, VO2 max or hs-CRP were observed between the two arms at 4 months (Table 4). No significant changes in physical activity assessed by the IPAQ questionnaire were observed in the intervention arm compared to control subjects (data not shown).
Figure 2. Flowchart of the study.

Table 2. Main primary and secondary endpoints in the intention-to-treat analysis.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mean difference (95% CI)</th>
<th>$P$-value between arms</th>
</tr>
</thead>
<tbody>
<tr>
<td>DQI-I score</td>
<td>4.55 (5.91) -1.68 (5.18)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Energy, kcal/day</td>
<td>-271 (648) -26 (663)</td>
<td>.11</td>
</tr>
<tr>
<td>Fibers, g/day</td>
<td>3.3 (12.9) -0.7 (9.1)</td>
<td>.16</td>
</tr>
<tr>
<td>Carbohydrates, g/day</td>
<td>-24 (74) 4 (95)</td>
<td>.08</td>
</tr>
<tr>
<td>Proteins, g/day</td>
<td>-5.8 (29) -6.8 (33)</td>
<td>.87</td>
</tr>
<tr>
<td>Lipids, g/day</td>
<td>-15.4 (34.1) 1.0 (39.3)</td>
<td>.02</td>
</tr>
<tr>
<td>Saturated fat, g/day</td>
<td>-8.6 (15.0) 3.1 (18.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sodium, mg/day</td>
<td>-442 (1366) 175 (1981)</td>
<td>.07</td>
</tr>
<tr>
<td>Calcium, mg/day</td>
<td>-20.3 (347.3) 52.2 (428.4)</td>
<td>.31</td>
</tr>
<tr>
<td>Empty calories, kcal/day</td>
<td>-307 (663.2) -84.6 (639.2)</td>
<td>.06</td>
</tr>
<tr>
<td>Body weight, kg</td>
<td>-2.3 (3.0) 0.2 (2.5)</td>
<td>.01</td>
</tr>
<tr>
<td>Waist circumference, cm</td>
<td>-0.9 (4.7) 0.8 (3.6)</td>
<td>.01</td>
</tr>
<tr>
<td>HbA1c, %</td>
<td>-0.30 (0.94) 0.21 (0.70)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>VO$_2$ max, mL/minute/kg</td>
<td>2.99 (6.20) 2.17 (4.98)</td>
<td>.20</td>
</tr>
</tbody>
</table>
Table 3. DQI-I scores and component changes according to study arms in the intention-to-treat analysis.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Score ranges (points)</th>
<th>e-coaching</th>
<th>Control</th>
<th>P-value between arms</th>
</tr>
</thead>
<tbody>
<tr>
<td>DQI-I score</td>
<td>0-100</td>
<td>4.55 (5.91)</td>
<td>-1.68 (5.18)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Variety score</td>
<td>0-20</td>
<td>0.28 (1.93)</td>
<td>-0.18 (1.56)</td>
<td>.15</td>
</tr>
<tr>
<td>Adequacy score</td>
<td>0-40</td>
<td>1.41 (4.07)</td>
<td>-1.00 (3.90)</td>
<td>.001</td>
</tr>
<tr>
<td>Moderation score</td>
<td>0-30</td>
<td>2.55 (3.43)</td>
<td>-0.38 (3.11)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Overall balance score</td>
<td>0-10</td>
<td>0.31 (1.04)</td>
<td>-0.11 (0.60)</td>
<td>.01</td>
</tr>
</tbody>
</table>

**DQI-Components**

- Vegetable: 0-5 0.33 (1.04) -0.28 (1.22) .01
- Fruit: 0-5 0.41 (1.10) -0.07 (1.18) .02
- Grain: 0-5 0.13 (1.26) -0.27 (1.28) .09
- Fiber: 0-5 0.60 (0.96) -0.18 (0.96) <.001
- Protein: 0-5 0.03 (0.19) 0.01 (0.15) .48
- Iron: 0-5 -0.14 (0.98) -0.20 (0.90) .75
- Calcium: 0-5 0.09 (0.91) -0.06 (1.02) .41
- Vitamin C: 0-5 -0.04 (1.27) 0.03 (1.47) .76
- Total fat: 0-6 0.50 (0.98) -0.15 (0.90) <.001
- Saturated fat: 0-6 0.55 (1.11) -0.16 (0.94) .02
- Cholesterol: 0-6 0.62 (1.57) -0.20 (2.12) .02
- Sodium: 0-6 0.88 (1.63) 0.20 (1.70) .03
- Empty-calorie food: 0-6 0.00 (0.00) 0.00 (0.00) 1

Table 4. Other secondary endpoints in the intention-to-treat analysis.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mean difference (95% CI)</th>
<th>Control (n=60)</th>
<th>P-value between arms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fasting blood glucose, mmol/L</td>
<td>-0.14 (1.46)</td>
<td>0.11 (1.57)</td>
<td>.36</td>
</tr>
<tr>
<td>Uric acid, µmol/L</td>
<td>-6.37 (45.45)</td>
<td>-8.58 (42.29)</td>
<td>.78</td>
</tr>
<tr>
<td>Total cholesterol, mg/dL</td>
<td>0.0 (0.21)</td>
<td>-0.04 (0.32)</td>
<td>.40</td>
</tr>
<tr>
<td>LDL-C, mg/dL</td>
<td>0.03 (0.20)</td>
<td>-0.02 (0.28)</td>
<td>.43</td>
</tr>
<tr>
<td>HDL-C, mg/dL</td>
<td>0.00 (0.05)</td>
<td>0.00 (0.06)</td>
<td>.78</td>
</tr>
<tr>
<td>Triglycerides, mg/dL</td>
<td>-0.22 (1.05)</td>
<td>-0.14 (0.50)</td>
<td>.67</td>
</tr>
<tr>
<td>hs-CRP, mg/L</td>
<td>-0.24 (1.48)</td>
<td>0.08 (2.01)</td>
<td>.81</td>
</tr>
<tr>
<td>Serum glutamic oxaloacetic transaminase, IU/L</td>
<td>-3.52 (10.41)</td>
<td>-0.17 (12.63)</td>
<td>.13</td>
</tr>
<tr>
<td>Serum glutamic pyruvic transaminase, IU/L</td>
<td>-1.78 (6.76)</td>
<td>-1.28 (7.61)</td>
<td>.70</td>
</tr>
<tr>
<td>Gammaglutamyl-transferases, IU/L</td>
<td>-2.13 (20.62)</td>
<td>2.97 (17.73)</td>
<td>.47</td>
</tr>
</tbody>
</table>
Figure 3. Percentage of patients in the intervention and control arms achieving weight loss >3%, >5% or >10% at 16-week follow-up, in the intention-to-treat population. *P<.05 between intervention and control arms.

Table 5. Main primary and secondary endpoints in the per-protocol analysis

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mean difference (95% CI)</th>
<th>P-value between arms</th>
</tr>
</thead>
<tbody>
<tr>
<td>DQI-I score</td>
<td>e-coaching</td>
<td>Control</td>
</tr>
<tr>
<td>Energy, kcal/day</td>
<td>-319 (693)</td>
<td>-29 (700)</td>
</tr>
<tr>
<td>Fibers, g/day</td>
<td>4 (14)</td>
<td>-1 (10)</td>
</tr>
<tr>
<td>Carbohydrates, g/day</td>
<td>-28 (80)</td>
<td>4 (101)</td>
</tr>
<tr>
<td>Proteins, g/day</td>
<td>-7 (32)</td>
<td>-8 (35)</td>
</tr>
<tr>
<td>Lipids, g/day</td>
<td>-18 (36)</td>
<td>1 (41)</td>
</tr>
<tr>
<td>Saturated fat, g/day</td>
<td>-10 (16)</td>
<td>3 (19)</td>
</tr>
<tr>
<td>Sodium, mg/day</td>
<td>-521 (1470)</td>
<td>195 (2089)</td>
</tr>
<tr>
<td>Calcium, mg/day</td>
<td>-24 (377)</td>
<td>58 (452)</td>
</tr>
<tr>
<td>Empty calories, kcal/day</td>
<td>-361 (706)</td>
<td>-94 (674)</td>
</tr>
<tr>
<td>Body weight, kg</td>
<td>-2.9 (3.1)</td>
<td>0.2 (2.6)</td>
</tr>
<tr>
<td>Waist circumference, cm²</td>
<td>-1.3 (5.6)</td>
<td>0.90 (3.9)</td>
</tr>
<tr>
<td>HbA1c, %</td>
<td>-0.37 (1.04)</td>
<td>0.23 (0.73)</td>
</tr>
<tr>
<td>VO₂ max, mL/minute/kg</td>
<td>3.73 (6.74)</td>
<td>2.60 (5.36)</td>
</tr>
</tbody>
</table>

Available for 52 subjects in the intervention arm and 55 subjects in the control arm
Available for 47 subjects in the intervention arm and 55 subjects in the control arm
Available for 41 subjects in the intervention arm and 50 subjects in the control arm
Available for 48 subjects in the intervention arm and 55 subjects in the control arm

Satisfaction Questionnaire
Of the 60 subjects of the intervention arm, 55 (92%) returned the satisfaction questionnaire by email. The overall perception of the program was good, as suggested by the comments that patients provided. Seventy percent of patients would recommend using the program for patients like them. No patient declared having encountered difficulties with the use of the platform. All the patients were able to use the platform without major difficulties and they did not need any training.
Additional Analysis

We collected the number and frequency of connections that participants made with the platform. There was a significant variation in the number of participant connections during the study. During the first month of the intervention, 93% (56/60) of participants logged in at least once per week. This percentage decreased progressively throughout the study, to reach one third of the patients in the final month.

We compared baseline characteristics of completers (subjects who completed the study) and noncompleters. The two groups were similar except for the prescription of antihypertensive drugs, which was significantly more frequent among completers (data not shown).

Interaction tests were performed to explore potential subgroups deriving a greater benefit from the intervention. No interaction was observed with respect to the primary outcome for subgroups defined according to the baseline variables (HbA1c, age, sex, BMI, education level, and occupation). In the per-protocol analysis (only including patients with complete data at the end of the study), more marked differences were observed between the ANODE arm and the control arm, and the improvement in \( VO_2 \) max tended towards statistical significance (Table 5, Table 6, and Table 7). Finally, we performed correlation analyses between the DQI-I score changes and the changes of the main variables of interest. The correlations were statistically significant for HbA1c and body weight (Table 8).

Table 6. DQI-I Scores and component changes according to study arms in the per-protocol analysis.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Score ranges (points)</th>
<th>DQI-I score between arms, mean difference (95% CI)</th>
<th>P-value between arms</th>
</tr>
</thead>
<tbody>
<tr>
<td>DQI-I score</td>
<td>0-100</td>
<td>5.25 (6.05)</td>
<td>-1.83 (5.38)</td>
</tr>
<tr>
<td>Variety score</td>
<td>0-20</td>
<td>0.33 (2.07)</td>
<td>-0.20 (1.63)</td>
</tr>
<tr>
<td>Adequacy score</td>
<td>0-40</td>
<td>1.62 (4.34)</td>
<td>-1.09 (4.06)</td>
</tr>
<tr>
<td>Moderation score</td>
<td>0-30</td>
<td>2.94 (3.52)</td>
<td>-0.42 (3.25)</td>
</tr>
<tr>
<td>Overall balance score</td>
<td>0-10</td>
<td>0.36 (1.11)</td>
<td>-0.12 (0.63)</td>
</tr>
</tbody>
</table>

DQI-Components

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Score ranges (points)</th>
<th>DQI-I score between arms, mean difference (95% CI)</th>
<th>P-value between arms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vegetable</td>
<td>0-5</td>
<td>0.38 (1.41)</td>
<td>-0.30 (1.27)</td>
</tr>
<tr>
<td>Fruit</td>
<td>0-5</td>
<td>0.47 (1.17)</td>
<td>-0.07 (1.23)</td>
</tr>
<tr>
<td>Grain</td>
<td>0-5</td>
<td>0.15 (1.36)</td>
<td>-0.29 (1.34)</td>
</tr>
<tr>
<td>Fiber</td>
<td>0-5</td>
<td>0.69 (1.00)</td>
<td>-0.19 (1.00)</td>
</tr>
<tr>
<td>Protein</td>
<td>0-5</td>
<td>0.04 (0.21)</td>
<td>0.01 (0.16)</td>
</tr>
<tr>
<td>Iron</td>
<td>0-5</td>
<td>-0.17 (1.06)</td>
<td>-0.22 (0.94)</td>
</tr>
<tr>
<td>Calcium</td>
<td>0-5</td>
<td>0.10 (0.97)</td>
<td>-0.06 (1.07)</td>
</tr>
<tr>
<td>Vitamin C</td>
<td>0-5</td>
<td>-0.05 (1.36)</td>
<td>0.04 (1.54)</td>
</tr>
<tr>
<td>Total fat</td>
<td>0-6</td>
<td>0.58 (1.17)</td>
<td>-0.25 (0.84)</td>
</tr>
<tr>
<td>Saturated fat</td>
<td>0-6</td>
<td>0.63 (1.17)</td>
<td>-0.16 (0.94)</td>
</tr>
<tr>
<td>Cholesterol</td>
<td>0-6</td>
<td>0.71 (1.67)</td>
<td>-0.22 (2.22)</td>
</tr>
<tr>
<td>Sodium</td>
<td>0-6</td>
<td>1.02 (1.71)</td>
<td>0.22 (1.77)</td>
</tr>
<tr>
<td>Empty-calorie food</td>
<td>0-6</td>
<td>0.00 (0.00)</td>
<td>0.00 (0.00)</td>
</tr>
</tbody>
</table>
Table 7. Other secondary endpoints in the per-protocol analysis.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mean difference (95% CI)</th>
<th>$P$-value between arms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fasting blood glucose, mmol/L</td>
<td>-0.18 (1.62)</td>
<td>0.12 (1.66)</td>
</tr>
<tr>
<td>Uric acid, µmol/L</td>
<td>-7.80 (50.27)</td>
<td>-10.30 (46.22)</td>
</tr>
<tr>
<td>Total cholesterol, mg/dL</td>
<td>0.00 (0.24)</td>
<td>-0.04 (0.34)</td>
</tr>
<tr>
<td>LDL-C, mg/dL</td>
<td>0.03 (0.22)</td>
<td>-0.02 (0.29)</td>
</tr>
<tr>
<td>HDL-C, mg/dL</td>
<td>0.00 (0.06)</td>
<td>0.00 (0.06)</td>
</tr>
<tr>
<td>Triglycerides, mg/dL</td>
<td>-0.27 (1.16)</td>
<td>-0.15 (0.53)</td>
</tr>
<tr>
<td>hs-CRP, mg/L</td>
<td>-0.31 (1.67)</td>
<td>0.09 (2.12)</td>
</tr>
<tr>
<td>Serum glutamic oxaloacetic transaminase, IU/L</td>
<td>-4.31 (11.39)</td>
<td>-0.19 (13.32)</td>
</tr>
<tr>
<td>Serum glutamic pyruvic transaminase, IU/L</td>
<td>-2.18 (7.43)</td>
<td>-1.43 (8.02)</td>
</tr>
<tr>
<td>Gammmaglutamyl-transferase, IU/L</td>
<td>-2.61 (22.84)</td>
<td>3.30 (18.68)</td>
</tr>
</tbody>
</table>

Table 8. Correlation coefficients between the changes in DQI-I score and HbA1c, body weight, and waist circumference in the ANODE study.

<table>
<thead>
<tr>
<th></th>
<th>e-coaching</th>
<th>$r^2$</th>
<th>$P$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>DQI-I vs HbA1c</td>
<td>-0.48</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>DQI-I score vs body weight</td>
<td>-0.37</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>DQI-I score vs waist circumference</td>
<td>-0.12</td>
<td></td>
<td>.21</td>
</tr>
</tbody>
</table>

Discussion

The randomized controlled ANODE trial in patients with T2DM and abdominal obesity showed that an automated Web-based program improved dietary habits and was associated with better weight loss and better reduction of waist circumference, compared to usual care. Moreover, glycemic control was also improved. This study is one of the first to test a fully automated but interactive Web-based program to improve lifestyle in T2DM patients. Indeed, most previous studies on telehealth for the management of T2DM have focused on telemonitoring of self-monitored blood glucose and/or were based on e-coaching conducted by phone and/or with single-way programs limited to short text messaging [4,15].

Comprehensive Analysis of Dietary Changes Associated With an Automated Web-Based Program

Several approaches to scoring dietary habits have been developed. In the present study we used the DQI-I based on 3-day dietary recall, because it measures overall diet quality [11]. To limit under- and over-reporting, self-reported data that were recorded with a validated Web-based tool [9] were verified via phone by a dietician blinded to randomization (and who did not provide any advice). The impact of an automated Web-based program on lifestyle habits, including dietetic changes, has rarely been reported in patients with T2DM. Cotterez et al [16] reviewed Internet interventions to support lifestyle modification for diabetes management. Only five such studies were identified in the literature [5,17-21]. Among them, only one concluded that diet changes were significantly better for individuals randomized to the Web-based intervention compared to control subjects [18]. The study by Turnin et al [22], which was not included in this review, was conducted before the era of the Internet and tested a computer-assisted diet education system in patients with T2DM. This program achieved a significant improvement of dietetic knowledge and improved dietary habits; it was also associated with a decrease in HbA1c levels compared to usual care. [22]

Effect on Body Weight and Waist Circumference

A significant reduction in body weight and waist circumference was observed in the current trial. A recent review of technology-based interventions for the treatment of overweight and obese patients summarized data extracted from 27 clinical trials, and revealed the superiority of most of the interventions tested compared to control care [23]. However, unlike the ANODE program, most of these studies included time-consuming human intervention, which is an important element determining the feasibility of practical application. Two studies appeared to use fully automated programs. First, Tanaka et al [24] tested an automated tailored behavioral program. This program resulted in a significant weight loss only among obese subjects. In this subgroup, the weight loss at 3 months (-3.0 kg vs -1.4 kg in the control arm) was comparable to our results [24]. Second, in the study by Tate et al [25], participants randomized to the intervention arm who received automatically tailored messages achieved a similar weight loss at 3 months, compared to the participants randomized to the control arm who received human email counseling [25]. Taken together, these reports and the current study support the efficacy of automated interventions, at least in the intermediate term.
One question raised by the ANODE study is whether the modest weight loss obtained with e-coaching is clinically relevant. Previous modeling by the Nice Institute for Health and Care Excellence showed that at least a 1 kg weight loss among overweight or obese adults is likely to be cost-effective, provided the cost of the intervention is less than £100 and the weight difference is maintained for life [26]. The first condition is likely to be met by the program tested here because no human intervention is necessary. Whether weight loss can be maintained in the long term remains to be confirmed.

Effect on Physical Activity and Aerobic Fitness
In the ANODE study, we measured aerobic fitness by VO$_2$ max, which is an objective measure of aerobic activity performed over time [27,28]. Upon per-protocol analysis, the results revealed a trend towards improvement of aerobic fitness in the ANODE arm compared to the control arm. In contrast, physical activity evaluated by self-reported data was not increased in the intervention arm compared to control subjects in any of the analyses (intention-to-treat or per-protocol). Previous studies have reported conflicting data when the impact of an automated program for physical activity was assessed by questionnaires [29-32]. These questionnaires likely present certain limitations regarding capture of physical activity, especially in obese patients [33]. Another way to assess physical activity is to use trackers such as accelerometers or pedometers. Some studies have used these methods and have demonstrated the superiority of automated remote programs compared to usual care to increase physical activity [34,35]. Future studies in obese and/or patients with T2DM should objectively monitor physical activity with trackers and measure aerobic fitness in addition to self-reported data.

Limitations and Strengths
The limitations of the study include the absence of follow-up beyond 16 weeks, a relatively small sample size, and an unavoidable open-label design. In addition, only two centers were involved in recruitment. Another limitation is the lack of measurement of physical activity by trackers, although VO$_2$ max was measured directly. The strengths of this study include a randomized design and comprehensive analysis of dietary habits and cardiometabolic risk factors.

Feasibility of Implementing the ANODE Program
As suggested by the satisfaction questionnaire, the program was appreciated by the intervention group and was easy to use. However, because inclusion in the study required, “a frequent use (at least three times per week) of Internet as well as an email address” we cannot extrapolate this data to all patients with T2DM. Our opinion is that the feasibility of implementing such a program would be easy in a population that is accustomed to using the Internet.

Conclusion
The use of the automated Web-based ANODE e-coaching program in patients with T2DM and abdominal obesity was associated with a significant control-subtracted improvement in diet quality and several important cardiometabolic risk factors. The program can be delivered remotely with limited human resources, and therefore has potential for cost-effectiveness, and subsequently broad dissemination if generalizability and longer-term sustainability are demonstrated.
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Abstract

Background: The recent surge in commercially available wearable technology has allowed real-time self-monitoring of behavior (eg, physical activity) and physiology (eg, glucose levels). However, there is limited neuroimaging work (ie, functional magnetic resonance imaging [fMRI]) to identify how people’s brains respond to receiving this personalized health feedback and how this impacts subsequent behavior.

Objective: Identify regions of the brain activated and examine associations between activation and behavior.

Methods: This was a pilot study to assess physical activity, sedentary time, and glucose levels over 14 days in 33 adults (aged 30 to 60 years). Extracted accelerometry, inclinometry, and interstitial glucose data informed the construction of personalized feedback messages (eg, average number of steps per day). These messages were subsequently presented visually to participants during fMRI. Participant physical activity levels and sedentary time were assessed again for 8 days following exposure to this personalized feedback.

Results: Independent tests identified significant activations within the prefrontal cortex in response to glucose feedback compared with behavioral feedback ($P<.001$). Reductions in mean sedentary time (589.0 vs 560.0 minutes per day, $P=.014$) were observed. Activation in the subgyral area had a moderate correlation with minutes of moderate-to-vigorous physical activity ($r=0.392$, $P=.043$).

Conclusion: Presenting personalized glucose feedback resulted in significantly more brain activation when compared with behavior. Participants reduced time spent sedentary at follow-up. Research on deploying behavioral and physiological feedback warrants further investigation.


KEYWORDS
functional magnetic resonance imaging; neuroimaging; physical activity; sedentary behavior; interstitial glucose
**Introduction**

Physical inactivity, insufficient levels of physical activity, is attributable to 9% of premature mortality and 7% of type 2 diabetes cases [1]. In addition, sedentary behavior, defined as “any waking behavior characterized by an energy expenditure ≤1.5 metabolic equivalents of task (METS) while in a sitting or reclining posture” [2], has been strongly associated with poor cardiometabolic health [3]. With adults spending an estimated 7 hours sedentary each day [4] and the prevalence of type 2 diabetes expected to rise to 592 million by 2035 [5], it is critical to address the prevalence of physical inactivity and time spent sedentary for the amelioration of type 2 diabetes and other important chronic, noncommunicable diseases.

Over the last decade, wearable activity monitors have grown in popularity in consumer markets to help users physically track their movement behaviors (eg, active minutes, step counts, distance traveled, time spent sitting) [6,7]. Over this same time, wearable physiological sensing devices (eg, heart rate monitors, continuous glucose monitors) have been evolving and are now venturing beyond the clinical domains and into more consumer-focused markets [8]. The allure of these wearable technologies is that they provide users with real-time personalized health feedback that may act to encourage positive lifestyle behaviors (eg, moving more, sitting less, eating more healthily) [9]. However, with 32% of individuals failing to continue using these devices beyond 6 months following purchase [10], there is a need to optimize the feedback provided to the users to maintain adoption and sustain engagement with the information presented. Patel and colleagues [11] suggest that providing explanatory feedback in an understandable manner is important to encourage sustained use. Given that sustained behavior change is often poorly reported and not often achieved [12], assessing how people respond to this feedback at a cortical level (by monitoring changes in brain activation) could reveal additional insight above traditional routes such as focus groups or interviews.

Neuroimaging techniques are useful to recognize and identify the intricate relationships between cognitions, brain functions, and behavior [13]. There has been growing interest in the community toward communication neuroscience, research that provides a deep understanding of attitude and behavior change [14]. Moreover, communication neuroscience research suggests that people’s intentions and behavior are largely affected by the content and format of an advertisement [15]. One key neuroimaging tool is functional magnetic resonance imaging (fMRI), which can monitor neural responses as information is presented [16] (eg, health messages and advertisements [14,17,18]). Receiving personalized (or self-related) feedback is often associated with activation within the rostral medial prefrontal cortex (mPFC), associated with decision making and mimicry behavior [19,20], and the precuneus/posterior cingulate region, often associated with personal reflection [21-23]. In particular, self-relevant messages elucidate more activation within the mPFC than nontailored messages [24] and can predict behavior change [25]. Meta-analyses of functional neuroimaging studies also suggest that the mPFC and precuneus/posterior cingulate regions mediate self-related processing [26,27].

fMRI can improve our understanding of how cognitive processes vary between those who do change their behavior following exposure to a stimulus and those who do not subsequently change [28]. The mPFC is positioned whereby activation in this region can predict individual behavior change [14,17,19]. To date, research has largely focused on identifying neural responses to antismoking material [17,29,30] rather than diet, alcohol consumption, physical inactivity, or sedentary behavior [31]. Investigating how people respond to personalized feedback relating to these lifestyle behaviors could offer crucial insight into how best to disseminate feedback to maximize effect and thus help to design materials that optimize population health [32]. For instance, observed reductions in smoking rates have been attributed to a number of influences, in part, by the dissemination of antismoking materials (eg, cigarette packaging labels) [33]. Given that the literature to date has largely assessed how people respond to antismoking materials, fMRI may help identify how people’s brains respond to information commonly presented on the screens of wearable devices and associated smartphone apps. The authors hypothesize that the mPFC and precuneus/posterior cingulate regions will be activated given the presentation of personalized or self-relevant feedback [21-23,26,27]. The aims of this study were to identify regions of the brain activated in response to personalized behavioral and physiology feedback messages and examine behavior change and associations with levels of brain activation.

**Methods**

**Participants**

A total of 33 participants (57% female) were recruited from a university in the United Kingdom via advertisement posters and email. Participants were aged 30 to 60 years, had no mobility-related musculoskeletal problems, had no confirmed diagnosis of diabetes, were willing and able to comply with the study protocol, met standard fMRI safety criteria (no metal in body, not claustrophobic, not pregnant), and were right-handed. All participants completed a physical activity readiness questionnaire [34] prior to participation with positive responses assessed by a clinician.

Each participant’s consent was obtained according to the Declaration of Helsinki, and all experimental procedures were approved by the Loughborough University Ethics Advisory Committee (R15-P142).

**Procedure**

Data were collected between June and September 2016. The study design is presented in Figure 1. During the first appointment, participants provided informed consent; answered questions relating to age, gender, ethnicity, and education; and completed a selection of health measures (body composition, blood pressure, and blood sample). Participants were fitted with 3 devices to monitor their physical activity, sedentary behavior, and glucose levels for 14 days. In addition, participants were provided an education booklet to read prior to the fMRI appointment. This booklet included background information about physical activity (eg, moderate-to-vigorous intensity [MVPA]) and also offered recommendations (eg, target range for glucose levels) to help minimize any variations in
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knowledge. The fMRI took place at the second appointment (on average 32.4 [SD 10.5] days following the first appointment); following this, participants continued to wear 2 devices to monitor physical activity and sedentary behavior for 8 days. At the end of the follow-up period, participants returned the devices and received a comprehensive personalized health report.

Figure 1. Study design.

**Measures**

**Physical Health**

Weight and body fat percentage were measured using the MC 780 MA scale (Tanita) following the removal of shoes and socks. Body mass index was calculated as weight (kg) divided by height (m) squared (weight/height$^2$). Glucose and hemoglobin A1c (HbA1c) were analyzed using a Cholestech LDX system and Afinion AS100 Analyzer (both Alere Inc), respectively. Participants arrived fasted for ≥8 hours prior to the collection of a capillary blood sample.

**Accelerometry**

An ActiGraph wGT3x-BT accelerometer (ActiGraph LLC) was worn on a waistband (on the right anterior axillary line) to objectively measure physical activity. Participants were asked to wear the validated device [35] during waking hours and to remove for any water-based activities (eg, showers or bathing). The accelerometry data were collected at 100 Hz resolution and integrated into 60 second epochs using ActiLife version 6.13.2 (ActiGraph LLC) and processed using Kinesoft version 3.3.80 (Kinesoft). Sedentary behavior, light activity, and MVPA were defined as ≤100 counts per min (cpm), 101 to 2019 cpm, and >2019 cpm, respectively [36]. Nonwear was identified by an interval of at least 60 consecutive minutes of zero activity intensity counts, with allowance for 1 to 2 minutes of counts between 0 and 100 [36]. Participants who had <4 valid days were excluded from analyses. A valid day was defined as having ≥10 hours of monitor wear. Accelerometers were initialized to begin monitoring at the end of appointments, which meant participants had a variable amount of possible wear on the first day. As a result, to standardize the opportunity for participants to adhere to device wear, days 2 through 8 were analyzed for both baseline and follow-up. A global wear time variable was calculated as the mean of wear time at baseline and follow-up.

**Inclinometry**

A Lumo (Lumo Bodytech Inc) posture sensor was worn on a waistband (in the lumbosacral region) in contact with the skin to measure sedentary behavior (time spent sitting, driving, lying, standing, stepping, and number of sit-to-stand transitions) during baseline and follow-up. Devices were calibrated to the wearer. Participants were asked to wear the device only during waking hours, remove it for any water-based activities (eg, showers or bathing), and place the device on charge overnight each day. The Lumo has been found to produce valid measurements of sedentary behavior compared with the ActiPAL (PAL Technologies Ltd), with a mean error of 9.5% [37]. Data from the Lumo devices were analyzed in 5-minute epochs (highest resolution) using Excel (Microsoft Corp). Nonwear was defined by 1 of 2 criteria: (1) device removal for sleep which was automatically detected if the device was placed on charge or (2) prolonged periods of the same posture deemed to be biologically implausible (ie, ≥60 minutes). Again, the Lumos were set up to begin monitoring at the end of appointments, and days 2 through 8 were analyzed for both baseline and follow-up.

**Flash Glucose Monitoring**

The Freestyle Libre flash glucose monitor (Abbott Laboratories) measures interstitial glucose levels via a minimally invasive 5 mm flexible filament inserted into the posterior upper arm. The sensor works based on the glucose-oxidase process by measuring an electrical current proportional to the concentration of glucose. Tegaderm transparent film dressing (3M Health Care) was applied on top of the sensor to maintain its position. Participants were informed not to remove the sensor and to scan at least once every 7 hours (a conservative decision as the manufacturer
states 8 hours to avoid data loss). As a result, participants were able to see their real-time glucose levels during baseline wear. An indication of how many times participants viewed this information (level of exposure) was identified by the number of times they scanned. Missing data were obtained because of a fault (sensor lasted <14 days) or the participant failed to scan at least once every 8 hours. The Freestyle Libre has been previously validated against venous sampling with an overall mean absolute relative difference of 11.4% with consistent accuracy throughout the 14 days [38]. Glucose data were downloaded in 15-minute epochs (highest resolution) using Freestyle Libre version 1.0. The raw data were used to calculate the number of high glucose events (defined as ≥8.8 mmol/L) and identify valid days. Days were defined as valid if they met the prespecified threshold of ≥90% of data points (96 expected based on 4 readings each hour across each 24-hour period). All 14 days were analyzed from baseline wear. Area under the curve was calculated from the mean area of the positive peaks across the valid days using GraphPad Prism version 7.0.0. The raw data were used to calculate the number of high glucose events (defined as ≥8.8 mmol/L) and identify valid days. Days were defined as valid if they met the prespecified threshold of ≥90% of data points (96 expected based on 4 readings each hour across each 24-hour period). All 14 days were analyzed from baseline wear. Area under the curve was calculated from the mean area of the positive peaks across the valid days using GraphPad Prism version 7.0.0 (GraphPad Software), and participants’ fasting glucose levels were used as the baseline.

**Functional Magnetic Resonance Imaging Stimuli**

Twenty personalized feedback messages were created for the purposes of this study and covered 4 topics: MVPA, light physical activity, sedentary behavior, and glucose levels (all presented in Figure 2 with example data). They intended to reflect feedback metrics commonly presented on wearable technologies. Data obtained via accelerometry, inclinometry, and flash glucose monitoring were analyzed and then incorporated into the personalized feedback messages. Therefore, the values presented on the messages were personalized so that the numbers varied from 1 participant to another but the image and text remained consistent. The images were matched in visual complexity, color, and text font using Axure RP Pro version 7.0.0.3190 (Axure Software Solutions Inc) to standardize the stimuli across participants. Picture icons were identified and downloaded from an icon resource website (www.flaticon.com).

Stimuli were presented on a monitor located 2.8 m behind the center of the scanner bore and viewed by a mirror mounted on the head coil. Adjustments to the positioning of the mirror were made for participants to ensure that the full monitor screen could be seen. We examined neural activity while participants were presented with feedback and were requested to maintain attention throughout. Prior to the start of the fMRI task, there was an initial period of 40 seconds of dummy scans which were immediately discarded. The fMRI task is outlined in Figure 3. In total, 24 blocks (12 active, 12 rest) were presented during the protocol. Each active block consisted of stimulus presentation of 5 back-to-back trials (referred to as images from this point forward) of 8 seconds each, totaling 40 seconds, followed by a rest period of 40 seconds, during which participants viewed a fixation cross and were instructed to clear their minds. The blocks and back-to-back images (within the blocks) were not presented in a counterbalanced or randomized order.

*Figure 2. Personalized feedback stimuli.*
Functional Magnetic Resonance Imaging Data Acquisition

Brain imaging data were acquired on a 3T Discovery MR750w scanner (General Electric) using a 32-channel head coil at the National Centre for Sport and Exercise Medicine, Loughborough University, United Kingdom. Structural images (T1-weighted) were acquired using a fast spoiled gradient echo (FSPGR) Bravo sequence (3D volume, FSPGR; TR=8.2 ms; TE=3.1 ms; matrix size 240x240; 160 sagittal slices; FOV=240 mm; 1 mm thick). One functional scan lasting 16 minutes (480 volumes) was acquired during the task (2D gradient echo EPI; TR=2000 ms; TE=30 ms; flip angle=75 degrees; matrix size 64x64; 35 axial slices; FOV=205 mm; 3 mm thick). Stimulus presentation and synchronization to scanner acquisition were performed using Presentation version 18.1 (Neurobehavioral Systems Inc).

Analyses

Functional Magnetic Resonance Imaging Data Analysis

Functional data were preprocessed and analyzed using statistical parametric mapping (SPM12, Wellcome Department of Cognitive Neurology). All data reported are from scans that exhibited ≤3 mm in translational movement. Data were processed using a standard statistical parametric mapping approach, which consisted of scan realignment, coregistration, segmentation, normalization, and smoothing. Data were spatially aligned to the first functional image using 4th degree B-spline interpolation. Scans were then coregistered (mean functional image aligned with T1 then parameters applied to all functional images). Functional images were normalized into the Montreal Neurological Institute (MNI) standard stereotactic space with parameters applied to all functional images. A final smoothing step with a Gaussian Kernel with full width half maximum of 8 mm was applied to improve signal-to-noise ratio. The onsets and durations of each of the conditions of interest were modeled according to the block design described in the protocol. For each participant, brain activation was estimated using a general linear model (GLM) and included movement parameters (3 translations, 3 rotations) and a session constant as regressors. All regressors were convolved with SPM12’s canonical difference of the hemodynamic response function. Data were high-pass filtered with a cut off of 128 seconds to remove low-frequency noise and slow drifts in the signal. Family-wise error (FWE) correction was used to correct for multiple comparisons at $P_{FWE}$. At the first level for each participant, contrasts were computed using a series of univariate analyses of covariance (ANCOVAs), averaging activity across the topics compared with baseline: (1) MVPA>baseline, (2) light physical activity>baseline, (3) sedentary>baseline, (4) glucose>baseline, and (5) behavior>baseline. Additional contrasts were computed using a series of univariate ANCOVAs, averaging activity between the different blocks of stimuli (ie, MVPA>light physical activity and glucose>sedentary) and reverse contrasts also computed (ie, light physical activity>MVPA and sedentary>glucose).

Second level random effects models for each task were constructed that averaged across participants and were subjected to further region of interest (ROI) and between-group analysis (described below). Exploratory whole brain searches were conducted for each contrast with a threshold set at $P<.001$ and $P<.05$ for the baseline contrasts and intergroup contrasts, respectively (cluster threshold of $k=0$ voxels). Between-group analyses were conducted to compare gender differences and differences between those least (<150 minutes of MVPA per week) and most (≥150 minutes of MVPA per week) active. Using independent samples $t$ test analysis, brain regions were labeled according to the MNI anatomic labeling tool implemented in the Wake Forest University Pickatlas (WFU Pickatlas) [39]. The average beta parameter estimates of activity during the presentation of information compared with other information blocks were extracted using MarsBaR, an ROI toolbox. All models controlled for centered demographic variables (centered age and sex). An additional centered variable (number of daily glucose scans) was included within the additional contrasts conducted.

Statistical Analysis

To examine demographic and self-report data, we conducted descriptive analyses using SPSS version 22.0 (IBM Corp). Two group $t$ tests were conducted to produce descriptive outcomes. Repeated measures ANCOVAs were conducted to assess changes in behavior (levels of MVPA, light physical activity, and sedentary behavior) from baseline to follow-up, controlling for global wear time (average wear time). Tests of statistical significance were based on 2-sided probability ($P<.05$).

Correlation Analysis

Parameter estimates corresponding to each significantly activated region, identified via fMRI data analysis, were extracted for each participant. Linear regressions provided partial correlation coefficients between the parameter estimates from the significant regions of interest and subsequent behavior at follow-up (ie, time spent in MVPA, light physical activity, and sedentary), controlling for wear time. The relationships between behavior change and activity from the ROIs were examined in separate models for each ROI, and the analyses were repeated to assess behavior via both accelerometry and inclinometry data.

Figure 3. Trial setup including 8 of the 24 blocks presented.
Results

Participants
A flow chart of individuals through the study and the characteristics of the study sample are presented in Figure 4 and Table 1, respectively. Four participants were excluded from fMRI analyses due to incorrect scanner parameter setup, poor participant vision (without glasses), and presence of an unsafe magnetic resonance implant. One participant fell asleep, and an additional participant was excluded due to incorrect accelerometry initialization. This resulted in a final sample of 28 participants for the full study protocol.

Figure 4. Flowchart of individuals at each stage of the study.

Excluded from analysis (n=5)
Incorrect parameter setup (n=1)
Poor participant vision (n=1)
Unsafe magnetic resonance implant (n=1)
Participant fell asleep (n=1)
Incorrect accelerometry initialization (n=1)

Table 1. Sample characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Whole sample (n=28)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic</strong></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>44.2 (9.5)</td>
</tr>
<tr>
<td>Male, %</td>
<td>42.9</td>
</tr>
<tr>
<td><strong>Baseline</strong></td>
<td></td>
</tr>
<tr>
<td>Weight (kg), mean (SD)</td>
<td>75.2 (15.3)</td>
</tr>
<tr>
<td>Body mass index (kg/m^2), mean (SD)</td>
<td>25.2 (4.3)</td>
</tr>
<tr>
<td>Body fat (%), mean (SD)</td>
<td>26.7 (9.3)</td>
</tr>
<tr>
<td>HbA_1c (%, mean (SD))</td>
<td>5.4 (0.4)</td>
</tr>
<tr>
<td>Glucose (mmol/L), mean (SD)</td>
<td>5.0 (0.6)</td>
</tr>
</tbody>
</table>

^HbA_1c: hemoglobin A_1c.

The 28 participants (43% male) had a mean age of 44.2 (SD 9.5) years (range 30 to 59 years). Three (11%) participants completed secondary school, 5 (18%) completed some additional training, and 20 (71%) received a bachelor’s degree or higher. Twenty-five (89%) were white, 2 (7%) were Chinese, and 1 (4%) was Asian or Asian British. Males were significantly taller (178.7 versus 167.5 cm), had a lower body fat percentage (18.8% versus 32.6%), and scanned the Freestyle Libre more frequently (9.5 versus 5.7 scans per day).

Activated Regions of the Brain
First, we contrasted each of the 4 topics with a fixation cross. The brain regions significantly activated in response to the initial contrasts of interest are presented in Table 2. Regions include the middle and inferior occipital gyrus, middle frontal gyrus, lingual gyrus, subgyral, and thalamus (P<.001). No significant voxels were identified between those most and least active or between males and females.

We then proceeded to the main analysis that contrasted the topics between themselves. The brain regions identified as significantly activated are presented in Table 3. Of the additional contrasts of interest, the glucose>behavior contrast highlighted significant activation in the middle frontal gyrus (−32, 36, −12, z=5.60) and left subgyral (−26, 48, 4, z=5.33). The glucose>sedentary contrast revealed significant activation in the cuneus (−2, −80, 4, z=5.05), middle frontal gyrus (−32, 36, −12, z=4.95; −20, 34, 42, z=4.94), superior frontal gyrus (−26, 50, 4, z=4.79), and right subgyral (28, −52, 24, z=4.66) (Figure 5, Table 3).
Table 2. Average contrasting differences (thresholded at \(P<.001\), cluster threshold of \(k=0\) voxels).

<table>
<thead>
<tr>
<th>Region</th>
<th>MNI^ coordinates</th>
<th>Hem^b</th>
<th>x</th>
<th>y</th>
<th>z</th>
<th>Voxels</th>
<th>Z</th>
<th>t</th>
<th>(P_{FWE}^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MVPA^d^baseline</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle occipital gyrus</td>
<td>L</td>
<td>−38</td>
<td>−74</td>
<td>−14</td>
<td>178</td>
<td>6.29</td>
<td>9.99</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Lingual gyrus</td>
<td>L</td>
<td>−14</td>
<td>−94</td>
<td>−10</td>
<td></td>
<td>6.25</td>
<td>9.89</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Inferior occipital gyrus</td>
<td>L</td>
<td>−22</td>
<td>−90</td>
<td>−14</td>
<td></td>
<td>6.21</td>
<td>9.76</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Subgyral</td>
<td>R</td>
<td>36</td>
<td>−62</td>
<td>−16</td>
<td>11</td>
<td>6.06</td>
<td>9.29</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Fusiform gyrus</td>
<td>L</td>
<td>−36</td>
<td>−54</td>
<td>−16</td>
<td>9</td>
<td>5.97</td>
<td>9.03</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Subgyral</td>
<td>R</td>
<td>34</td>
<td>−84</td>
<td>−6</td>
<td>93</td>
<td>5.95</td>
<td>8.97</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Lingual gyrus</td>
<td>R</td>
<td>24</td>
<td>−92</td>
<td>−10</td>
<td></td>
<td>5.86</td>
<td>8.74</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Lingual gyrus</td>
<td>R</td>
<td>16</td>
<td>−90</td>
<td>−8</td>
<td></td>
<td>5.63</td>
<td>8.11</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>Inferior occipital gyrus</td>
<td>R</td>
<td>44</td>
<td>−76</td>
<td>−12</td>
<td>2</td>
<td>5.62</td>
<td>8.09</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>Middle occipital gyrus</td>
<td>R</td>
<td>30</td>
<td>−88</td>
<td>4</td>
<td>1</td>
<td>5.57</td>
<td>7.97</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>Light PA ^e^baseline</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cuneus</td>
<td>L</td>
<td>−16</td>
<td>−96</td>
<td>−2</td>
<td>101</td>
<td>6.47</td>
<td>10.61</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Middle occipital gyrus</td>
<td>L</td>
<td>−32</td>
<td>−84</td>
<td>−14</td>
<td>119</td>
<td>6.23</td>
<td>9.80</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Middle occipital gyrus</td>
<td>L</td>
<td>−38</td>
<td>−72</td>
<td>−14</td>
<td></td>
<td>6.05</td>
<td>9.28</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Subgyral</td>
<td>R</td>
<td>34</td>
<td>−84</td>
<td>−6</td>
<td>83</td>
<td>6.05</td>
<td>9.26</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Middle occipital gyrus</td>
<td>R</td>
<td>30</td>
<td>−84</td>
<td>−14</td>
<td></td>
<td>5.68</td>
<td>8.24</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>Middle occipital gyrus</td>
<td>R</td>
<td>46</td>
<td>−76</td>
<td>−10</td>
<td>23</td>
<td>6.01</td>
<td>9.14</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Subgyral</td>
<td>R</td>
<td>36</td>
<td>−62</td>
<td>−16</td>
<td>23</td>
<td>5.90</td>
<td>8.83</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Middle occipital gyrus</td>
<td>R</td>
<td>28</td>
<td>−98</td>
<td>6</td>
<td>19</td>
<td>5.77</td>
<td>8.48</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Fusiform gyrus</td>
<td>L</td>
<td>−36</td>
<td>−54</td>
<td>−16</td>
<td>3</td>
<td>5.77</td>
<td>8.47</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Fusiform gyrus</td>
<td>L</td>
<td>−34</td>
<td>−50</td>
<td>−18</td>
<td>2</td>
<td>5.70</td>
<td>8.30</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Inferior frontal gyrus</td>
<td>L</td>
<td>−54</td>
<td>18</td>
<td>20</td>
<td>4</td>
<td>5.69</td>
<td>8.27</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Lingual gyrus</td>
<td>R</td>
<td>16</td>
<td>−90</td>
<td>−10</td>
<td>10</td>
<td>5.65</td>
<td>8.18</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>Sedentary^g^&gt;baseline</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle occipital gyrus</td>
<td>L</td>
<td>−36</td>
<td>−72</td>
<td>−16</td>
<td>19</td>
<td>5.99</td>
<td>9.11</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Inferior occipital gyrus</td>
<td>L</td>
<td>−38</td>
<td>−82</td>
<td>−10</td>
<td>46</td>
<td>5.95</td>
<td>8.98</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Subgyral</td>
<td>L</td>
<td>−20</td>
<td>−94</td>
<td>−6</td>
<td>36</td>
<td>5.87</td>
<td>8.77</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Middle occipital gyrus</td>
<td>R</td>
<td>36</td>
<td>−84</td>
<td>−4</td>
<td>4</td>
<td>5.78</td>
<td>8.50</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Inferior frontal gyrus</td>
<td>L</td>
<td>−48</td>
<td>14</td>
<td>22</td>
<td>3</td>
<td>5.65</td>
<td>8.16</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>Middle occipital gyrus</td>
<td>R</td>
<td>48</td>
<td>−76</td>
<td>−10</td>
<td>3</td>
<td>5.59</td>
<td>8.02</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>Subgyral</td>
<td>R</td>
<td>28</td>
<td>−88</td>
<td>−6</td>
<td>1</td>
<td>5.57</td>
<td>7.97</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>Glucose&gt;baseline</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cuneus</td>
<td>L</td>
<td>−16</td>
<td>−96</td>
<td>−6</td>
<td>218</td>
<td>6.69</td>
<td>11.38</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Middle occipital gyrus</td>
<td>L</td>
<td>−36</td>
<td>−74</td>
<td>−16</td>
<td></td>
<td>6.13</td>
<td>9.50</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Middle occipital gyrus</td>
<td>L</td>
<td>−20</td>
<td>−90</td>
<td>−14</td>
<td></td>
<td>5.90</td>
<td>8.83</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Subgyral</td>
<td>R</td>
<td>36</td>
<td>−62</td>
<td>−16</td>
<td>13</td>
<td>5.99</td>
<td>9.10</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Lingual gyrus</td>
<td>R</td>
<td>14</td>
<td>−90</td>
<td>−8</td>
<td>28</td>
<td>5.97</td>
<td>9.05</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Subgyral</td>
<td>R</td>
<td>28</td>
<td>−84</td>
<td>−6</td>
<td>56</td>
<td>5.88</td>
<td>8.78</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Middle frontal gyrus</td>
<td>L</td>
<td>−40</td>
<td>10</td>
<td>30</td>
<td>6</td>
<td>5.69</td>
<td>8.27</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Region</td>
<td>MNI&lt;sup&gt;a&lt;/sup&gt; coordinates</td>
<td>Hem&lt;sup&gt;b&lt;/sup&gt;</td>
<td>x</td>
<td>y</td>
<td>z</td>
<td>Voxels</td>
<td>Z</td>
<td>t</td>
<td>P&lt;sub&gt;FWE&lt;/sub&gt;&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>--------------------------------------------</td>
<td>------------------------------</td>
<td>----------------</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>--------</td>
<td>------</td>
<td>------</td>
<td>------------------</td>
</tr>
<tr>
<td><strong>Middle occipital gyrus</strong></td>
<td></td>
<td>R</td>
<td>44</td>
<td>–76</td>
<td>–14</td>
<td>1</td>
<td>5.60</td>
<td>8.05</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Middle occipital gyrus</strong></td>
<td></td>
<td>R</td>
<td>30</td>
<td>–84</td>
<td>–14</td>
<td>2</td>
<td>5.58</td>
<td>8.00</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Behavior&gt;baseline</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle occipital gyrus</td>
<td></td>
<td>L</td>
<td>–38</td>
<td>–72</td>
<td>–16</td>
<td>272</td>
<td>6.44</td>
<td>10.49</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Cuneus</td>
<td></td>
<td>L</td>
<td>–16</td>
<td>–96</td>
<td>–6</td>
<td>—</td>
<td>6.33</td>
<td>10.12</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Middle occipital gyrus</td>
<td></td>
<td>L</td>
<td>–32</td>
<td>–84</td>
<td>–14</td>
<td>—</td>
<td>6.07</td>
<td>9.33</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Subgyral</td>
<td></td>
<td>R</td>
<td>36</td>
<td>–62</td>
<td>–16</td>
<td>27</td>
<td>6.16</td>
<td>9.61</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Subgyral</td>
<td></td>
<td>R</td>
<td>34</td>
<td>–84</td>
<td>–6</td>
<td>135</td>
<td>6.14</td>
<td>9.53</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Lingual gyral</td>
<td></td>
<td>R</td>
<td>22</td>
<td>–92</td>
<td>–10</td>
<td>—</td>
<td>5.85</td>
<td>8.69</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Middle occipital gyrus</td>
<td></td>
<td>R</td>
<td>30</td>
<td>–84</td>
<td>–14</td>
<td>—</td>
<td>5.75</td>
<td>8.42</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Superior parietal lobule</td>
<td></td>
<td>L</td>
<td>–32</td>
<td>–62</td>
<td>58</td>
<td>5</td>
<td>6.06</td>
<td>9.28</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Middle occipital gyrus</td>
<td></td>
<td>R</td>
<td>46</td>
<td>–76</td>
<td>–12</td>
<td>24</td>
<td>5.96</td>
<td>9.00</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Middle occipital gyrus</td>
<td></td>
<td>R</td>
<td>48</td>
<td>–66</td>
<td>–14</td>
<td>—</td>
<td>5.88</td>
<td>8.79</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Fusiform gyrus</td>
<td></td>
<td>L</td>
<td>–36</td>
<td>–54</td>
<td>–16</td>
<td>8</td>
<td>5.95</td>
<td>8.98</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Middle frontal gyrus</td>
<td></td>
<td>L</td>
<td>–52</td>
<td>26</td>
<td>26</td>
<td>9</td>
<td>5.73</td>
<td>8.38</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Thalamus</td>
<td></td>
<td>R</td>
<td>22</td>
<td>–28</td>
<td>–2</td>
<td>2</td>
<td>5.69</td>
<td>8.27</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>MNI: Montreal Neurological Institute.
<sup>b</sup>hem: hemisphere.
<sup>c</sup>FWE: family-wise error.

**Table 3.** Average contrasting differences controlling for age, gender, and average daily number of glucose scans (thresholded at \(P<.05\), cluster threshold of \(k=0\) voxels).

<table>
<thead>
<tr>
<th>Region</th>
<th>MNI&lt;sup&gt;a&lt;/sup&gt; coordinates</th>
<th>Hem&lt;sup&gt;b&lt;/sup&gt;</th>
<th>x</th>
<th>y</th>
<th>z</th>
<th>Voxels</th>
<th>Z</th>
<th>t</th>
<th>P&lt;sub&gt;FWE&lt;/sub&gt;&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Glucose&gt;behavior</strong></td>
<td></td>
<td>L</td>
<td>–32</td>
<td>36</td>
<td>–12</td>
<td>25</td>
<td>5.60</td>
<td>8.17</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Subgyral</td>
<td></td>
<td>L</td>
<td>–26</td>
<td>48</td>
<td>4</td>
<td>16</td>
<td>5.33</td>
<td>7.48</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Glucose&gt;sedentary</strong></td>
<td></td>
<td>L</td>
<td>–2</td>
<td>–80</td>
<td>4</td>
<td>34</td>
<td>5.05</td>
<td>6.85</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Cuneus</td>
<td></td>
<td>L</td>
<td>–32</td>
<td>36</td>
<td>–12</td>
<td>8</td>
<td>4.95</td>
<td>6.63</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Middle frontal gyrus</td>
<td></td>
<td>L</td>
<td>–30</td>
<td>24</td>
<td>42</td>
<td>11</td>
<td>4.94</td>
<td>6.61</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Superior frontal gyrus</td>
<td></td>
<td>L</td>
<td>–26</td>
<td>50</td>
<td>4</td>
<td>3</td>
<td>4.79</td>
<td>6.29</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Subgyral</td>
<td></td>
<td>R</td>
<td>28</td>
<td>–52</td>
<td>24</td>
<td>1</td>
<td>4.66</td>
<td>6.04</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>MNI: Montreal Neurological Institute.
<sup>b</sup>Hem: hemisphere.
<sup>c</sup>FWE: family-wise error.
Figure 5. Group level significant activation pattern for the contrast glucose>behavior at the MNI coordinates (a) –32, 36, –12 and (b) –26, 48, 4.

Table 4. Behavioral characteristics derived from accelerometry and inclinometry.

<table>
<thead>
<tr>
<th></th>
<th>Accelerometry(a), mean (SD)</th>
<th>Inclinometry(b), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline</td>
<td>Follow-up</td>
</tr>
<tr>
<td>Number of valid days</td>
<td>7.0 (0.0)</td>
<td>7.0 (1.0)</td>
</tr>
<tr>
<td>Wear time</td>
<td>903.5 (67.7)</td>
<td>868.2 (70.4)</td>
</tr>
<tr>
<td>Step count</td>
<td>9065.2 (3456.2)</td>
<td>9634.0 (3699.3)</td>
</tr>
<tr>
<td>Counts per minute</td>
<td>194.0 (82.0)</td>
<td>410.0</td>
</tr>
<tr>
<td>Sedentary (min)</td>
<td>589.0 (84.7)</td>
<td>560.0 (75.6)</td>
</tr>
<tr>
<td>Light PA(c) (min)</td>
<td>265.0 (69.0)</td>
<td>254.2 (71.1)</td>
</tr>
<tr>
<td>Moderate (min)</td>
<td>45.8 (31.0)</td>
<td>50.7 (33.2)</td>
</tr>
<tr>
<td>Vigorous (min)</td>
<td>3.6 (6.6)</td>
<td>3.2 (6.2)</td>
</tr>
<tr>
<td>MVPA(d) (min)</td>
<td>49.4 (34.2)</td>
<td>53.9 (35.5)</td>
</tr>
<tr>
<td>LVPA(e) (min)</td>
<td>314.4 (66.4)</td>
<td>308.1 (72.1)</td>
</tr>
<tr>
<td>Stepping (min)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Standing (min)</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

\(a\geq4\) valid days, \(n=28\) (100% compliance to \(\geq600\) mins of accelerometer wear).

\(b\geq1\) valid day, \(n=23\), (100% compliance to \(\geq600\) mins of inclinometry wear).

\(c\)PA: physical activity.

\(d\)MVPA: moderate-to-vigorous physical activity.

\(e\)LVPA: light-to-vigorous physical activity.

**Behavior Change**

The behavioral characteristics obtained via accelerometry and inclinometry are presented in Table 4. Among the 28 participants, 100% provided \(\geq4\) days for accelerometry during baseline and follow-up. In contrast, only 15 (54%) and 20 (71%) participants provided \(\geq4\) valid days at baseline and follow-up with the inclinometer, respectively, revealing a reduced sample (13 vs 28). As a result, the criteria for the Lumo was adjusted to \(\geq1\) valid days. From baseline to follow-up, wear time and sedentary time reduced while minutes of MVPA and counts per minute increased. After controlling for global wear time, only time spent sedentary remained significant for both the accelerometry and inclinometry (589.0 [SD 13.9] minutes vs 560.0 [SD 11.7] minutes, \(P=0.014\) and 602.2 [SD 19.4] minutes vs 554.5 [SD 18.1] minutes, \(P=0.001\), respectively). Despite a lack of change at the whole sample level for time spent in light physical activity, MVPA, and step count, 9 (32%), 17 (61%), and 16 (57%) participants, respectively, positively increased the amount of steps, light physical activity, and MVPA at follow-up (unadjusted for global wear time). Males accumulated significantly more vigorous physical activity compared with females at baseline and follow-up (\(P=0.029\) and \(P=0.026\), respectively) and also significantly more minutes of MVPA (\(P=0.033\)) at follow-up. No significant associations were observed between number of scans and changes in behavior via accelerometry or inclinometry (controlling for global wear time).
Functional Magnetic Resonance Imaging Correlations

To investigate the relationship between brain activation and subsequent behavior, parameter estimates were calculated for the patterns of neural activation. Of these, only glucose feedback was positively associated with subsequent minutes of MVPA ($r=0.392$, $P=.043$). No significant associations were observed for the inclinometry data.

Discussion

Summary

As recent neuroimaging work has highlighted value in analyzing individual responses to feedback relating to lifestyle behaviors [14], we used fMRI to examine neural responses to personalized feedback relating to physical activity, sedentary behavior, and interstitial glucose levels. We also investigated associations between neural activity and subsequent behavior. This study lies at the intersection of 3 rapidly evolving areas of interest: wearables, lifestyle behaviors, and neuroimaging. Our study identified that presenting people with personalized feedback relating to interstitial glucose levels resulted in significantly more brain activation when compared with personalized behavioral feedback.

Activated Regions of the Brain

Our findings identified activations within regions of the prefrontal cortex, in particular the middle frontal gyrus, subgyral, cuneus, and superior frontal gyrus upon comparison of personalized glucose feedback with behavioral feedback. Previous studies have also identified regions within the prefrontal cortex following exposure to antismoking images [29], messages encouraging sunscreen use [14], and informative nutritional labels [40]. The authors hypothesized that the mPFC and precuneus/posterior cingulate regions would be activated in our study given the presentation of personalized and self-relevant feedback [21-23,26,27]. Other fMRI studies have identified alternate activated regions including the ventromedial prefrontal cortex, inferior frontal gyrus, and amygdala when presented information about other lifestyle behaviors (eg, smoking) [30,41,42]. The findings suggest that the personalized feedback did not offer identical regions of interest when compared with the literature; however, some activation did overlap with the mPFC. Neuroimaging studies impose additional complexity because identical neural patterns can result after exposure to different stimuli [43]. However, the identified regions of brain activation may also differ because the stimuli differs between fMRI studies. Our study used a combination of text and images to inform participants about their physical activity, sedentary behavior, and interstitial glucose levels. In comparison, Falk and colleagues [41] presented images with text and numbers in a sentence (multiple lines of text) format. Overall, our findings suggest that it is possible to identify what brain regions are activated in response to personalized feedback and that glucose-related feedback evoked more brain activation. As a result, wearable technologies presenting personalized glucose feedback may be useful to employ in future interventions.

Investigating how individuals responded to personalized health-related feedback was an important component of this study as it has been well documented that receiving tailored feedback can result in greater resonance and consequently result in desirable health behaviors [44-46]. Our study demonstrated that presenting feedback pertaining to an individual’s glucose levels elicited significantly more brain activation within the middle frontal gyrus and subgyral compared with the behavioral feedback. These regions, anatomically positioned within Brodmann areas 9/10 and 47, respectively, have previously been associated with the actions of making personal moral judgments [47] and working memory [48], respectively. Previous studies have investigated messages promoting child vaccinations against measles-mumps-rubella and identified that highlighting the dangers of not vaccinating may actually be counterproductive [49]; therefore, findings are often highly dependent on the topic investigated. Future studies could investigate the role of self-affirmation, a construct suggested to increase individual sensitivity to health-risk information and incorporated in prior neuroimaging studies [29,41]. Self-affirmation essentially investigates how neural activity patterns vary to information after being exposed to personally important values (eg, friends, family, and religion). Given that the desirable outcome is for people to positively respond to health-related information, exposing a person to their personal values may provoke attention and enhance the importance of the information being given. Therefore, future investigation into whether self-affirmation could contribute to increasing the level of resonance toward personalized feedback and encourage positive behaviors may be crucial.

Behavior Change and Associations With Brain Activation

Our study identified a significant reduction of 29 minutes (or 47 minutes using inclinometry) in time spent sedentary from baseline to follow-up. Previous findings support this finding, having observed a 39.6 minute per day reduction in time spent sedentary [50]. However, no significant differences were observed for time spent in MVPA, light physical activity, or step count. Wearable technologies research to date has offered the suggestion that people can increase their activity levels having received feedback about behavior [51,52]. However, it must be acknowledged that physical activity, for example, has been categorized as a very complex behavior and no single metric can encapsulate a person’s level of physical activity [53]. According to the literature, changes in behavior most likely occur when personalized health messages are presented in moments when action can be taken (eg, at midday to promote a walk following the consumption of lunch) [11]. Despite participants being presented personalized feedback, there are a multitude of reasons as to why they may or may not have changed their behavior during the follow-up period. Therefore, determining whether their behavior (change or no change) was because of the exposure to health-related information is truly unknown. However, emphasizing that the feedback was only briefly presented and within an unusual situation (ie, inside an MRI scanner) is warranted when comparing how people normally receive personalized feedback through wearable technologies. Further investigation could quantify or...
contextualize the follow-up period to try and account for extraneous variables (eg, weather, holiday, illness) or consider the inclusion of a control group to provide more definitive findings.

In regard to the relationship of activation and subsequent behavior during the follow-up period, findings identified a positive partial correlation with minutes of MVPA. Previous studies have investigated behavior change subsequent to fMRI and have demonstrated positive associations between neural response (eg, to aversive smoking-related images) and smoking cessation [17,54]. For example, Falk and colleagues [41] identified that greater reductions in sedentary behavior aligned with greater activity in the ventromedial prefrontal cortex, suggesting that if people exhibited greater levels of activation in response to the visual stimuli, those individuals were subsequently more likely to be less sedentary. On a larger scale, identifying what stimuli (ie, health messages) evoke a positive prediction of behavior (eg, being less sedentary or more active) can inform the provision of effective public health messages. It could be suggested that, despite the observed association, being presented personalized feedback about health and behavior while inside an MRI scanner is not a normal environment. Consequently, alternate neuroimaging tools could be useful for future investigation within a free-living setting. For instance, individuals could obtain personalized feedback via a wearable device or a smartphone app while their neural activity is recorded by a portable electroencephalogram system via functional near infrared spectroscopy or by eye tracking (to monitor gaze patterns and fixations). Interestingly, eye tracking has previously been conducted on various health communication materials including both cigarette advertising [55] and nutrition labels [56].

Strengths and Limitations

Positioned at the intersection of a number of evolving interest areas, this interdisciplinary study offers a number of strengths. One strength was presenting the personalized feedback pertaining to both movement behaviors and physiology to participants. These components were objectively measured during baseline and follow-up using novel self-monitoring technologies, obtaining data to directly inform the feedback. In addition, the information that was presented in the fMRI tasks were designed based on feedback commonly presented via wearable devices or smartphone apps, reflecting what could be received in real-time in a real-world setting. Objective quantification of behavior at follow-up permitted the assessment of behavior following exposure and associations between neural activation and behavior.

Limitations of our study include the situation that participants viewed their glucose levels during baseline wear, an unavoidable situation given intentions to minimize data loss. This protocol confirms that participants had prior exposure to the glucose-related feedback subsequently presented during fMRI. However, to help try and account for this, analysis included the number of scans as a covariate because we thought the number of scans suggested the frequency with which participants viewed their glucose levels (eg, more scans equaled more exposure and so a greater awareness of their glucose levels). In addition, a lack of behavior change could be attributable to the sample that we recruited (ie, well educated and relatively healthy) and as such they could be profiled as a highly motivated audience who may not have viewed their behavior as in need of improvement. Furthermore, our unpowered sample size was another limitation, as we are unable to offer definitive interpretation of the findings. In addition, because of the number of people as active and inactive, we were unable to make any comparisons between groups of participants (eg, patterns of brain activation between those most active and least active). Finally, the pattern of neural activity observed and related psychological processes should be interpreted with caution due to the nature of reverse inference [57]. Future studies could investigate neural activity in polar groups of people classified by activity or time spent sedentary and repeat fMRI so patterns of brain activation are quantified before and after exposure to the feedback.

Conclusion

This multidisciplinary study highlighted that fMRI can be used to assess the neural response to personalized health feedback. In particular, greater activation in the prefrontal cortex during exposure to glucose compared with behavioral feedback was observed. A reduction in time spent sedentary and a negative association between the parameter estimates and subsequent minutes of MVPA were observed. Future research deploying behavioral feedback in parallel with physiological feedback to encourage positive behavior change is warranted.
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Abstract

Background: Efforts have multiplied in the past decade to underline the importance of pain management. For both acute and chronic pain management, various barriers generate considerable treatment accessibility issues, thereby providing an opportunity for alternative intervention formats to be implemented. Several systematic reviews on Web-based interventions with a large emphasis on chronic pain and cognitive behavioral therapy have been recently conducted to explore the influence of these interventions on pain management. However, to our knowledge, the specific contribution of tailored Web-based interventions for pain management has not been described and their effect on pain has not been evaluated.

Objective: The primary aim of this systematic review was to answer the following research question: What is the effect of tailored Web-based pain management interventions for adults on pain intensity compared with usual care, face-to-face interventions, and standardized Web-based interventions? A secondary aim was to examine the effects of these interventions on physical and psychological functions.

Methods: We conducted a systematic review of articles published from January 2000 to December 2015. We used the DerSimonian-Laird random effects models with 95% confidence intervals to calculate effect estimates for all analyses. We calculated standardized mean differences from extracted means and standard deviations, as outcome variables were measured on different continuous scales. We evaluated 5 different outcomes: pain intensity (primary outcome), pain-related disability, anxiety, depression, and pain catastrophizing. We assessed effects according to 3 time intervals: short term (<1 month), medium term (1-6 months), and long term (6-12 months).

Results: After full-text review, we excluded 31 articles, resulting in 17 eligible studies. Only 1 study concerned acute pain and was removed from the meta-analysis, resulting in 16 studies available for quantitative assessment. Compared with standard care
or a waiting list, tailored Web-based intervention showed benefits immediately after, with small effect sizes (<0.40) for pain intensity (10 randomized controlled trials [RCTs], n=1310, \(P=.003\)) and pain-related disability (6 RCTs, n=953, \(P<.001\)). No other improvements were observed at follow-up in the medium and long terms. Compared with the active control group, no improvements were found for the primary outcome (pain intensity) or any of the outcomes except for a small effect size on pain catastrophizing (2 RCTs, n=333, \(P<.001\)) immediately after the intervention.

**Conclusions:** Tailored Web-based interventions did not prove to be more efficacious than standardized Web-based interventions in terms of pain intensity, pain-related disability, anxiety, and depression. An interesting finding was that some efficacy was shown on pain catastrophizing compared with active control interventions. Considering the diversity of approaches used in tailored Web-based interventions for chronic pain management, their efficacy is yet to be explored. Moreover, their contribution to acute pain management is embryonic.

**Trial Registration:** International prospective register of systematic reviews (PROSPERO): CRD42015027669; http://www.crd.york.ac.uk/PROSPERO/display_record.php?ID=CRD42015027669 (Archived by WebCite at http://www.webcitation.org/6uneW4uyR)
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**Introduction**

Efforts have been made in the past decade to underscore the importance of pain management and its status as a human right [1-3]. Acute pain is a widespread issue. Annually, 300 million surgeries are performed worldwide, with a third occurring in the United States, and have resulted in approximately 80% of patients reporting pain [4]. As well, 70% of emergency departments visits are related to acute pain [4]. Furthermore, it is estimated that approximately 100 million adults in the United States have chronic pain [3], with 25.3 million adults experiencing daily pain [5]. Although caseloads and wait times are difficult to estimate, particularly in the United States, it is generally recognized that treatment availability for chronic pain patients is scarce [6,7]. Significant barriers such as time, cost, and distance generate considerable treatment accessibility issues [3] and inhibit the improvement of pain management, thereby providing an opportunity for alternative formats to face-to-face interventions to be implemented [8-10].

Over the past decade, more Web-based interventions for pain management have been developed and, as opposed to non-Web-based interventions, they have been shown to positively influence health behaviors [11,12]. Many terms have been used interchangeably to qualify Web-based interventions that facilitate the implementation of self-management health-related interventions. Here the term Web-based interventions refers to Barak et al’s definition [13]:

...a primarily self-guided intervention program that is executed by means of a prescriptive online program operated through a website and used by consumers seeking health- and mental-health-related assistance. The intervention program itself attempts to create positive change and or improve/enhance knowledge, awareness, and understanding via the provision of sound health-related material and use of interactive Web-based components.

This definition is composed of three types of health-related interventions: educational, self-guided therapeutic, and human-supported therapeutic interventions [13].

Several systematic reviews on Web-based interventions for pain, with a large emphasis on chronic pain issues and cognitive behavioral therapy (CBT) interventions, have been conducted to explore their influence on pain management [14-19]. Overall, their authors concluded that results were promising in terms of pain reduction, and improvement of functional and emotional well-being. They also underlined that it is still unknown as to which type of patients, according to sociodemographic and clinical characteristics, would benefit most from a Web-based approach [14,15]. A small positive effect was found on pain reduction, but results remain inconclusive considering the small sample sizes for several studies, high dropout rates, and heterogeneity related to assessment tools used and times of measurement selected, type of pain-related diseases, and interventions (eg, content, format, dose), but also the lack of diversity in patients (eg, mainly women, white, and college educated) [10,14,15,17,19]. Nonetheless, none of the systematic reviews looking at Web-based interventions for pain management specifically addressed the contribution of tailoring ingredients.

Experts in health behavior change have shown that conveying health information without considering individual differences may inhibit behavior change [20-26]. Tailoring strategies respond to this concern and computed algorithms can facilitate the implementation of this approach in terms of both accessibility and level of refinement. Tailoring is defined as a process for creating individualized communications using personal data related to health outcomes in order to meet individual needs [21,23,25,27,28]. Three mechanisms have been highlighted [21,29]: (1) personalization, which helps increase the perceived meaningfulness of the message by creating the impression that the message was designed specifically for the individual [21]; (2) feedback, which directs the attention of the individual to their own characteristics or behaviors that they need to address, improve, or change [21]; and (3) adaptation or content matching, which refers to creating content packages...
that are pertinent to an individual and are selected based on known determinants of the targeted behavior [21]. Clinically relevant results, such as adopting a healthy lifestyle or adhering to medication, and statistically significant effect sizes of tailored Web-based interventions have been recognized for health behavior change among diverse populations facing chronic disease [20,29,30]. However, the contribution of tailored Web-based interventions for pain management has not been described, and their specific effect on pain has not been evaluated.

Therefore, this systematic review aimed to answer the following research question: What is the effect of tailored Web-based pain management interventions for adults on pain intensity compared with usual care, face-to-face interventions, and standardized Web-based interventions? We also examined secondary outcomes related to the effects of these interventions on physical and psychological functions.

**Methods**

This systematic review protocol has been developed based on Preferred Reporting Items for Systematic Reviews and Meta-Analyses guidelines for reporting systematic reviews evaluating health care interventions [31-33]. The detailed protocol was published [34] and registered with the international prospective register of systematic reviews (no CRD42015027669).

**Inclusion Criteria**

We include solely randomized controlled trials (RCTs) in this systematic review. Other inclusion criteria were studies with patients 18 years of age or older and experiencing any type of pain (acute, ie, <3 months; chronic, ie, 3-6 months and beyond [35]). We selected studies involving Web-based interventions for pain management including at least one of the three tailoring strategies (personalization, feedback, or adaptation) [21,29]. Eligible comparators were (1) a passive control group (ie, participants receiving usual medical and nursing care or being on a pain clinic waitlist), and (2) active control group (eg, face-to-face educational or psychological intervention or Web-based standardized intervention) [14,15].

We selected outcomes according to pain clinical trials recommendations [36-38]. Pain intensity was a mandatory outcome for the study to be included in this systematic review. The timeline of outcomes included measures before and immediately after treatment and at follow-up. To reduce selection bias, if articles were published in languages other than English or French, we reviewed the English abstract to determine whether the study should be translated and included. This was the case for an article published in German identified as eligible [39] and translated by a member of the team (MaB).

**Search Strategy**

We searched MEDLINE, Embase, CINAHL, PsycINFO, Web of Science, and the Cochrane Library for articles published from January 2000 to December 2015. Reviewing the reference lists of relevant articles and previous systematic reviews helped identify 9 additional articles. Moreover, an experienced research librarian used subject headings to avoid missing nonindexed concepts. Search terms were “pain,” “pain management,” “program,” “intervention,” “Internet,” “Internet-based,” “online,” “Web-based,” and “mobile OR mobile applications” [34].

**Screening and Selection of Studies**

Eligibility was assessed independently in an unblinded standardized manner by 2 team members (GM, CG) and results were then compared. Titles and abstracts were screened. If a trial was potentially eligible, the full text was reviewed. The 2 reviewers are researchers in the field of pain with a clinical background in nursing. Disagreements between reviewers at the full-text level were discussed until consensus was reached. We requested missing data such as means and standard deviations regarding the outcome variables from authors. Extracted data included sample size, sample demographics, dropout rate, number and type of study groups, type and location of pain, inclusion and exclusion criteria, study setting, type of Web-based intervention (ie, setting, mode, dose, contact with therapist, hybrid format), tailoring strategy (ie, personalization, feedback, adaptation), comparator (ie, passive control group vs active control group), type of pain intensity measure, pain-related disability and psychological well-being outcomes, and times of measurement.

**Data Extraction and Management**

Data were extracted independently by 2 teams of 2 reviewers (GM and MaB; CG and MeB) composed of 1 doctoral student and 1 researcher using the software DistillerSR v2 (Evidence Partners Inc). We developed the data extraction form we used based on the Cochrane Consumers and Communication Group’s data extraction template [40], pilot tested it with 5 articles and refined it accordingly (eg, number of comparator arms, time points for postintervention assessments). Disagreements between reviewers were resolved by discussion between the 2 teams until 100% agreement was reached. We requested missing data such as means and standard deviations regarding the outcome variables from authors. Extracted data included sample size, sample demographics, dropout rate, number and type of study groups, type and location of pain, inclusion and exclusion criteria, study setting, type of Web-based intervention (ie, setting, mode, dose, contact with therapist, hybrid format), tailoring strategy (ie, personalization, feedback, adaptation), comparator (ie, passive control group vs active control group), type of pain intensity measure, pain-related disability and psychological well-being outcomes, and times of measurement.

**Data Assessment and Synthesis**

Risk of bias for the 17 selected studies was assessed by the 2 teams of reviewers using the Cochrane Collaboration tool [41-43], and any discrepancies between reviewers were discussed between the 2 teams. The report of the risk-of-bias assessment is presented in the Results section.

We used Review Manager (RevMan 5.3; Cochrane Collaboration) software [44] for statistical analysis. We used the DerSimonian-Laird random effects models with 95% confidence intervals to calculate effect estimates for all analyses. We calculated standardized mean differences (SMDs) from extracted means and standard deviations, as outcome variables were measured on different continuous scales. We planned subgroup analyses by the comparator (ie, passive or active control) and type of pain (ie, acute or chronic). The primary outcome was pain intensity measured using a self-report measure such as the numeric rating scale (NRS) (eg), or visual analog scale (VAS) (eg, 0-10 cm or 0-100 mm). We converted scores reported on a 0-100 mm VAS to 0-10 NRS scores for the purpose of data analysis [45]. If authors provided data for least, average, and worst pain intensity as measured by the Brief Pain Inventory, we used average scores for data analysis. Secondary outcomes, if available, were pain-related disability (eg, Brief...
Pain Inventory; Roland Morris Disability Questionnaire), and psychological well-being (eg, Hospital Anxiety and Depression Scale; Pain Catastrophizing Scale). In an effort to decrease the heterogeneity found in pain-related disability and psychological well-being measures, we included tools measuring the same construct to calculate SMDs. Given the variability in follow-up assessments across the included studies, we report outcomes according to 3 different time intervals: (1) short-term effect: immediately after or within a month after intervention, (2) medium-term effect: up to 6 months after completion of the intervention, (3) long-term effects: over 6 months after completion of the intervention. We evaluated between-study variability using the method proposed by Higgins et al [42]. We considered an I² statistic above 50% to indicate high heterogeneity, values between 25% and 50% to indicate moderate heterogeneity, and those below 25% to indicate low heterogeneity.

**Results**

After a full-text review of 48 articles, we excluded 31 for the following reasons: 3 studies were not RCTs, 18 studies did not involve 1 of the tailoring mechanisms, and 10 studies did not measure pain intensity using a VAS or NRS or a pain index calculated with scores obtained on an NRS over a period of time. We included 17 studies in the qualitative synthesis and 16 in the meta-analysis (see Figure 1). Of note, the effects of 1 intervention were described in 2 articles: short- and medium-term effects [46] and long-term effects [47].

**Study Characteristics**

As Table 1 presents, we included 17 studies, 16 of which were performed in the chronic pain context [39,46-61] and 1 in the acute pain context in the postcardiac surgery phase [62]. Concerning studies conducted in the chronic pain context (n=16), 6 included individuals with back pain [39,50-52,55,59], 3 included individuals with other specific pain sites (head as well as hips and knees) [48,49,61], 5 included individuals with multiple pain sites or widespread pain [46,47,53,54,58,60], and 2 included individuals with chronic disease(s) (ie, heart disease, lung disease, type 2 diabetes, mobility difficulty, chronic musculoskeletal pain, and depression) [56,57]. Considering that only 1 study was performed in the acute care context, we included only data from chronic pain studies in the meta-analysis.
The total number of participants entering chronic pain trials was 4103 (mean 256.4 participants per study, SD 270.8, median 170, interquartile range 81.8-310.8). All studies described the total number of participants providing data at the end of the interventions. The mean completion rate for studies that provided such data was 77.6%, with the proportion of completers ranging across studies from 44% to 95.2%. The mean age of participants entering the studies was 48.2 years (SD 6.3, range 36.7-62.0, median 48.2, interquartile range 44.3-51.9). The average proportion of female participants was 71%.

A total of 5 studies used usual care as the comparator arm [39,55,57-59], 6 used a waiting list [49-51,53,60,61], and 5 included active controls, in which participants received Web-based information, psychological support, or standardized CBT without in-person contact with a therapist [46-48,52,54,56]. All studies used 1 comparator arm, except for 1 study that used 3: standardized CBT and tailored psychological support with optional health professional contact; standardized CBT and tailored psychological support without health professional contact; and a waiting list [54]. The interventions included 5 to 18 sessions over a period of 3 weeks to 12 months, and most of them were provided weekly.

A total of 13 studies evaluated Web-based interventions using a CBT or behavioral approach [39,46-54,57-60], which was combined with an additional approach (ie, education, relaxation, mindfulness therapy, and motivational and psychological support) in 9 studies [46-48,50-54,57,58]. Exercise, motivation, coaching, education, and relaxation approaches were used in the 3 trials that did not use CBT [55,56,61]. A total of 7 interventions were delivered with a hybrid mode of delivery precisely combining Internet and in-person contact with a health professional over the telephone or face-to-face [39,46-48,50,53,54,60]. Feedback (mediated or not) was used in every intervention. Content matching was used in half of the studies [39,46,47,49,52,55,57-59]. Personalization was difficult to assess given the lack of a detailed description of interventions and platforms in research articles, but also because it was embedded in the 2 other tailoring mechanisms. Table 2 summarizes the approaches and dosage of tailored Web-based interventions and their comparator.
### Table 2. Description of tailored Web-based interventions and their comparator.

<table>
<thead>
<tr>
<th>First author, year, reference</th>
<th>Web-based tailored intervention</th>
<th>Format</th>
<th>Duration</th>
<th>Frequency</th>
<th>Comparator</th>
<th>Approach</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Andersson, 2003 [48]</td>
<td>Relaxation + CBT&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Hybrid: telephone</td>
<td>6 weeks</td>
<td>1/week (6 sessions)</td>
<td>Same as intervention</td>
<td>Active (Web based)</td>
<td></td>
</tr>
<tr>
<td>Bossen, 2013 [49]</td>
<td>Behavioral graded activity</td>
<td>Hybrid: N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>9 weeks</td>
<td>1/week (9 sessions)</td>
<td>N/A</td>
<td>Waiting list</td>
<td></td>
</tr>
<tr>
<td>Buhrman, 2004 [50]</td>
<td>CBT + relaxation, exercise, and stretching</td>
<td>Hybrid: telephone</td>
<td>6 weeks</td>
<td>1/week (6 sessions)</td>
<td>N/A</td>
<td>Waiting list</td>
<td></td>
</tr>
<tr>
<td>Carpenter, 2012 [51]</td>
<td>CBT + relaxation, mindfulness</td>
<td>Hybrid: N/A</td>
<td>3 weeks</td>
<td>2/week (6 sessions)</td>
<td>N/A</td>
<td>Waiting list</td>
<td></td>
</tr>
<tr>
<td>Chiauzzi, 2010 [52]</td>
<td>CBT + motivational + educational (wellness, lifestyle)</td>
<td>Hybrid: N/A</td>
<td>4 weeks + 5 monthly boosters (6 months)</td>
<td>2/week (8 sessions)</td>
<td>Emailed back pain information guide</td>
<td>Active</td>
<td></td>
</tr>
<tr>
<td>Dear, 2013 [53]</td>
<td>CBT + educational (sleep hygiene)</td>
<td>Hybrid: telephone</td>
<td>8 weeks</td>
<td>Every 7-10 days (5 sessions)</td>
<td>N/A</td>
<td>Waiting list</td>
<td></td>
</tr>
<tr>
<td>Dear, 2015 [54]</td>
<td>CBT + psychological approach</td>
<td>Hybrid: telephone</td>
<td>8 weeks</td>
<td>Every 7-10 days (5 sessions)</td>
<td>Same as intervention</td>
<td>Active (Web based) and waitlist</td>
<td></td>
</tr>
<tr>
<td>Krein, 2013 [55]</td>
<td>Exercise, motivational</td>
<td>Hybrid: N/A</td>
<td>12 months</td>
<td>Weekly feedback, reminder (daily sessions)</td>
<td>Wearing a pedometer and reminders to upload data</td>
<td>Usual care</td>
<td></td>
</tr>
<tr>
<td>Kristjánsdóttir, 2013 [46,47]</td>
<td>CBT + ACT&lt;sup&gt;c&lt;/sup&gt; + mindfulness</td>
<td>Hybrid: face-to-face</td>
<td>4 weeks</td>
<td>5/week (20 sessions)</td>
<td>Information website</td>
<td>Active</td>
<td></td>
</tr>
<tr>
<td>Leveille, 2009 [56]</td>
<td>Coaching + educational (disease specific)</td>
<td>Hybrid: N/A</td>
<td>4 weeks</td>
<td>N/A</td>
<td>URL links provided to patients: home pages for the US Department of Health and Human Services and the Centers for Disease Control and Prevention</td>
<td>Active</td>
<td></td>
</tr>
<tr>
<td>Lorig, 2006 [57]</td>
<td>CBT + educational (nutrition, medication)</td>
<td>Hybrid: N/A</td>
<td>6 weeks</td>
<td>3/week (18 sessions)</td>
<td>N/A</td>
<td>Usual care</td>
<td></td>
</tr>
<tr>
<td>Lorig, 2008 [58]</td>
<td>CBT + educational (nutrition, medication)</td>
<td>Hybrid: N/A</td>
<td>6 weeks</td>
<td>3/week (18 sessions)</td>
<td>N/A</td>
<td>Usual care</td>
<td></td>
</tr>
<tr>
<td>Martorella, 2012 [62]</td>
<td>CBT</td>
<td>Hybrid: face-to-face</td>
<td>30 minutes + 2 boosters (5-10 minutes)</td>
<td>1 session before surgery</td>
<td>N/A</td>
<td>Usual care</td>
<td></td>
</tr>
<tr>
<td>Moessner, 2012 [59]</td>
<td>Behavioral</td>
<td>Hybrid: N/A</td>
<td>12-15 weeks</td>
<td>1/week (12-15 sessions)</td>
<td>N/A</td>
<td>Usual care</td>
<td></td>
</tr>
<tr>
<td>Shigaki, 2013 [60]</td>
<td>CBT</td>
<td>Hybrid: telephone</td>
<td>10 weeks</td>
<td>1/week (10 sessions)</td>
<td>N/A</td>
<td>Waiting list</td>
<td></td>
</tr>
<tr>
<td>Ström, 2000 [61]</td>
<td>Relaxation</td>
<td>Hybrid: N/A</td>
<td>6 weeks</td>
<td>1/week (6 sessions)</td>
<td>N/A</td>
<td>Waiting list</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>CBT: cognitive behavioral therapy.

<sup>b</sup>N/A: not applicable.

<sup>c</sup>ACT: acceptance and commitment therapy.
Table 3. Risk of bias within studies according to reviewers.

<table>
<thead>
<tr>
<th>First author, year, reference</th>
<th>Random sequence generation</th>
<th>Allocation concealment</th>
<th>Blinding of participants and personnel</th>
<th>Blinding of outcome assessment</th>
<th>Incomplete outcome data</th>
<th>Selective reporting</th>
<th>Other bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Andersson, 2003 [48]</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Unclear</td>
<td>Low</td>
</tr>
<tr>
<td>Bossen, 2013 [49]</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Buhrman, 2004 [50]</td>
<td>Low</td>
<td>Unclear</td>
<td>High</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Carpenter, 2012 [51]</td>
<td>Low</td>
<td>Low</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Low</td>
</tr>
<tr>
<td>Chiauzzi, 2010 [52]</td>
<td>Low</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Dear, 2013 [53]</td>
<td>Unclear</td>
<td>Unclear</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Dear, 2015 [54]</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Krein, 2013 [55]</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Kristjansdottir, 2013 [46,47]</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Leveille, 2009 [56]</td>
<td>Unclear</td>
<td>Low</td>
<td>High</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Lorig, 2006 [57]</td>
<td>Unclear</td>
<td>Unclear</td>
<td>High</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Lorig, 2008 [58]</td>
<td>Unclear</td>
<td>Low</td>
<td>High</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Martorella, 2012 [62]</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Moessner, 2012 [59]</td>
<td>Unclear</td>
<td>Unclear</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>Unclear</td>
<td>Unclear</td>
</tr>
<tr>
<td>Moessner, 2014 [39]</td>
<td>Unclear</td>
<td>Unclear</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>Unclear</td>
<td>Unclear</td>
</tr>
<tr>
<td>Shigaki, 2013 [60]</td>
<td>Unclear</td>
<td>Unclear</td>
<td>High</td>
<td>High</td>
<td>Low</td>
<td>Unclear</td>
<td>Low</td>
</tr>
<tr>
<td>Ström, 2000 [61]</td>
<td>Unclear</td>
<td>Unclear</td>
<td>High</td>
<td>High</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Low</td>
</tr>
</tbody>
</table>

Risk-of-Bias Assessment

A total of 6 potential biases were evaluated according to the Cochrane Collaboration tool: selection, performance, detection, attrition, reporting, and other [42]. Regarding selection bias, randomized sequence generation presented an unclear risk for about half of the studies (n=9) [39,48,53,56-61] and a low risk of bias for the other half (n=8). Unclear risk was mainly related to insufficient information on the sequence generation. It was also the case for allocation concealment, which we judged to be unclear for 10 studies [39,48,50-53,57,59-61]. In terms of performance bias, all studies except for 2 (low and unclear risks) [48,52] presented a high risk in regard to blinding of participants, which was also the case for detection bias. These 2 biases are almost inevitable with this type of intervention, especially compared with a waitlist, as the group assignment is easy to guess for participants who are the actual outcome assessors. Indeed, most of the time, outcomes were measured through self-administered online questionnaires. The study by Andersson et al [48] presented a low risk because both groups received the same Web-based intervention and completed online questionnaires, with the only difference being a telephone contact added in the experimental group. Another study [51] used this strategy and provided the same intervention to both groups but not at the same time. The control group had to complete questionnaires before receiving the intervention, which ended up presenting a risk of bias. The risk in the study by Chiauzzi et al [52] remained unclear because of a lack of information. Blinding could have occurred even though the control group did not access a website but received a guide to consult. We found attrition risk of bias in 7 studies that presented a high risk regarding incomplete data [48,51,56-58,60,61]. The reasons for attrition were sometimes not explained, and information was lacking regarding the method for handling missing data. We judged selective reporting as low risk except in 4 studies (unclear) [39,59]. A total of 9 studies had registered protocols [46,47,49,53-56,58,60,62] and, for those without, we judged a low risk for selective reporting given the consistency between methods and results. Other risks of bias were low, except in 3 studies (unclear), in which some information was lacking regarding the methods and attrition. Table 3 summarizes the risk-of-bias assessment for each study. We constructed funnel plots for only 1 analysis due to the small number of studies included in each analysis (n<10) [63,64].

Effects of Interventions

We included 16 studies in the quantitative analysis, having removed the single study on acute pain [62]. We conducted 2 main meta-analyses based on the type of comparator: tailored Web-based intervention versus standard care or waitlist control, and tailored Web-based intervention versus active control. For both meta-analyses, when possible, we analyzed outcomes at 3 different time points (ie, short, medium, and long term). Table 4 reports the tools used for outcome assessment and timeline per study. We included the study with 3 control groups (ie, optional contact, no contact with therapist, and standard care or waitlist control) [54] in both meta-analyses, such that the control group that received the standardized Web-based intervention without contact was included in the tailored Web-based intervention versus active control, and the waitlist control group was included in the tailored Web-based intervention versus standard care or waitlist control.
<table>
<thead>
<tr>
<th>First author, year, reference</th>
<th>Pain (with score range)</th>
<th>Pain-related disability</th>
<th>Psychological well-being</th>
<th>Timing of posttreatment assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Andersson, 2003 [48]</td>
<td>0-5 NRS&lt;sup&gt;a,b&lt;/sup&gt;</td>
<td>HDF&lt;sup&gt;d&lt;/sup&gt;</td>
<td>HADS&lt;sup&gt;d&lt;/sup&gt;</td>
<td>X</td>
</tr>
<tr>
<td>Bossen, 2013 [49]</td>
<td>0-10 NRS</td>
<td>PASE&lt;sup&gt;e&lt;/sup&gt;, KOOS/HOOS&lt;sup&gt;f&lt;/sup&gt;</td>
<td>HADS</td>
<td>X</td>
</tr>
<tr>
<td>Buhrman, 2004 [50]</td>
<td>0-100 VAS&lt;sup&gt;g&lt;/sup&gt;</td>
<td>MPI&lt;sup&gt;b&lt;/sup&gt;</td>
<td>HADS</td>
<td>X</td>
</tr>
<tr>
<td>Carpenter, 2012 [51]</td>
<td>0-10 NRS</td>
<td>RMDQ&lt;sup&gt;i&lt;/sup&gt;</td>
<td>PCS&lt;sup&gt;j&lt;/sup&gt;</td>
<td>X</td>
</tr>
<tr>
<td>Chiauzzi, 2010 [52]</td>
<td>0-10 NRS</td>
<td>BPI&lt;sup&gt;k&lt;/sup&gt;</td>
<td>PCS, DASS&lt;sup&gt;l&lt;/sup&gt;</td>
<td>X</td>
</tr>
<tr>
<td>Dear, 2013 [53]</td>
<td>0-10 NRS</td>
<td>RMDQ</td>
<td>PHQ-9&lt;sup&gt;m&lt;/sup&gt; (depression), GAD-7&lt;sup&gt;n&lt;/sup&gt; (anxiety)</td>
<td>X</td>
</tr>
<tr>
<td>Dear, 2015 [54]</td>
<td>0-10 NRS</td>
<td>RMDQ</td>
<td>PHQ-9 (depression), GAD-7 (anxiety)</td>
<td>X</td>
</tr>
<tr>
<td>Krein, 2013 [55]</td>
<td>0-10 NRS</td>
<td>RMDQ</td>
<td>PCS</td>
<td>X</td>
</tr>
<tr>
<td>Kristjánssdóttir, 2013 [46,47]</td>
<td>0-100 VAS</td>
<td>FIQ&lt;sup&gt;o&lt;/sup&gt;</td>
<td>PCS</td>
<td>X</td>
</tr>
<tr>
<td>Leveille, 2009 [56]</td>
<td>0-10 NRS</td>
<td>N/A&lt;sup&gt;p&lt;/sup&gt;</td>
<td>N/A</td>
<td>X</td>
</tr>
<tr>
<td>Lorig, 2006 [57]</td>
<td>0-10 VAS</td>
<td>IIS&lt;sup&gt;q&lt;/sup&gt;, HAI&lt;sup&gt;r&lt;/sup&gt;</td>
<td>N/A</td>
<td>X</td>
</tr>
<tr>
<td>Lorig, 2008 [58]</td>
<td>0-10 VAS</td>
<td>ALS&lt;sup&gt;s&lt;/sup&gt;, HAQ&lt;sup&gt;t&lt;/sup&gt;</td>
<td>N/A</td>
<td>X</td>
</tr>
<tr>
<td>Martorella, 2012 [62]</td>
<td>0-10 NRS</td>
<td>BPI</td>
<td>PCS</td>
<td>X</td>
</tr>
<tr>
<td>Moessner, 2012 [59]</td>
<td>0-10 NRS</td>
<td>RMDQ</td>
<td>HADS</td>
<td>X</td>
</tr>
<tr>
<td>Moessner, 2014 [39]</td>
<td>0-10 NRS</td>
<td>RMDQ</td>
<td>N/A</td>
<td>X</td>
</tr>
<tr>
<td>Shigaki, 2013 [60]</td>
<td>0-100 NRS with 5-point increment</td>
<td>AIMS&lt;sup&gt;u&lt;/sup&gt;</td>
<td>CES-D&lt;sup&gt;v&lt;/sup&gt; (depression)</td>
<td>X</td>
</tr>
<tr>
<td>Ström, 2000 [61]</td>
<td>0-100 NRS</td>
<td>HDI</td>
<td>BDI&lt;sup&gt;w&lt;/sup&gt; (depression)</td>
<td>X</td>
</tr>
</tbody>
</table>

<sup>a</sup>Headache index: means of noted pain intensity for each day summed, divided by the total number of registration days.
<sup>b</sup>NRS: numeric rating scale.
<sup>c</sup>HDI: Headache Disability Inventory.
<sup>d</sup>HADS: Hospital Anxiety and Depression Scale.
<sup>e</sup>PASE: Physical Activity Scale for the Elderly.
<sup>f</sup>KOOS/HOOS: Knee Osteoarthritis Outcome Score/Hip Injury Osteoarthritis Outcome Score.
<sup>g</sup>VAS: visual analog scale.
<sup>h</sup>PCS: Pain Catastrophizing Scale.
<sup>i</sup>RMDQ: Roland Morris Disability Questionnaire.
<sup>j</sup>BPI: Brief Pain Inventory.
<sup>k</sup>DASS: Depression Anxiety Stress Scale.
<sup>m</sup>PHQ-9: Patient Health Questionnaire.
<sup>n</sup>GAD-7: Generalized Anxiety Disorder.
<sup>o</sup>FIQ: Fibromyalgia Impact Questionnaire.
<sup>p</sup>N/A: not applicable.
<sup>q</sup>IIS: Illness Intrusiveness Rating Scale.
<sup>r</sup>HAI: Health Assessment Instrument.
<sup>s</sup>ALS: Activities Limitation Scale.
<sup>t</sup>HAQ: Health Assessment Questionnaire.
<sup>u</sup>AIMS: Arthritis Impact Measurement Scale.
<sup>v</sup>CES-D: Center for Epidemiologic Studies Depression Scale.
<sup>w</sup>BDI: Beck Depression Inventory.
We removed the control group that received the standardized Web-based intervention with optional contact from the meta-analysis, as it was impossible to evaluate the amount of contact with a therapist that was received. Overall, we included 16 studies in the 2 main meta-analyses: 11 in the tailored Web-based intervention versus standard care or waitlist control [39-49,51,53,55,57-61], and 4 in the tailored Web-based intervention versus active control [46-48,52,56]; we included 1 in both [54].

**Effects of Tailored Web-Based Interventions Versus Standard Care**

**Pain**

We entered 10 studies (n=1310) into an analysis of the short-term effect of Web-based tailored interventions on pain intensity. The overall effect of Web-based tailored interventions on pain intensity was beneficial, with a small effect size and no significant heterogeneity (SMD = –0.21, 95% CI –0.34 to –0.0, P=.003; I²=29%). Figure 2 shows the forest plot of the SMD in pain intensity. The beneficial pain relief effect was not sustained at medium term (4 RCTs, n=987, SMD = –0.08, 95% CI –0.30 to 0.13, P=.45; I²=48%) and long term (5 RCTs, n=1909, SMD = –0.09, 95% CI –0.18 to 0.00, P=.05; I²=0%). Table 5 provides the details of analyses of the effect on pain intensity for each time point.

**Pain-Related Disability**

We entered 6 studies (n=953) into the meta-analysis of the short-term effect of Web-based tailored interventions on pain-related disability. The overall effect was significantly beneficial with a small effect size, although heterogeneity was high (SMD = –0.38, 95% CI –0.59 to –0.16, P<.001; I²=58%). Figure 3 shows the forest plot of the SMD in pain-related disability. We entered 3 studies (n=411) into the meta-analysis of the medium-term effect on pain-related disability. The overall effect, although in favor of the experimental group, was not significant (SMD = –0.07, 95% CI –0.26 to 0.13, P=.49; I²=0%). The meta-analysis for long-term effect on pain-related disability could not be conducted due to the lack of assessments available at this time point.

**Anxiety, Depression, and Pain Catastrophizing**

We found no significant short-term reductions in anxiety (5 RCTs, n=507, SMD = –0.08, 95% CI –0.50 to 0.34, P=.70; I²=79%) or depression (7 RCTs, n=635, SMD = –0.33, 95% CI –0.66 to 0.00, P=.05; I²=73%) with the tailored Web-based intervention compared with standard care or waitlist control. Meta-analytic statistics could not be run for medium-term and long-term effects due to the lack of assessments available at these time points. Meta-analysis could also not be run for pain catastrophizing, which was measured in only 1 study. Multimedia Appendix 1 shows all other forest plots and SMD comparisons with standard care.

Figure 2. Forest plot of the standardized mean difference (95% CI) in pain intensity posttreatment between tailored Web-based interventions and standard care. Black diamond indicates overall treatment effect (tips=95% CI).
Table 5. Effect of tailored Web-based interventions on pain in the short, medium, and long terms compared with standard care.

<table>
<thead>
<tr>
<th>Pain intensity</th>
<th>Study or subgroup</th>
<th>Experimental</th>
<th>Standard care</th>
<th>Weight (%)</th>
<th>Standard mean difference IV, random (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean (SD)</td>
<td>Total Mean (SD)</td>
<td>Total</td>
<td></td>
</tr>
<tr>
<td>After completion of intervention</td>
<td>Bossen [49]</td>
<td>3.5 (4.93)</td>
<td>85</td>
<td>4.5 (5.28)</td>
<td>81</td>
</tr>
<tr>
<td></td>
<td>Buhrman [50]</td>
<td>3.43 (1.68)</td>
<td>22</td>
<td>3.96 (1.63)</td>
<td>29</td>
</tr>
<tr>
<td></td>
<td>Carpenter [51]</td>
<td>5.2 (1.5)</td>
<td>63</td>
<td>5.7 (1.7)</td>
<td>68</td>
</tr>
<tr>
<td></td>
<td>Dear [53]</td>
<td>4.68 (1.7)</td>
<td>30</td>
<td>5.81 (1.85)</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>Dear [54]</td>
<td>4.86 (1.79)</td>
<td>123</td>
<td>5.71 (1.5)</td>
<td>67</td>
</tr>
<tr>
<td></td>
<td>Krein [55]</td>
<td>5.4 (2.2)</td>
<td>101</td>
<td>5.6 (2)</td>
<td>103</td>
</tr>
<tr>
<td></td>
<td>Moessner [59]</td>
<td>2.17 (1.75)</td>
<td>18</td>
<td>2.54 (2.55)</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>Moessner [39]</td>
<td>3.74 (2.09)</td>
<td>167</td>
<td>3.64 (2.03)</td>
<td>161</td>
</tr>
<tr>
<td></td>
<td>Shigaki [60]</td>
<td>3.68 (2.83)</td>
<td>44</td>
<td>4.02 (3.12)</td>
<td>49</td>
</tr>
<tr>
<td></td>
<td>Strom [61]</td>
<td>2.29 (2.33)</td>
<td>20</td>
<td>2.6 (1.94)</td>
<td>25</td>
</tr>
<tr>
<td>Total (95% CI)</td>
<td></td>
<td>673</td>
<td>637</td>
<td>100.0</td>
<td>–0.21 (–0.34 to –0.07)</td>
</tr>
</tbody>
</table>

At follow-up (<6 months after completion of intervention)

|                                   | Buhrman [50]      | 3.62 (2.04)  | 22              | 3.26 (2.16)| 29                           | 12.2 | 0.17 (–0.39 to 0.72)   |
|                                   | Lorig [58]        | 5.86 (2.44)  | 310             | 6.34 (2.31)| 331                          | 43.5 | –0.20 (–0.36 to –0.05) |
|                                   | Moessner [59]     | 2.67 (1.66)  | 26              | 3.46 (2.26)| 24                           | 12.0 | –0.39 (–0.96 to 0.17)  |
|                                   | Moessner [39]     | 4.18 (2.24)  | 122             | 3.97 (2.23)| 123                          | 32.3 | 0.09 (–0.16 to 0.34)   |
| Total (95% CI)                    |                   | 480           | 507             | 100.0      | –0.08 (–0.30 to 0.13)          |

At follow-up (>6 months after completion of intervention)

|                                   | Bossen [49]       | 3.5 (4.67)   | 76              | 3.8 (4.72) | 71                           | 7.7  | –0.06 (–0.39 to 0.26)  |
|                                   | Lorig [57]        | –0.37 (2.72) | 354             | –0.05 (2.46)| 426                         | 40.7 | –0.12 (–0.26 to 0.02)  |
|                                   | Lorig [58]        | 5.77 (2.53)  | 307             | 6.1 (2.35) | 344                          | 34.1 | –0.14 (–0.29 to 0.02)  |
|                                   | Moessner [39]     | 4.22 (2.32)  | 128             | 4.03 (2.54)| 115                          | 12.8 | 0.08 (–0.17 to 0.33)   |
|                                   | Shigaki [60]      | 4.14 (3.12)  | 43              | 3.92 (2.96)| 45                           | 4.6  | 0.07 (–0.35 to 0.49)   |
| Total (95% CI)                    |                   | 908           | 1001            | 100.0      | –0.09 (–0.18 to 0.00)         |

Heterogeneity: $\tau^2=0.01; \chi^2=12.7 (P=.18); I^2=29\%$. Test for overall effect: $Z=2.82 (P=.003)$.

Heterogeneity: $\tau^2=0.02; \chi^2=5.8 (P=.12); I^2=48\%$. Test for overall effect: $Z=0.76 (P=.45)$.

Heterogeneity: $\tau^2=0.00; \chi^2=2.9 (P=.58); I^2=0\%$. Test for overall effect: $Z=1.92 (P=.05)$.

Figure 3. Forest plot of the standardized mean difference (95% CI) in pain-related disability posttreatment between tailored Web-based interventions and standard care. Black diamond indicates overall treatment effect (tips=95% CI).
Effects of Tailored Web-Based Interventions Versus Active Control Group

**Pain**
The tailored Web-based intervention did not relieve pain significantly better than active control in the short term (4 RCTs, n=543, SMD –0.09, 95% CI –0.28 to 0.09, P=.33; I^2=0%) or medium term (4 RCTs, n=630, SMD –0.14, 95% CI –0.29 to 0.02, P=.09; I^2=0%). We could not analyze the long-term effects on pain because of lack of assessments available at this time point. Table 6 provides the details of analyses of the effect on pain intensity for each time point.

**Pain-Related Disability**
The tailored Web-based intervention did not relieve pain significantly better than the active control in the short term (2 RCTs, n=426, SMD –0.09, 95% CI –0.28 to 0.10, P=.37; I^2=0%) or medium term (2 RCTs, n=411, SMD –0.01, 95% CI –0.20 to 0.19, P=.93; I^2=0%). The long-term effect on pain-related disability could not be analyzed due to a lack of assessments available at this time point.

**Anxiety, Depression, and Pain Catastrophizing**
We entered 3 studies (n=450) into the meta-analysis of the short-term effect on anxiety. The overall effect was not significant (SMD –0.05, 95% CI –0.24 to 0.13, P=.56; I^2=0%).

In regard to medium-term effect on anxiety, we entered 2 studies (n=411) into the meta-analysis, and the overall effect was not significant (SMD –0.04, 95% CI –0.30 to 0.21, P=.74; I^2=43%). Long-term effects on anxiety could not be analyzed due to a lack of assessments available at this time point. Multimedia Appendix 2 shows all forest plots and SMD comparisons with active control groups.

The only significant effect of the tailored Web-based intervention was observed for pain catastrophizing in the short term (2 RCTs, n=333, SMD –0.46, 95% CI –0.67 to –0.24, P<.001; I^2=0%). Medium-term and long-term effects could not be explored due to lack of assessments available at this time point in this subgroup of studies. Multimedia Appendix 2 shows all forest plots and SMD comparisons with active control groups.

**Narrative Review**
We could not include 1 study in the meta-analysis because it was the only study targeting acute pain after cardiac surgery [62]. The Web-based tailored intervention was compared with standard care. No effect on pain intensity was recorded. However, less pain interference with breathing and coughing (P=.04) was reported by the experimental group, as well as fewer negative pain beliefs and attitudes (P=.02).

**Funnel Plot Asymmetry and Possible Sources of Explanation**
We examined funnel plot asymmetry for the meta-analysis of the effect on pain intensity when comparing tailored Web-based interventions versus standard care posttreatment (short term) solely because other analyses included too few studies (n<10) [64] (see Multimedia Appendix 3 for funnel plot).

Table 6. Effect of tailored Web-based interventions on pain in the short and medium terms compared with active control group.

<table>
<thead>
<tr>
<th>Pain intensity</th>
<th>Study or subgroup</th>
<th>Weight (%)</th>
<th>Standard mean difference IV, random (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>After completion of intervention</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Experimental Mean (SD)</td>
<td>Total Mean (SD)</td>
<td>Total</td>
</tr>
<tr>
<td>Andersson [48]</td>
<td>4 (4.9)</td>
<td>17</td>
<td>3.1 (2.4)</td>
</tr>
<tr>
<td>Chiauzzi [52]</td>
<td>5.13 (1.95)</td>
<td>95</td>
<td>5.35 (1.94)</td>
</tr>
<tr>
<td>Dear [54]</td>
<td>4.86 (1.79)</td>
<td>123</td>
<td>5.2 (1.8)</td>
</tr>
<tr>
<td>Kristjánsdóttir [46]</td>
<td>5.41 (2.41)</td>
<td>47</td>
<td>5.06 (2.34)</td>
</tr>
<tr>
<td>Total (95% CI)</td>
<td>282</td>
<td>261</td>
<td>100.0</td>
</tr>
<tr>
<td><strong>At follow-up (&lt;6 months after completion of intervention)</strong>&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Experimental Mean (SD)</td>
<td>Total Mean (SD)</td>
<td>Total</td>
</tr>
<tr>
<td>Chiauzzi [52]</td>
<td>4.78 (2.44)</td>
<td>95</td>
<td>5.18 (2.24)</td>
</tr>
<tr>
<td>Dear [54]</td>
<td>4.96 (2)</td>
<td>115</td>
<td>5.02 (1.93)</td>
</tr>
<tr>
<td>Kristjánsdóttir [46]</td>
<td>5.19 (2.38)</td>
<td>37</td>
<td>5.85 (2.25)</td>
</tr>
<tr>
<td>Leveille [56]</td>
<td>3.3 (2.9)</td>
<td>71</td>
<td>3.8 (3.1)</td>
</tr>
<tr>
<td>Total (95% CI)</td>
<td>318</td>
<td>312</td>
<td>100.0</td>
</tr>
</tbody>
</table>

<sup>a</sup>Heterogeneity: τ^2=0.00; χ^2=2.5 (P=.48); I^2=0%. Test for overall effect: Z=0.99 (P=.32).

<sup>b</sup>Heterogeneity: τ^2=0.00; χ^2=1.1 (P=.78); I^2=0%. Test for overall effect: Z=1.70 (P=.09).
We observed some asymmetry at the bottom, possibly reflecting moderate heterogeneity due to the inclusion of small studies. Variations in samples coming from the general population as opposed to outpatients from a clinic could also be a potential explanation.

**Discussion**

**Principal Findings**

We explored the efficacy of tailored Web-based interventions for pain management in comparison with standard care or waiting-list controls and active controls. A total of 17 studies met the inclusion criteria. All studies used feedback as 1 of the tailoring mechanisms, and half of them (n=8) used a hybrid format including telephone or face-to-face contact with a therapist. Most of the studies compared the tailored Web-based intervention versus standard or waiting-list control (n=12). Only 1 study concerned acute pain, which we removed from the meta-analysis, resulting in 16 studies available for quantitative assessment. We evaluated 5 different outcomes: pain intensity (primary outcome), pain-related disability, anxiety, depression, and pain catastrophizing. We assessed effects according to 3 time intervals (short term: <1 month; medium term: 1-6 months; and long term: 6-12 months).

Compared with standard care or waiting list, pain intensity (10 RCTs, n=1310) and pain-related disability (6 RCTs, n=953) were improved immediately after the tailored Web-based intervention with small effect sizes (ie, <0.40). No other improvements were observed at follow-up in the medium and long terms. Other systematic reviews and meta-analyses on Web-based CBT [15,18,19], as well as traditional CBT [65], also reported small effects in the reduction of pain posttreatment compared with standard care or waiting list. One meta-analysis showed that small positive effects on pain-related disability were maintained at follow-up (3 months or more) [18]. However, evaluation of effects at follow-up did not distinguish between medium-term and long-term intervals (eg, 3 and 12 months). Moreover, the meta-analysis did not discriminate between active controls and standard or waitlist controls. Although results were in favor of tailored Web-based interventions, we found no statistically significant benefits for anxiety and depression in our study at any of the time points, and the level of heterogeneity was high. Another meta-analysis found a small effect on depression posttreatment compared with standard care. However, that analysis merged both depression and anxiety outcomes [19].

When comparing the active control group, we found no improvements for the primary outcome (pain intensity) or any of the outcomes except for a small effect size on pain catastrophizing (2 RCTs, n=333) immediately after the intervention. The 2 studies included in this analysis were quite different [46,52]. Although they both used content matching, they used different format (hybrid vs not), and a different approach (CBT and motivational vs CBT, acceptance and commitment therapy, and mindfulness). Nonetheless, it is important to underline that the levels of catastrophizing recorded were high. One meta-analysis on Web-based CBT found a small effect on pain catastrophizing posttreatment [19]. However, a high heterogeneity was reported and the comparator was standard care or waiting list. Our results in relation to the active control comparator are in concordance with a previous meta-analysis on traditional psychological therapies for chronic pain, which concluded that there was no evidence of efficacy of CBT and behavioral therapy on pain [65]. It is also noteworthy that meta-analyses conducted in our study with the active control group included very few studies.

Lastly, based on our results and previous results, a general observation can be made pertaining to the effects of Web-based interventions on chronic pain. Regardless of the type of comparison used (ie, usual treatment or active control), effects were redundantly small, which poses a question concerning the adequacy of pain reduction as an outcome. Previous authors [18] have suggested including participants with moderate to severe pain intensity at baseline in order to appreciate the benefits of these interventions. This was true for the only 2 studies in our review that reported moderate effects on pain [53,54]. All participants had a moderate level of pain intensity at baseline. Another avenue could be to focus on outcomes related to the concept of chronic pain acceptance and quality of life [66,67], as most interventions for chronic pain used a CBT approach aimed at reducing disability, depression, and anxiety, not necessarily reducing pain.

**Limitations and Future Research**

Although our results are consistent with other meta-analyses, a major difference in our results is related to the heterogeneity of intervention approaches that we found in tailored Web-based interventions for pain management as opposed to traditional CBT. Selected studies included interventions profoundly influenced by CBT, but approaches were oftentimes multimodal and varied from wearing a pedometer and physical activity coaching to relaxation and mindfulness. Many of the interventions also included an educational aspect related to management of a specific chronic disease and wellness. The dosage of interventions was also very diverse, ranging from 2 sessions per week for 3 weeks [51] or 5 sessions per week for 4 weeks [46,47] to 12 to 15 weekly sessions [39] or even weekly reminders for 12 months [55]. This variation does not allow for gauging the influence of these interventions. Another observation regarding intervention content is that only half of the interventions used the mechanism of content matching, which is thought to be the essence of tailored approaches [21]. While the only 2 studies that reported moderate effects (ie, <0.50) on pain intensity did not use content matching but rather a hybrid format involving telephone contact with a therapist [53,54], carefully choosing behavioral change techniques that fit the targeted behavior could enhance the effects of these interventions [12,68]. The contribution of this tailoring mechanism is yet to be explored regarding pain management. When the number of studies available allows it, it would be interesting to examine effect according to tailoring mechanisms and dosage.

Attrition and fidelity of intervention delivery are challenges in Web-based interventions. The attrition rate ranged from 5% to 56% with an average of 22%, even though all interventions included some kind of feedback, with half of them using human...
interaction. This rate is similar to the rate found in another meta-analysis, underlining that there was no difference in attrition even when participants received more guidance as opposed to no reminders or feedback [19]. Questions remain regarding this issue and the efficacy of these methods. A meta-analysis on tailored Web-based interventions in general found that expert input does not necessarily mean more efficacy [30]. The intervention itself could also be one aspect of the problem. Indeed, interventions for chronic pain require engagement, and some involve frequent weekly activities and are of long duration. Web-based tailored interventions for chronic conditions should consider disease burden and the complexity of accomplishing certain tasks [30]. Although we cannot outline clear guidelines, among studies with higher dropout rates (<20%), interventions could include up to 5 sessions per week [46,47,58] or could last for 12 to 15 weeks [59]. Having a better understanding of which ingredient works for which patient and, consequently, using tailoring to adapt content could lead to more concise and efficient interventions. In fact, it has been observed that pain management interventions with a duration of less than 8 weeks are more effective [69]. Moreover, cost-benefit analyses would definitely be informative, as only small effects have been recorded.

In an effort to decrease heterogeneity in measures and their involved concepts when looking at pain-related disability, we focused on the 2 most commonly used measures: the Roland Morris Disability Questionnaire and the Brief Pain Inventory. This could have influenced our results. Although our study is 1 of the few making a distinction between comparators, we could include only 5 studies in the meta-analysis focusing on active control groups. Our results are in that sense to be interpreted with caution.

Lastly, we found only 1 intervention for acute pain, which highlights the need to explore the avenue of tailored Web-based interventions for this type of pain and for the prevention of chronic pain. The context and settings of acute pain are very different from the chronic spectrum and could lead to different outcomes. Hence, it has been shown that Web-based tailored interventions that are preventive in nature and targeting a general population, not a specific condition, were more successful [30]. Another possible avenue for intervention development is the consideration of sex differences. The majority of participants in the included studies were women, which was observed in other meta-analyses on Web-based interventions for pain management [18,19]. These interventions are tailored to some extent, but none of them have taken into account sex differences in terms of pain experience and coping styles. Although there is still some controversy around pain sensitivity differences, getting a better understanding of women’s needs as opposed to men’s needs could improve the uptake of interventions. A recent study (n=1371) in the context of a rehabilitation program found that women have better activity level, pain acceptance, and social support, while men report more fear of movement and mood disturbances [70].

Implications and Conclusion

Although several meta-analyses and systematic reviews of Web-based interventions for pain management have been conducted, this is, to our knowledge, the first examining tailored Web-based interventions and using active control groups as a comparator. Tailored Web-based interventions did not prove to be more efficacious than standardized Web-based interventions in terms of pain intensity, pain-related disability, anxiety, and depression. Similar findings to other meta-analyses on Web-based interventions for pain management were generated, meaning that these interventions may have a short-term effect on pain intensity and disability compared with usual care. An interesting finding was that some efficacy was shown in pain catastrophizing compared with active control interventions.

Tailored Web-based interventions are a recent field of research among behavioral change interventions. Considering the diversity of approaches used in tailored Web-based interventions for chronic pain management, their efficacy is yet to be explored. Moreover, the scarcity of tailored Web-based interventions available for acute pain management reflects the multitude of possibilities for intervention development. Feedback was used in all studies but content matching, the most important tailoring ingredient, was used in only half of the studies. More studies would improve our understanding of the efficacy of these interventions, enabling subgroup analyses according to their therapeutic content and their level of tailoring (ie, content matching).
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Multimedia Appendix 3
Funnel plot: tailored Web-based interventions vs standard care (n=10).
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Abstract

Background: The translation of Web-based physical activity intervention research into the real world is lacking and becoming increasingly important.

Objective: To compare usage and effectiveness, in real-world settings, of a traditional Web 1.0 Web-based physical activity intervention, providing limited interactivity, to a Web 2.0 Web-based physical activity intervention that includes interactive features, such as social networking (ie, status updates, online “friends,” and personalized profile pages), blogs, and Google Maps mash-ups.

Methods: Adults spontaneously signing up for the freely available 10,000 Steps website were randomized to the 10,000 Steps website (Web 1.0) or the newly developed WALK 2.0 website (Web 2.0). Physical activity (Active Australia Survey), quality of life (RAND 36), and body mass index (BMI) were assessed at baseline, 3 months, and 12 months. Website usage was measured continuously. Analyses of covariance were used to assess change over time in continuous outcome measures. Multiple imputation was used to deal with missing data.

Results: A total of 1328 participants completed baseline assessments. Only 3-month outcomes (224 completers) were analyzed due to high attrition at 12 months (77 completers). Web 2.0 group participants increased physical activity by 92.8 minutes per week more than those in the Web 1.0 group (95% CI 28.8-156.8; P=.005); their BMI values also decreased more (–1.03 kg/m2, 95% CI –1.65 to -0.41; P=.001). For quality of life, only the physical functioning domain score significantly improved more in the Web 2.0 group (3.6, 95% CI 1.7-5.5; P<.001). The time between the first and last visit to the website (3.57 vs 2.22 weeks; P<.001) and the mean number of days the website was visited (9.02 vs 5.71 days; P=.002) were significantly greater in the Web 2.0 group compared to the Web 1.0 group. The difference in time-to-nonusage attrition was not statistically significant between groups (Hazard Ratio=0.97, 95% CI 0.86-1.09; P=.59). Only 21.99% (292/1328) of participants (n=292 summed for both groups) were still using either website after 2 weeks and 6.55% (87/1328) were using either website after 10 weeks.

Conclusions: The website that provided more interactive and social features was more effective in improving physical activity in real-world conditions. While the Web 2.0 website was visited significantly more, both groups nevertheless displayed high nonusage attrition and low intervention engagement. More research is needed to examine the external validity and generalizability of Web-based physical activity interventions.
Introduction

Given low population levels of physical activity and high associated physical and mental burden of disease caused by inactive lifestyles [1], there is a need for effective physical activity interventions that can reach large populations at low cost [2]. In this context, research into the effectiveness of Web-based interventions has become popular [3], as large and increasingly diverse populations can be reached without geographical limitations by using the Internet [4]. While literature reviews and meta-analyses point to the short-term effectiveness of Web-based physical activity interventions [5,6], they also highlight that there is a lack of evidence for long-term behavior change, as well as a lack of knowledge about what are the most effective intervention components [7]. The lack of evidence for long-term behavior change has often been attributed to low levels of participant engagement and retention, due to examining websites that are static in nature, that lack social support elements, and that provide limited opportunity for interactivity or information exchange [5].

Websites with more dynamic, interactive, user-focused features, also referred to as second generation or Web 2.0 features, are now commonly used and include social networking, blogs, wikis, podcasts, and mash-ups [8]. They provide users with the opportunity to directly generate, modify, and share information [9]. Few physical activity studies have examined the effectiveness of Web 2.0 features [8,10,11], which may enhance engagement with the intervention and, in turn, lead to long-term behavior change. A review by Maher et al, however, indicated that the use of online social networks in behavior change trials was only modestly effective [10]. In this context, it has been argued that randomized controlled trials (RCTs) are not the most appropriate research design to truly examine the effectiveness of Web 2.0 features [12].

It has been asserted that the highly controlled nature of RCTs, which aim to minimize impact of selection bias, confounding factors, and contamination, stifle the dynamic, spontaneous, viral nature of Web 2.0 features [12]. While RCTs are an essential component of the research process, complementary approaches with high external validity and generalizability are also essential. For example, if one is not able to invite friends to join an online social network due to RCT-related restrictions, the social network is unlikely to be as functional and effective as it would be in real-world circumstances [13]. As such, there is a need for alternative and ecologically valid research designs that evaluate Web-based interventions in real-life conditions in order to advance the science in this area [14].

The translation and dissemination of Web-based physical activity intervention research into the real world is lacking and becoming increasingly important. Therefore, the main aim of this study was to compare the physical activity behavior of individuals using a traditional Web 1.0 physical activity website to those using an innovative Web 2.0 physical activity website in real-world settings. The study also aimed to assess the effectiveness of Web 2.0 features to engage and retain individuals to a physical activity promotion website, as well as examine differences in quality of life and body mass index (BMI) between intervention groups. The primary hypothesis was that participants in the Web 2.0 condition would display higher levels of physical activity at 3 and 12 months, compared to those in the Web 1.0 condition. The secondary hypotheses were that, in the Web 2.0 condition, there would be higher website engagement and retention as well as improvements in quality of life and BMI when compared to the Web 1.0 condition at 3 and 12 months.

Methods

Overview

As the detailed protocol for this study has been published elsewhere [13], only summary information will be provided here (see Multimedia Appendix 1 for additional screenshots of the intervention). This study is the second phase of the substantive WALK 2.0 project and builds on an earlier RCT [15,16], which rigorously tested the efficacy of the interventions described here [11]. The Western Sydney University Human Research Ethics Committee granted ethical approval for this study (H8767). This trial has been registered at the Australian New Zealand Clinical Trials Registry (ACTRN12611000253909).

Recruitment, Procedures, Study Design, and Participants

Adults 18 years of age or older spontaneously signing up for the freely available and Web-based 10,000 Steps program [17], which attracts over a 1000 new members per month [18], were asked during the registration process whether they wanted to participate in a research study from November 2012 to June 2014. The 10,000 Steps project has been funded since 2001 through Queensland Health, one of the Australian State Ministries of Health. The project is well known through media and marketing events in Australia, particularly in Queensland, with over 70% program awareness in population-based surveys. If potential participants agreed to participate in research, they received more information about the study, were screened online for eligibility, provided informed consent, and completed a brief baseline survey. Using a computer-generated algorithm, they
were randomized to receive access to one of two intervention websites: a Web 1.0 intervention, which was the 10,000 Steps website they were originally signing up for, or a Web 2.0 intervention, which was the newly developed WALK 2.0 website. For technical reasons, participants were randomized before completing the baseline measures, however, they only gained access to intervention materials after completing the baseline assessment. Follow-up outcomes were assessed 3 and 12 months postbaseline using online questionnaires; participants were invited by email and received up to three reminders. All actions, from study invitation to completion, were fully automated with no interaction from the research team at any point. The research team also provided no instructions as to how the interventions should be used and there was no predefined intervention duration. However, even though the aim of reaching 10,000 steps a day was implicit, participants were provided with the Australian Physical Activity Guidelines and the websites were designed to encourage self-monitoring and interaction on a daily basis for as long as possible—participants had an option to receive a daily reminder to use the websites. No pedometers were provided. Exclusion criteria were the following: being under 18 years of age; seeking to participate in a 10,000 Steps Workplace Challenge; having been a participant in the WALK 2.0 RCT; and having a medical condition that prevents them from increasing physical activity, assessed through the Physical Activity Readiness Questionnaire [19].

Interventions

Web 1.0 Intervention

Participants allocated to the Web 1.0 group were given access to the existing 10,000 Steps website. This website was originally developed to promote the community-based 10,000 Steps Australia project [20,21]. The website includes features that support individual self-monitoring (eg, step log) and communication exchange (eg, discussion forums), and provides access to a library with educational resources (eg, benefits of activity). Participants were able to log steps and/or type and duration of other physical activities. Participants also had the ability to share stories, ask questions, or make comments in the discussion forum.

Web 2.0 Intervention

Participants allocated to the Web 2.0 group were given access to a newly developed website, WALK 2.0, that provided content and functionality similar to the Web 1.0 condition (eg, step log and library); however, this website was supplemented with Web 2.0 features that included annotation, messaging, and group-publishing tools implemented in a stand-alone social networking setting. Participants in the Web 2.0 group also had access to self-monitoring features and educational resources, however, these had advanced functionalities that provided greater interactivity and participatory communication between users (eg, status updates, internal emails, inviting “friends,” and personalized profile pages). Participants could upload content to their own profile page, share this information with others, and invite individuals who were not study participants to become their “friends” and use the website. Participants could also connect with Facebook (eg, post their step total for the day on their Facebook wall), but the Web 2.0 website was completely separate from Facebook.

Measures

Demographics

Participants’ gender, age, educational level (school education, trade/diploma, or higher education), employment status (full time, part time/casual, or other), occupation (professional white collar, blue collar, or other), weekly household income (<Aus $1000, Aus $1000-$1999, Aus $2000-$5000, or no response), Internet self-confidence (low or high), height (cm), and weight (kg) were assessed. Self-reported BMI was calculated as weight (kg) over height squared (m²) and categorized as normal weight (≤24.99 kg/m²), overweight (25-29.99 kg/m²), and obese (≥30 kg/m²).

Physical Activity

The Active Australia Survey was used to measure self-reported physical activity [22]. This instrument provides an estimate of total weekly minutes of physical activity by summing total minutes of walking for transport and recreation, moderate-intensity physical activity, and vigorous-intensity physical activity—multiplied by 2 to account for the higher energy expenditure per time unit—during the previous week. The Active Australia Survey has acceptable test-retest reliability and validity in Australian adults [23,24] and has been demonstrated to be sensitive enough to detect change over time [25]. The Active Australia Survey was used to determine the following: total physical activity per week and whether participants were engaging in sufficient physical activity—a minimum of 150 minutes of moderate-to-vigorous physical activity per week accumulated over five or more sessions.

Quality of Life

The RAND 36 Short Form Survey was used to assess quality of life in eight health-related categories: physical functioning, bodily pain, role limitations due to physical health problems, role limitations due to personal or emotional problems, emotional well-being, social functioning, energy/fatigue, and general health perceptions [26,27]. All items were scored from 0 to 100, with a high score representing a more favorable health state. Items in each category were then averaged together to create eight subscale scores. The RAND 36 has been validated in Australian populations [28].

Website Engagement and Retention

Website usage statistics for both websites were continuously measured using Google Analytics (eg, time on site) and data were extracted directly from the website databases (eg, step entry information). These measures were only examined from baseline to 3 months (first 12 weeks), due to the low survey completion rate at 12 months. The total and average number of website visits were assessed, as well as the time between the first and last visit. The total and average number of days with a step entry and step entry comments were assessed, including the time between first and last step entry. Nonusage attrition was defined as not having visited the website and/or logged steps for at least two consecutive weeks [11,18].
Website Usability

The System Usability Scale (SUS) was used to assess website usability [29]. This scale is a 10-item survey, scored on a 5-point scale of strength of agreement, with good reliability and concurrent validity [30]. Final scores can range from 0 to 100, where higher scores indicate better usability. Self-reported use and usefulness for different features on both websites is also reported. Participants were asked about usefulness on a 5-point scale; the proportion of participants who thought the feature was “useful” or “very useful” is reported.

Sample Size

The trial was powered to detect a 4% between-group difference in the prevalence of sufficient physical activity, as defined by the Australian Physical Activity Guidelines, between the Web 1.0 and Web 2.0 groups. To achieve this aim with 80% power and an alpha level of .05, a minimum of 1034 participants per group were needed [13].

Statistical Analyses

All statistical analyses were conducted using SAS version 9.4 (SAS Institute Inc). Differences between participants with complete and missing data were compared using t tests or Pearson chi-square tests. Analysis of covariance (ANCOVA) was used to test for differences between treatment groups at 3 months in physical activity, quality of life, and BMI; baseline physical activity, BMI, quality of life levels, and confounding variables were included in the models as covariates. Logistic regression was used to estimate between-group differences in the proportion of participants who achieved sufficient physical activity. Results are presented both for those with complete data at baseline and 3 months (completer analyses), as well as those with missing data, following intention-to-treat principles. Multiple imputation was applied to deal with missing data, under the missing-at-random assumption, using the chained equations method. Rubin’s method was used to pool the treatment effects using 25 imputed datasets, as the fraction of missing data was high [31]. To analyze between-group differences in website engagement and retention, t tests were used. A proportional hazards regression model was used to estimate between-group differences in time from randomization to nonusage; Kaplan-Meier estimates of the proportion remaining active (the survival distribution) are also presented [32]. Due to very small participant numbers, 12-month data were not included in any of the analyses. The significance level was set at P<.05.

Results

Participants

A participant flowchart is provided in Figure 1. After automatically screening out ineligible people, 10,673 people were invited and 3480 indicated an interest in participating. After eligibility checks, providing informed consent, and website registration, 1328 people completed all baseline measures. Out of 1328 participants, 224 (16.87%) completed the 3-month assessment and 77 (5.80%) completed the 12-month assessment. Table 1 presents participant demographics. At baseline, the majority of participants were female (1095/1328, 82.45%), were 44 years of age or under (818/1328, 61.60%), were overweight or obese (849/1328, 63.93%), had a higher education (693/1328, 52.18%), were full-time employed (771/1328, 58.06%), had a professional or white-collar job (879/1328, 66.19%), and participated in sufficient physical activity (757/1328, 57.00%). There were no significant between-group differences in participant characteristics at baseline; however, several between-group differences were observed among those who completed the 3-month assessment and those who did not. There was significantly greater retention among those who were Web 1.0 group participants, male, aged 45 years or older, and not obese, as well as those having a higher education, professional occupation, and higher income.

Physical Activity

The physical activity outcomes are presented in Table 2. In the intention-to-treat analysis, a significant difference between groups was found: participants randomized to the Web 2.0 group increased physical activity by 92.8 minutes per week more compared to those in the Web 1.0 group (P=.005; Cohen d effect size=0.29). In the completer analysis, participants in the Web 2.0 group increased physical activity by 56.6 minutes per week more compared to those in the Web 1.0 group, however, this difference was not significant (P=.20; Cohen d effect size=0.24).

At baseline, 57.00% (757/1328) of participants in both groups engaged in sufficient physical activity. At the 3-month time point, 77% (62/80) of Web 2.0 participants and 71.5% (103/144) of Web 1.0 participants engaged in sufficient physical activity. A significant between-group difference in favor of the Web 2.0 group was observed in the intention-to-treat analysis (Relative Risk [RR]=1.11, 95% CI 1.01-1.21; t64,5=-2.19, P=.03), but not in the completer analysis (RR=1.03, 95% CI 0.89-1.18; Z=0.36, P=.71).

Quality of Life

There was no effect of the intervention on most quality of life variables (see Table 2), except for the physical functioning domain: a significant improvement (3.6 units) was observed in the Web 2.0 group compared to the Web 1.0 group (P<.001).

Body Mass Index

BMI reduced over time in both groups (see Table 2) and significant between-group differences were observed for both the intention-to-treat analysis (in favor of the Web 2.0 group: change in BMI=−1.03 kg/m², P=.002) and the completer analysis (in favor of the Web 1.0 group: change in BMI=−0.58 kg/m², P=.002).
Figure 1. Participant flowchart. PAR-Q: Physical Activity Readiness Questionnaire.
Table 1. Participant demographic characteristics at baseline by group and for those with complete or missing data.

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Total (n=1328)</th>
<th>Web 1.0: 10,000 Steps (n=722)</th>
<th>Web 2.0: WALK 2.0 (n=606)</th>
<th>Completer at 3 months (n=224)</th>
<th>Missing at 3 months (n=1104)</th>
<th>P value &lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Group, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10,000 Steps</td>
<td>722 (54.36)</td>
<td>722 (100)</td>
<td>0 (0)</td>
<td>144 (64.3)</td>
<td>578 (52.35)</td>
<td>.001</td>
</tr>
<tr>
<td>WALK 2.0</td>
<td>606 (45.63)</td>
<td>0 (0)</td>
<td>606 (100)</td>
<td>80 (35.7)</td>
<td>526 (47.73)</td>
<td></td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>233 (17.54)</td>
<td>117 (16.2)</td>
<td>116 (19.1)</td>
<td>54 (24.1)</td>
<td>179 (16.2)</td>
<td>.006</td>
</tr>
<tr>
<td>Female</td>
<td>1095 (82.45)</td>
<td>605 (83.8)</td>
<td>490 (80.9)</td>
<td>170 (75.9)</td>
<td>925 (83.78)</td>
<td></td>
</tr>
<tr>
<td><strong>Age (years), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>503 (37.87)</td>
<td>278 (38.5)</td>
<td>225 (42.1)</td>
<td>52 (23.2)</td>
<td>451 (40.85)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>35-44</td>
<td>315 (23.71)</td>
<td>163 (23.6)</td>
<td>152 (25.1)</td>
<td>45 (20.1)</td>
<td>270 (24.45)</td>
<td></td>
</tr>
<tr>
<td>45-54</td>
<td>310 (23.34)</td>
<td>174 (24.1)</td>
<td>136 (22.4)</td>
<td>67 (29.9)</td>
<td>243 (22.01)</td>
<td></td>
</tr>
<tr>
<td>55-64</td>
<td>164 (12.34)</td>
<td>83 (11.5)</td>
<td>81 (13.4)</td>
<td>43 (19.2)</td>
<td>121 (10.96)</td>
<td></td>
</tr>
<tr>
<td>65 and over</td>
<td>36 (2.71)</td>
<td>24 (3.3)</td>
<td>12 (2.0)</td>
<td>17 (7.6)</td>
<td>19 (1.72)</td>
<td></td>
</tr>
<tr>
<td><strong>Internet self-confidence, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>38 (2.86)</td>
<td>24 (3.3)</td>
<td>14 (2.3)</td>
<td>6 (2.7)</td>
<td>32 (2.89)</td>
<td>.86</td>
</tr>
<tr>
<td>High</td>
<td>1289 (97.06)</td>
<td>698 (96.7)</td>
<td>591 (97.5)</td>
<td>218 (97.3)</td>
<td>1071 (97.01)</td>
<td></td>
</tr>
<tr>
<td><strong>Body mass index (kg/m&lt;sup&gt;2&lt;/sup&gt;), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal weight (≤24.99)</td>
<td>438 (32.98)</td>
<td>239 (33.1)</td>
<td>199 (32.8)</td>
<td>83 (37.1)</td>
<td>355 (32.15)</td>
<td>.008</td>
</tr>
<tr>
<td>Overweight (25-29.99)</td>
<td>376 (28.31)</td>
<td>202 (28.0)</td>
<td>174 (23.8)</td>
<td>75 (33.5)</td>
<td>301 (27.26)</td>
<td></td>
</tr>
<tr>
<td>Obese (≥30)</td>
<td>473 (35.61)</td>
<td>259 (35.9)</td>
<td>214 (35.3)</td>
<td>61 (27.2)</td>
<td>412 (37.31)</td>
<td></td>
</tr>
<tr>
<td><strong>Highest education level, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Higher education</td>
<td>698 (51.88)</td>
<td>362 (50.1)</td>
<td>336 (55.4)</td>
<td>135 (60.3)</td>
<td>563 (50.99)</td>
<td>.03</td>
</tr>
<tr>
<td>Trade/ diploma</td>
<td>428 (32.22)</td>
<td>240 (33.2)</td>
<td>188 (31.0)</td>
<td>64 (28.6)</td>
<td>364 (32.97)</td>
<td></td>
</tr>
<tr>
<td>School education</td>
<td>201 (15.13)</td>
<td>120 (16.6)</td>
<td>81 (13.4)</td>
<td>25 (11.2)</td>
<td>176 (15.94)</td>
<td></td>
</tr>
<tr>
<td><strong>Employment, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full time</td>
<td>771 (58.05)</td>
<td>425 (58.9)</td>
<td>346 (57.1)</td>
<td>140 (61.9)</td>
<td>631 (57.15)</td>
<td>.35</td>
</tr>
<tr>
<td>Part time/casual</td>
<td>263 (19.80)</td>
<td>130 (18.0)</td>
<td>133 (21.9)</td>
<td>39 (17.4)</td>
<td>224 (20.28)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>293 (22.06)</td>
<td>167 (23.1)</td>
<td>126 (20.8)</td>
<td>45 (20.1)</td>
<td>248 (22.46)</td>
<td></td>
</tr>
<tr>
<td><strong>Occupation, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Professional</td>
<td>540 (40.66)</td>
<td>298 (40.0)</td>
<td>242 (39.9)</td>
<td>111 (49.6)</td>
<td>429 (38.85)</td>
<td>.04</td>
</tr>
<tr>
<td>White collar</td>
<td>339 (25.52)</td>
<td>177 (24.5)</td>
<td>162 (26.7)</td>
<td>45 (20.1)</td>
<td>294 (26.63)</td>
<td></td>
</tr>
<tr>
<td>Blue collar</td>
<td>37 (2.78)</td>
<td>19 (2.6)</td>
<td>18 (3.0)</td>
<td>7 (3.1)</td>
<td>30 (2.71)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>119 (8.96)</td>
<td>61 (8.4)</td>
<td>58 (9.6)</td>
<td>16 (7.1)</td>
<td>103 (9.32)</td>
<td></td>
</tr>
<tr>
<td>No response</td>
<td>293 (22.06)</td>
<td>167 (23.1)</td>
<td>126 (20.8)</td>
<td>45 (20.1)</td>
<td>248 (22.46)</td>
<td></td>
</tr>
<tr>
<td><strong>Weekly household income (AUS $), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;$1000</td>
<td>361 (27.18)</td>
<td>193 (26.7)</td>
<td>168 (27.7)</td>
<td>40 (18.3)</td>
<td>321 (29.07)</td>
<td>.001</td>
</tr>
<tr>
<td>$1000-$1999</td>
<td>372 (28.01)</td>
<td>207 (28.7)</td>
<td>165 (27.2)</td>
<td>74 (33.0)</td>
<td>298 (26.99)</td>
<td></td>
</tr>
<tr>
<td>$2000-$5000</td>
<td>324 (24.39)</td>
<td>173 (24.0)</td>
<td>151 (24.9)</td>
<td>67 (29.9)</td>
<td>257 (23.27)</td>
<td></td>
</tr>
<tr>
<td>No response</td>
<td>270 (20.33)</td>
<td>149 (20.6)</td>
<td>121 (20.0)</td>
<td>43 (19.2)</td>
<td>227 (20.56)</td>
<td></td>
</tr>
<tr>
<td><strong>Total weekly minutes of physical activity, mean (SD)</strong></td>
<td>338 (348)</td>
<td>341 (353)</td>
<td>334 (342)</td>
<td>306 (270)</td>
<td>344 (361)</td>
<td>.13</td>
</tr>
</tbody>
</table>
Demographic characteristics

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Total (n=1328)</th>
<th>Web 1.0: 10,000 Steps (n=722)</th>
<th>Web 2.0: WALK 2.0 (n=606)</th>
<th>Completer at 3 months (n=224)</th>
<th>Missing at 3 months (n=1104)</th>
<th>P value $^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Level of physical activity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sufficient</td>
<td>757 (57.00)</td>
<td>410 (56.8)</td>
<td>347 (57.3)</td>
<td>141 (62.9)</td>
<td>616 (55.79)</td>
<td>.13</td>
</tr>
<tr>
<td>Insufficient</td>
<td>496 (37.34)</td>
<td>274 (38.0)</td>
<td>222 (36.6)</td>
<td>71 (32.0)</td>
<td>425 (38.49)</td>
<td></td>
</tr>
<tr>
<td>No reported activity</td>
<td>75 (5.64)</td>
<td>38 (5.3)</td>
<td>37 (6.1)</td>
<td>12 (5.4)</td>
<td>63 (5.70)</td>
<td></td>
</tr>
</tbody>
</table>

$^a$P values compare those who completed or were missing at the 3-month time point. Statistical significance is represented by $P < .05$. 
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### Table 2. Changes in outcome variables for intention-to-treat (n=1328) and completer (n=224) analyses.

<table>
<thead>
<tr>
<th>Outcome variables</th>
<th>Web 1.0: 10,000 Steps</th>
<th>Web 2.0: WALK 2.0</th>
<th>Difference in between-group changes (95% CI)</th>
<th>Z or t&lt;sup&gt;a&lt;/sup&gt;</th>
<th>P value&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total physical activity (min/week)</strong>&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intention-to-treat</td>
<td>341.9 (353.8)</td>
<td>381.7 (16.6)</td>
<td>334.0 (342.2)</td>
<td>473.9 (26.4)</td>
<td>+92.78 (28.78-156.77)</td>
</tr>
<tr>
<td>Completers</td>
<td>341.9 (353.8)</td>
<td>385.2 (269.5)</td>
<td>334.0 (342.2)</td>
<td>464.5 (359.0)</td>
<td>+56.65 (-30.35-143.64)</td>
</tr>
<tr>
<td><strong>Quality of life</strong>&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Physical functioning</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intention-to-treat</td>
<td>88.8 (15.5)</td>
<td>89.1 (0.8)</td>
<td>88.5 (16.2)</td>
<td>92.7 (0.5)</td>
<td>+3.58 (1.66-5.49)</td>
</tr>
<tr>
<td>Completers</td>
<td>88.8 (15.5)</td>
<td>89.6 (14.5)</td>
<td>88.5 (16.2)</td>
<td>92.9 (7.7)</td>
<td>+3.79 (0.68-6.91)</td>
</tr>
<tr>
<td><strong>Role limitations due to physical health problems</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intention-to-treat</td>
<td>83.8 (29.3)</td>
<td>83.8 (1.6)</td>
<td>84.2 (29.0)</td>
<td>84.2 (1.7)</td>
<td>+0.38 (-4.85-5.62)</td>
</tr>
<tr>
<td>Completers</td>
<td>83.8 (29.3)</td>
<td>84.2 (29.0)</td>
<td>84.2 (29.0)</td>
<td>85.3 (28.0)</td>
<td>-0.14 (-8.18-7.90)</td>
</tr>
<tr>
<td><strong>Role limitation due to personal or emotional problems</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intention-to-treat</td>
<td>74.3 (36.9)</td>
<td>80.6 (2.1)</td>
<td>76.2 (36.8)</td>
<td>84.0 (1.8)</td>
<td>+3.31 (-2.59-9.22)</td>
</tr>
<tr>
<td>Completers</td>
<td>74.3 (36.9)</td>
<td>80.1 (35.4)</td>
<td>76.2 (36.8)</td>
<td>85.0 (28.8)</td>
<td>+5.83 (-2.68-14.34)</td>
</tr>
<tr>
<td><strong>Energy/fatigue</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intention-to-treat</td>
<td>50.0 (20.7)</td>
<td>57.2 (1.1)</td>
<td>51.4 (20.4)</td>
<td>59.5 (1.4)</td>
<td>+2.28 (-1.49-6.06)</td>
</tr>
<tr>
<td>Completers</td>
<td>50.0 (20.7)</td>
<td>57.8 (21.2)</td>
<td>51.4 (20.4)</td>
<td>60.2 (19.0)</td>
<td>+1.55 (-2.84-5.94)</td>
</tr>
<tr>
<td><strong>Emotional well-being</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intention-to-treat</td>
<td>69.3 (19.2)</td>
<td>76.4 (0.9)</td>
<td>70.2 (19.1)</td>
<td>78.0 (1.0)</td>
<td>+1.55 (-2.15-4.34)</td>
</tr>
<tr>
<td>Completers</td>
<td>69.3 (19.2)</td>
<td>76.1 (15.6)</td>
<td>70.2 (19.1)</td>
<td>78.1 (16.1)</td>
<td>+1.16 (-2.39-4.71)</td>
</tr>
<tr>
<td><strong>Social functioning</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intention-to-treat</td>
<td>79.5 (24.0)</td>
<td>84.0 (1.3)</td>
<td>80.7 (23.0)</td>
<td>86.4 (1.2)</td>
<td>+2.28 (-1.48-6.04)</td>
</tr>
<tr>
<td>Completers</td>
<td>79.5 (24.0)</td>
<td>84.4 (20.4)</td>
<td>80.7 (23.0)</td>
<td>87.2 (18.4)</td>
<td>+3.10 (-1.81-8.01)</td>
</tr>
<tr>
<td><strong>Bodily pain</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intention-to-treat</td>
<td>79.1 (20.7)</td>
<td>78.9 (1.2)</td>
<td>80.6 (20.0)</td>
<td>79.4 (1.5)</td>
<td>+0.32 (-3.29-3.92)</td>
</tr>
<tr>
<td>Completers</td>
<td>79.1 (20.7)</td>
<td>79.4 (19.7)</td>
<td>80.6 (20.0)</td>
<td>79.9 (19.0)</td>
<td>+0.18 (-4.82-5.19)</td>
</tr>
<tr>
<td><strong>General health perceptions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intention-to-treat</td>
<td>62.7 (20.1)</td>
<td>66.6 (1.1)</td>
<td>64.3 (20.4)</td>
<td>69.5 (1.3)</td>
<td>+2.64 (-1.10-6.38)</td>
</tr>
<tr>
<td>Completers</td>
<td>62.7 (20.1)</td>
<td>67.4 (17.0)</td>
<td>64.3 (20.4)</td>
<td>69.7 (18.1)</td>
<td>+1.60 (-1.79-4.99)</td>
</tr>
<tr>
<td><strong>Body mass index (kg/m&lt;sup&gt;2&lt;/sup&gt;)</strong>&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intention-to-treat</td>
<td>28.6 (6.4)</td>
<td>28.3 (0.2)</td>
<td>28.8 (6.5)</td>
<td>27.3 (0.3)</td>
<td>-1.03 (-1.65-0.41)</td>
</tr>
<tr>
<td>Completers</td>
<td>28.6 (6.4)</td>
<td>26.8 (5.6)</td>
<td>28.8 (6.5)</td>
<td>27.2 (4.5)</td>
<td>-0.58 (-0.95-0.21)</td>
</tr>
</tbody>
</table>

<sup>a</sup>t values are presented for imputed data; Z values (Wald chi-square test: Z=sqrt[chisq]) are presented for completers data.

<sup>b</sup>Statistical significance is represented by P<.05.

<sup>c</sup>Standard error (SE) of the mean values are presented for imputed data (intention-to-treat); standard deviation (SD) values are presented for completers data.

<sup>d</sup>In addition to controlling for baseline physical activity, the analyses were adjusted for gender, age, body mass index, and education.

<sup>e</sup>In addition to controlling for the baseline value of the outcome variable, the analyses were adjusted for baseline physical activity, gender, age, body mass index, and education.

<sup>f</sup>In addition to controlling for baseline body mass index, the analyses were adjusted for baseline physical activity, gender, age, and education.
Website Engagement, Retention, and Usability

Differences in terms of website usage are shown in Table 3. Participants used the websites on average 3 minutes per week and logged steps for approximately 10 days. There were no significant between-group differences with regard to time on site, entering steps without comments, and the SUS. However, total number of visits (9.0 [19.3] vs 5.7 [17.9], \(P=0.002\)) and average number of visits (0.7 [1.6] vs 0.4 [1.4], \(P=0.002\)) were significantly higher in the Web 2.0 group, as well as the time between first and last visit (3.6 [3.7] vs 2.2 [2.9], \(P<0.001\)). Total days (0.7 [5.9] vs 0.2 [1.5], \(P=0.03\)) and average days (0.05 [0.45] vs 0.01 [0.10], \(P=0.02\)) with a step entry comment were also significantly higher in the Web 2.0 group. A Kaplan-Meier survival plot shows the proportion of participants that remained using the website for each week of the study (see Figure 2). Only 21.99% (292/1328) of participants were still using either website after 2 weeks (n=292 summed for both groups) and 6.55% (87/1328) after 10 weeks. The between-group difference in time-to-nonusage attrition was not statistically significant (Hazard Ratio=0.97, 95% CI 0.86-1.09; \(P=0.57\)). Self-reported use and usefulness of the features available on both websites are reported in Table 4. More participants in the Web 2.0 group used features that were present, or similar, on both websites compared to the Web 1.0 group. Web 2.0 participants also rated the usefulness of these features more highly compared to Web 1.0 participants. Many participants in both groups did not use some of the interactive features or indicate that they were very useful.

Table 3. Website engagement, retention, and usability between weeks 1 and 12.

<table>
<thead>
<tr>
<th>Engagement, retention, and usability metrics</th>
<th>Web 1.0: 10,000 Steps (n=565), mean (SD)</th>
<th>Web 2.0: WALK 2.0 (n=697), mean (SD)</th>
<th>t</th>
<th>P value a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time on site (seconds per week)</td>
<td>195 (464)</td>
<td>179 (678)</td>
<td>-0.482</td>
<td>.63</td>
</tr>
<tr>
<td>Total number of visits</td>
<td>5.71 (17.95)</td>
<td>9.02 (19.34)</td>
<td>3.140</td>
<td>.002</td>
</tr>
<tr>
<td>Average number of visits per week</td>
<td>0.46 (1.48)</td>
<td>0.73 (1.58)</td>
<td>3.096</td>
<td>.002</td>
</tr>
<tr>
<td>Time between the first and last visit (weeks)</td>
<td>2.22 (2.92)</td>
<td>3.57 (3.75)</td>
<td>7.187</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Total number of days with a step entry</td>
<td>9.97 (21.44)</td>
<td>9.10 (20.88)</td>
<td>-0.731</td>
<td>.47</td>
</tr>
<tr>
<td>Average number of days with a step entry per week</td>
<td>0.78 (1.71)</td>
<td>0.71 (1.67)</td>
<td>-0.693</td>
<td>.49</td>
</tr>
<tr>
<td>Time between the first and last step entry (weeks)</td>
<td>1.72 (3.43)</td>
<td>1.74 (3.43)</td>
<td>0.070</td>
<td>.95</td>
</tr>
<tr>
<td>Total number of days with a step entry comment</td>
<td>0.19 (1.46)</td>
<td>0.70 (5.99)</td>
<td>2.169</td>
<td>.03</td>
</tr>
<tr>
<td>Average number of days with a step entry comment per week</td>
<td>0.01 (0.10)</td>
<td>0.05 (0.45)</td>
<td>2.256</td>
<td>.02</td>
</tr>
<tr>
<td>Average time for nonusage attrition to occur (weeks)</td>
<td>1.55 (3.16)</td>
<td>1.54 (3.11)</td>
<td>-0.530</td>
<td>.96</td>
</tr>
<tr>
<td>Systems Usability Score</td>
<td>61.73 (10.76)</td>
<td>62.53 (11.12)</td>
<td>0.520</td>
<td>.60</td>
</tr>
</tbody>
</table>

aStatistical significance is represented by \(P<.05\).

Figure 2. Number of participants engaged with the study and intervention at different time points.
Table 4. Self-reported use and usefulness of the features available on both websites.

<table>
<thead>
<tr>
<th>Website features</th>
<th>Web 1.0 (n=144)</th>
<th>Web 2.0 (n=80)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Did not use, n (%)</td>
<td>Useful or very useful, n (%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Did not use, n (%)</td>
</tr>
<tr>
<td>Step entry tool</td>
<td>16 (14.5)</td>
<td>91 (63.1)</td>
</tr>
<tr>
<td>Ability to view your step progress</td>
<td>22 (15.2)</td>
<td>89 (61.6)</td>
</tr>
<tr>
<td>Articles in the library</td>
<td>51 (35.5)</td>
<td>35 (24.6)</td>
</tr>
<tr>
<td>Ability to set goals</td>
<td>32 (22.5)</td>
<td>59 (41.3)</td>
</tr>
<tr>
<td>Ability to have and view progress of walking buddies (Web 1.0)/friends (Web 2.0)</td>
<td>58 (40.6)</td>
<td>29 (20.3)</td>
</tr>
<tr>
<td>Discussion forum</td>
<td>69 (47.8)</td>
<td>14 (9.4)</td>
</tr>
<tr>
<td>Group-based challenges</td>
<td>65 (45.7)</td>
<td>17 (11.6)</td>
</tr>
<tr>
<td>Monthly individual challenges</td>
<td>45 (31.2)</td>
<td>42 (29.0)</td>
</tr>
<tr>
<td>Ability to share your story</td>
<td>72 (50.0)</td>
<td>10 (7.2)</td>
</tr>
<tr>
<td>Ability to read others’ stories</td>
<td>67 (46.4)</td>
<td>23 (15.9)</td>
</tr>
<tr>
<td>Ability to like and comment on friends’ updates</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Ability to send messages to other users</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Profile page to provide updates</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Ability to have your own walking blog</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Ability to read friends’ blog posts</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Google Maps walking tool</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Ability to connect with Facebook</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

*aSome features were present on only one of the two intervention websites; hence, no data are available for those features on the other website.

*bN/A: not applicable.

Discussion

Principal Findings

The aim of this study was to compare physical activity behavior of individuals using a traditional Web 1.0 physical activity website with those using a more interactive and social Web 2.0 physical activity website in real-world settings. The primary hypothesis was confirmed: those in the Web 2.0 group did display significantly higher levels of physical activity at 3 months compared to those in the Web 1.0 group. The secondary hypotheses were partially confirmed: BMI significantly decreased, engagement was significantly higher in some variables (eg, website visits), and quality of life significantly improved in one variable (ie, physical functioning) in the Web 2.0 group compared to the Web 1.0 group. While there is an abundance of studies examining the effectiveness of physical activity promotion websites in controlled conditions [33], few studies have examined the use and effectiveness of physical activity websites in natural and real-life conditions. To our knowledge, only one other study has examined people who spontaneously signed up to an online physical activity intervention and where researchers had no direct contact with study participants: all processes were completed automatically [34]. Wanner et al conducted an RCT with two groups of participants that were actively recruited to be randomized to either a control group or an interactive, computer-tailored, physical activity website; however, they included a third group of spontaneous users from the same website. Significantly larger increases in physical activity were observed in the spontaneous users when compared to the actively recruited groups [34]. That study’s outcomes were similar to ours when comparing findings from our RCT with the ecological trial: physical activity increases reported in this ecological trial (+140 for Web 2.0 group; +40 for Web 1.0 group) are much higher than those observed in the RCT (+45.5 for Web 2.0 group; –1.0 for Web 1.0 group) [11]. The large differences observed in these studies indicate that it is not adequate to rely
only on RCT outcomes when preparing Web-based physical activity interventions for dissemination and translation.

Poor engagement with Web-based interventions has often been reported; with regard to that aspect, this study is not unique [33,35]. The ecological trial and the RCT [11], however, were remarkably different in terms of engagement and retention outcomes. While the Web 2.0 group also had better engagement outcomes in the RCT, the overall engagement of participants was much lower in the ecological trial. For example, nonusage attrition in the RCT occurred on average after 33.5 and 25.5 weeks in the Web 2.0 and Web 1.0 groups, respectively, whereas it occurred after a mere 1.5 weeks for both groups in the ecological trial. The RCT website was visited, on average, 3.6 and 1.6 times per week for the Web 2.0 and Web 1.0 groups, respectively, but only 0.7 and 0.5 times per week, respectively, in the ecological trial. While participants in both trials were exposed to identical websites, there are factors that encourage engagement in RCTs, and factors that discourage engagement in ecological trials. In the RCT, participants were required to complete multiple face-to-face visits and they received phone calls, a pedometer, and multiple small financial incentives [11]. These strategies increased participant accountability and resulted in a 60% retention rate at 18 months, which is comparable to other studies in this field [6]. In order to keep the intervention implementation as natural as possible in the ecological trial, no such strategies, other than email reminders, were applied. However, in the ecological trial the process of asking 10,000 Steps visitors to participate in research and obtaining informed consent and baseline assessments may have deterred many participants, given the attrition at each step of the process (shown in Figure 1). These necessary steps may have been detrimental to their ongoing participation, as is demonstrated in a previous analysis of 16,948 spontaneous 10,000 Steps users who did not need to go through multiple screenings to be included in the analyses [18]. Among these 10,000 Steps users, nonusage attrition occurred after 4 weeks and the website was visited 2.4 times per week; these engagement outcomes are remarkably higher than those among ecological trial participants [18]. Finally, in another study, Wanner et al compared spontaneous users with trial participants and also reported large engagement differences: nonusage attrition occurred at 41 weeks and the website was still accessible at 1.6 times per week for the Web 2.0 and Web 1.0 groups, respectively, whereas it occurred after a mere 1.5 weeks for both groups in the ecological trial. The major strengths of this study were the innovative ecological randomized nature of the study and the comparison of Web 1.0 and Web 2.0 intervention features. The large nonusage and study attrition, however, was an important limitation, making it problematic to analyze 12-month outcomes. This limitation, though, could be considered as a finding that is of interest, as it is a reflection of how Web-based interventions are being used in ecologically valid circumstances; it is not, per se, a reflection of poor study methodology. That said, several methodological limitations are inherent to ecological trials, such as the lack of a true control group and having to resort to less intrusive (ie, self-report) measures to assess outcomes. These methodological concerns can, however, be alleviated by comparing the study outcomes to those of an RCT that applied more rigorous methods [11]. Furthermore, all engagement and retention measures were assessed objectively through the use of website usage statistics. However, it was a limitation of this study that the interventions were only accessible via websites, as the technology landscape has rapidly changed since the study inception and it is now very common to also use mobile phone apps, which are more convenient to access than websites [18].

Women dominated participation in this study (82%), however, this was very comparable to other studies. For example, Anderson-Bill et al [41] conducted an online walking program and reported that 83% of participants were female and 75% of spontaneous website users were female in the study by Wanner et al [36]. Lower male participation is also commonly observed in RCTs [5,6] and this study demonstrates that the difficulty in attracting men to health behavior change interventions may even be greater in ecologically valid circumstances. Several significant differences were observed between those who participated at 3 months and those who did not. There was less attrition among those randomized to the Web 1.0 group (10,000 Steps). As all participants were originally signing up to participate in the 10,000 Steps program, it is plausible that many of those who were randomized to the Web 2.0 group (WALK 2.0) were disappointed with their allocation and dropped out for that reason. It is also possible that the increased complexity and interactivity of the Web 2.0 website resulted in higher dropout rates, though this is less likely as there was no significant difference in the SUS score between the websites. Older participants and men were less likely to drop out; this is similar to the study by Wanner et al, who found that among their spontaneous users, men and those of increasing age were more likely to repeatedly use their website [36]. It is also in line with a Web-based physical activity intervention study that found older participants spent more time on the website and changed behavior more than younger participants [42]. Finally, it is not surprising to see lower dropout rates among those with higher education, higher income, and a professional occupation, as it has been widely reported that people with a higher socioeconomic status are more amenable to participating in health behavior change interventions [43,44].

Strengths and Limitations

The major strengths of this study were the innovative ecological randomized nature of the study and the comparison of Web 1.0 and Web 2.0 intervention features. The large nonusage and study attrition, however, was an important limitation, making it problematic to analyze 12-month outcomes. This limitation, though, could be considered as a finding that is of interest, as it is a reflection of how Web-based interventions are being used in ecologically valid circumstances; it is not, per se, a reflection of poor study methodology. That said, several methodological limitations are inherent to ecological trials, such as the lack of a true control group and having to resort to less intrusive (ie, self-report) measures to assess outcomes. These methodological concerns can, however, be alleviated by comparing the study outcomes to those of an RCT that applied more rigorous methods [11]. Furthermore, all engagement and retention measures were assessed objectively through the use of website usage statistics. However, it was a limitation of this study that the interventions were only accessible via websites, as the technology landscape has rapidly changed since the study inception and it is now very common to also use mobile phone apps, which are more convenient to access than websites [18].
Conclusions

Web 2.0 intervention features appear to be more effective in increasing physical activity, decreasing BMI, and improving physical functioning (ie, quality-of-life domain) compared to Web 1.0 features in ecologically valid circumstances. While the social and interactive Web 2.0 features increased engagement compared to a traditional Web 1.0 website, website usage was low regardless, especially when compared to our previous RCT [11]. As such, more research is needed to increase our understanding of how people engage with Web-based interventions, both in controlled and ecologically valid circumstances, and how closely this engagement is related to actual behavior change (ie, what is the dose-response relationship?) [45]. Finally, the findings of this study are remarkable in how different they are from the findings observed in controlled conditions in terms of attrition, website usage, and behavior changes observed. This is important, because information obtained through RCTs may not translate well to real-world conditions. Yet almost all of our knowledge in this field is derived from RCTs and this has a major influence on how Web-based interventions are designed, what interventions are deemed effective, and what interventions are being disseminated and implemented. As such, there is an urgent need for more ecological trials and implementation studies.
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Abstract

Background: Web-based mental health interventions have evolved from innovative prototypes to evidence-based and clinically applied solutions for mental diseases such as depression and anxiety. Open-access, self-guided types of these solutions hold the promise of reaching and treating a large population at a reasonable cost. However, a considerable factor that currently hinders the effectiveness of these self-guided Web-based interventions is the high level of nonadherence. The absence of a human caregiver apparently has a negative effect on user adherence. It is unknown to what extent this human support can be handed over to the technology of the intervention to mitigate this negative effect.

Objective: The first objective of this paper was to explore what is known in literature about what support a user needs to stay motivated and engaged in an electronic health (eHealth) intervention that requires repeated use. The second objective was to explore the current potential of embodied conversational agents (ECAs) to provide this support.

Methods: This study reviews and interprets the available literature on (1) support within eHealth interventions that require repeated use and (2) the potential of ECAs by means of a scoping review. The rationale for choosing a scoping review is that the subject is broad, diverse, and largely unexplored. Themes for (1) and (2) were proposed based on grounded theory and mapped on each other to find relationships.

Results: The results of the first part of this study suggest the presence of user needs that largely remain implicit and unaddressed. These support needs can be categorized as task-related support and emotion-related support. The results of the second part of this study suggest that ECAs are capable of engaging and motivating users of information technology applications in the domains of learning and behavioral change. Longitudinal studies must be conducted to determine under what circumstances ECAs can create and maintain a productive user relationship. Mapping the user needs on the ECAs’ capabilities suggests that different kinds of ECAs may provide different solutions for improving the adherence levels.

Conclusions: Autonomous ECAs that do not respond to a user’s expressed emotion in real time but take on empathic roles may be sufficient to motivate users to some extent. It is unclear whether those types of ECAs are competent enough and create sufficient believability among users to address the user’s deeper needs for support and empathy. Responsive ECAs may offer a better solution. However, at present, most of these ECAs have difficulties to assess a user’s emotional state in real time during an open dialogue. By conducting future research with relationship theory–based ECAs, the added value of ECAs toward user needs can be better understood.
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eHealth; review; embodied conversational agent; human computer interaction; clinical psychology; health behavior; Web-based intervention; adherence; intelligent tutoring system; ITS

Introduction

Meta-analyses have demonstrated that Web-based interventions for mental health have become reasonably successful treatments against common mental health problems such as depression and anxiety [1-3]. However, it is a consistent finding that human-supported Web-based therapeutic interventions outperform self-guided interventions [4] (in which there is no support from a human). The mere remote presence of a human being delivering informational support, emotional support, or a therapeutic service results in significantly higher effect sizes [5]. In addition, human-supported interventions achieve higher rates of adherence; more participants use the intervention as intended, for example, by completing all the lessons of an intervention [1,3,6]. Nonadherence is an important issue in Web-based interventions for mental health [7] and becomes an even bigger problem when evidence-based therapies are deployed as free-to-access self-guided Web-based therapeutic interventions [8]. In these interventions, adherence, defined as the percentage of users who complete all lessons, falls to a level as low as 1.0% [7] or even 0.5% [8].

The higher rates of adherence in human-supported interventions can be explained in favor of therapists who do an effective job in motivating clients during their change process [5]. However, positive effects of electronic interventions have also been found by using features such as reminders and tailored advice [9]. Interestingly enough, Talbot [10] concludes in her meta-study that the involvement of a professional support provider, a therapist, is not key. Instead, a minimal level of nonguiding human contact is key. Irrespective of whether this type of contact is provided by a layperson or a professional, it has equally large positive effects on intervention adherence. Moreover, scheduling support on one’s own can already have an effect on treatment effectiveness. A telephone contact, scheduled at the start of reading a self-help book, yields surprisingly large completion rates and treatment outcomes [11]. This poses the question: what support is needed to achieve higher rates of adherence and effectiveness? A study of Cavanagh and Millings [12] provides evidence of built-in “common factors,” such as generating hope, empathy, warmth, collaboration, and feedback, that increase the effectiveness of interventions. However, there is no generally accepted definition of these “common factors.” The urgency of support is expressed by the statement of Kreijns et al [13] who declare that the reason that digital learning environments fail is because of socioemotional processes being “ignored, neglected, or forgotten.” As Web-based health interventions share many characteristics with digital learning environments, it is a fair assumption that the same socioemotional processes play a role and should be subject to study in relation to adherence.

The following challenge is how these socioemotional processes could be handled within Web-based health interventions. As suggested by Bickmore [14], putting an embodied conversational agent (ECA; also called relational agent) as an adjunct to a self-care application can be a means to support users. An ECA, according to Bickmore, is a computational artifact designed to build long-term socioemotional relationships with users. Within the context of health care, Bickmore [14] suggests that the ECA-user relationship can contribute to trust and therapeutic alliance for the purpose of enhancing adherence to self-care treatment regimens.

Altogether, ECAs hold the promise that they can bring in social, emotional, and relational elements to the user interface. It is, however, less clear to what extent ECAs can (1) truly handle expressed needs of users of electronic health (eHealth) interventions and (2) provide user stimulation that will truly pay off in terms of user adherence to eHealth interventions. This was the rationale for us to conduct the research as described within this paper. Therefore, the aim of this study was to structurally analyze existing literature to extract (1) user needs pertaining to eHealth interventions and (2) the capabilities of ECAs to fulfill these needs within the larger objective of enhancing user adherence.

Methods

Study Design

This study was performed by means of structured data collection within the Web of Science and Scopus databases. The scoping review was chosen as research method. A scoping review aims to map the existing literature in a field of interest in terms of the volume, nature, and characteristics of the primary research [15]. The rationale for choosing a scoping review for the subject of this paper is that research on Web-based interventions forms a large and diverse body of literature. Within this literature, the role of support and its relationship to user motivation are barely explored and poorly understood. This is equally the case for system support provided by ECAs within, for example, social learning contexts [16]. To the best of our knowledge, no studies were conducted that systematically aimed to match user needs for Web-based interventions to ECA capabilities to find potential solutions for low adherence to the interventions. Having said that, seminal studies (eg, [17]), have suggested and partly demonstrated that ECAs have the potential to stimulate and motivate users, which ultimately may have a positive effect on intervention adherence—which underscores the importance of this study.

This study is divided into two parts:

Part 1: a scoping review of meta-studies on user support in Web-based interventions. The focus of this review was on generic user support needs, irrespective of the intervention type and type of disorder.

Part 2: a scoping review of the opportunities of embodied conversational agents to deliver support within Web-based interventions for health or learning.
Research Question Part 1

Is there a set of generic user support needs that are currently not sufficiently addressed within eHealth interventions requiring repeated use that may result in a lower user experience and therefore lower user adherence?

Search Strategy Part 1: Meta-Studies on Support in Web-Based Interventions

The Scopus database was searched with a combination of the concepts “support,” “Web-based intervention,” and “review.”

Textbox 1. Inclusion and exclusion criteria.

<table>
<thead>
<tr>
<th>Inclusion criteria were as follows:</th>
<th>Exclusion criteria were as follows:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Papers had to address a Web-based intervention for a mental or physical disorder in which support was the subject of the study</td>
<td>• Papers that restricted themselves to a specific disease and/or intervention and did not generalize to eHealth within a broader context</td>
</tr>
<tr>
<td>• Papers had to review multiple interventions/studies or present ideas based on literature or an earlier study</td>
<td>• Papers that described the creation of a Web-based intervention and did not take the empirical evaluation in scope</td>
</tr>
<tr>
<td>• Papers on social media and support solutions that were studied separate from the Web-based intervention events</td>
<td>• Papers that did not describe support in functional terms (e.g., praise, reassurance) but only in technical delivery terms (e.g., short message service [SMS], email)</td>
</tr>
<tr>
<td>• Papers that analyzed Web-based interventions using high-level descriptive factors (e.g., “interactive component,” “supervision,” “tailored”) without going into more detail</td>
<td></td>
</tr>
</tbody>
</table>

For each of the concepts, multiple keywords were used (see Multimedia Appendix 1). Textbox 1 provides the inclusion and exclusion criteria.

The search resulted in 93 studies. On the basis of our inclusion and exclusion criteria, we selected 18 studies. By checking the references of these selected studies, we found another 4 relevant papers. Finally, 22 papers were included. See Figure 1 for the selection process.
Figure 1. Flow diagram of the study selection of part 1 of the scoping review.

Data Extraction Part 1
The entire content, including the introduction, discussion, and references, of the 22 studies was checked from the users’ perspectives regarding usability and the needs they expressed. We applied grounded theory, applying the following phases:

Phase 1: We labeled the descriptions of user support needs in the way they were defined within each study.
Phase 2: We analyzed the various labels and categorized them.
Phase 3: We distilled main themes out of these categories with the aim of representing the user support content within the selected studies.

Research Question Part 2
What are main supportive features of ECAs that could potentially address user support needs?

Search Strategy Part 2: Opportunities of Virtual Coaches to Deliver Support Within Web-Based Interventions for Health or Learning
The search aimed to create a generic idea of the capabilities of ECAs for supportive purposes. The Scopus and Web of Science databases were searched with a combination of the concepts “embodied conversational agents,” “Web-based intervention,” and “support.” For each of the concepts, multiple keywords were used (see Multimedia Appendix 1). As ECAs are often used within an e-learning context, it was decided to include
studies on intelligent tutoring systems (ITS) as well. ITS was included as a keyword within the concept of “Web-based intervention.” SeeTextbox 2 for inclusion and exclusion criteria.

The systematic search resulted in a limited number (8) of studies. Moreover, these studies addressed a wide range of topics, from physical attributes [18], architecture [19], route planning [20], nonverbal behavior [21], virtual museum guide [22], and empathy [23], to theoretical models [24] and articulation rates [25]. None of the systematically selected studies provided a high-level picture of the capabilities of ECAs with regard to support delivery. Therefore, it was decided to expand the number of studies by means of hand search. We started the hand search in Google Scholar by both (1) checking references and (2) further searching on terms found within the 8 selected studies.

We initiated the hand search on the following basis:

1. Finding synthesizing information on ECAs within a health or pedagogical (ie, e-learning) context with a focus on the delivery of support and motivating users. We started with the information found in [23] and additionally searched for meta-studies on ECAs.
2. Finding additional (founding) studies on the computers as social actors (CASA) effect as mentioned within [18] and [23].
3. Finding additional information on relationship building [25] and measures of relationship building as briefly described in [21,25].
4. Finding additional information on theoretical models related to ECAs as touched upon in [24].

The entire search procedure resulted in including 53 studies (Figure 2).

Data Extraction Part 2

Using grounded theory, the entire content, including the introduction, discussion, and references, of the selected studies was analyzed with the aim of finding specific information on user support as carried out by ECAs. As this information was scarce, we decided to formulate three concepts that we thought were most relevant for eHealth and covered substantial information of the ECA literature that was semantically related to the notion of user support.

We formulated the following three concepts:

1. Which multimedia aspects of ECAs are relevant for eHealth environments?
2. What kind of relationship is applicable between ECAs and users?
3. How useful are ECAs for user adherence in eHealth?

Out of the three concepts we formulated, 8 themes coherently described a specific ECA topic.

Textbox 2. Inclusion and exclusion criteria.

Inclusion criterion was as follows:
- Papers had to address embodied conversational agents (ECAs) interacting with users or studies on ECAs interacting with users

Exclusion criteria were as follows:
- Papers that solely focused on virtual reality
- Papers in which interaction between human users and ECAs was absent
- Papers that described the design of an ECA but did not take the empirical validation in scope
Results

Part 1: Results and Themes Found Within the Studies on the Need for Support in Web-Based Interventions

The 22 analyzed papers suggest that a myriad of subtle interactions between users and computers play an important role in keeping a user motivated in continuing the Web-based intervention.

We formulated 8 themes according to our data extraction procedure. We further condensed these 8 themes into 2 main need-and-support concepts that in our view summarized the subject and that would help us during further analysis.

Users expressed the need for concrete feedback on their performance. Within the literature, this need is described as the principle of closure [26]: the confirmation that an action has been successfully performed. This indicates that users of Web-based interventions could benefit from task-related interaction and support (eg, “Thank you for submitting your homework for this week. You sent it well on time.”). We call this task-related support.

Users expressed the need for interest and support for the issues they are dealing with. This suggests that users of Web-based interventions could benefit from emotional support that acknowledges both the user’s endeavors during the change program and the originating issue the user is dealing with. This concept was based on the literature we found earlier [12,13]. We call this emotion-related support.

Table 1 shows the user needs that became apparent in the included papers and that we related to the two common needs-for-support elements mentioned above.

The user needs and issues, mentioned in Table 1, are discussed in greater detail below:

**Need 1: Overcome User Feelings of Isolation**

The anonymity of Web-based interventions seems to play out both as a strength and weakness. Users feel encouraged to speak out but sometimes also feel isolated because of its anonymous nature. As formulated by McClay [31], “The findings showed that the desire for privacy and secrecy had a detrimental impact on participants’ help-seeking, their use of the intervention, and the support they could seek from family and friends” and, as expressed by Foster [41], “the difficulties of talking to others.” Both task-related and emotion-related system support could potentially counteract feelings of isolation.

**Need 2: Deeper Interest in the User’s Situation**

Users seem to expect (and probably need) a deeper interest in their situation. Knowles et al [28] concluded the following as a shortcoming found in 7 out of 8 studies: “sensitivity to ‘Who I am’ as a patient.” Todd [32] described this as “that would deal with how to live your life as somebody who suffers from Bipolar.”

This is a case for emotion-related system support.
Need 3: Interest in Practical Daily Issues the User Is Struggling With

Users seem to wish for a form of deeper interest in their practical daily issues. This need is described by Knowles et al [28] as “sensitivity to ‘How I Feel’, recognizing the demands of depression on the user (such as emotional and motivational difficulties, and problems with concentration),” and reported on by Todd [32], “In terms of practical issues participants described wanting support understanding their legal rights, managing debt, managing pregnancy and coping with seasons and time zones.”

This is a case for emotion-related system support. In case the user requests practical advice for daily issues, task-related support on these issues can also contribute.

Need 4: The Ability for the User to Refine the Communication Process

As mentioned by Donkin [34], users filling in questionnaires about how they felt said that the questionnaire did not cover their feelings. Subsequently, these users had a strong wish to contextualize their answers. McClay [31] described this as “the thought of having to fill more books in and logs.”

A noninteractive tool as a questionnaire is perfectly fit for structurally gathering experimental user data. However, it may be less appreciated as it “forces” the users to answer according to its rigid structure. Emotion-related system support provided alongside a more open interaction between user and system (ie, by means of bidirectional free text or free speech) could potentially (and so far theoretically) increase the user’s feeling of contributing to his/her own change process.
Need 5: The User’s Need for Encouragement
As noted by Donkin et al [34] and as quoted by Mohr [30], “patients want feedback on whether they are on the ‘right track’ in their web-based intervention.” Foster [41] described this as “Users are encouraged to set weekly SMART goals on the basis of the content of these sessions.”

Encouraging users during the intervention can likely be achieved by emotion-related system support.

Need 6: Performance Feedback Mechanism for User Responses
Somewhat comparable with the statement of Donkin et al [34], Helgadóttir [42] describes that many CCBT (computerized cognitive behavioral therapy) programs would benefit from a performance feedback mechanism for user responses. This would expand the system’s ability to direct the users during their change program. Gorlick [44] reported on this as “participants reported that if they were to spend time answering the questionnaires, they would prefer feedback about their responses.”

Providing a direct task-related response such as “I have received your answers, thank you for your time and effort. Please allow me to comment on your answers” would immediately acknowledge the user’s effort invested. By later analyzing the user responses and by providing feedback via email, a second, more profound task-related support mechanism could be implemented.

Need 7: Users Coping With Experiences of Negative Affect During Their Change Process
As formulated by Todd [32], “Participants struggled to understand why they feel this way and desired to know why lack of motivation happens and how to overcome it.” Kraft et al [43] suggest that individuals should be assisted in coping with experiences of negative affect during their change process. They make a claim that many change program users struggle with the tension between their aspirations and their actual status and behavior. During this struggle, the client’s internal process of self-regulation is activated to alleviate the tension. Too much burden on the self-regulation process leads to ego depletion [43], a status of a low level of mental energy. This status often results in increased relapse vulnerability and potentially therapy nonadherence. As a way to reverse this ego-depletion process, Kraft et al [43] recommend a dose of positive affect, next to a period of rest for recovery. Emotion-related system support could provide such a dose of positive affect. The challenge would be to determine the moment that ego depletion is close.

Need 8: Creating a Setting of Accountability Toward the User
As described by Bradbury [33], “Some participants’ accounts of coaching suggested that they experienced accountability to the coach, which made them more committed and motivated.” Mohr et al [39] also stress the importance of creating a setting of accountability toward the user, “the implicit or explicit expectation that an individual may be called upon to justify his or her actions or inactions.”

For such a setting, certain preconditions are necessary, such as participants who understand and agree with the benefits of their expected future behavior. Other preconditions are concrete goal setting and performance monitoring. Task-related machine support can play a positive role by reminding the users of their goal set and by indicating which of these goals have (not yet) been met. Note that accountability might be harder to trigger among users who have been assigned to health interventions by their doctors and who did not primarily opt to participate by themselves.

Part 2: Results and Themes Found Within the Studies on ECAs With Motivational Capabilities
Table 2 shows the results and the themes that were found in the selected studies. Out of 8 themes found, 7 themes originate from the literature found during the systematic search and were bolstered during the hand search. Theme 8, methodological issues, was uniquely based on hand search information.

Theme 1: Computers as Social Actors
A large body of studies on ECAs refer to the CASA effect [49,50,51] as a cornerstone for studying human-computer interactions and especially human-ECA interactions. The CASA effect demonstrates that humans treat media—in some respect—in the same way as they treat fellow humans. Various manifestations of this effect have been described as follows:

- Computers that display flattery texts toward their users are preferred by their users compared with computers that do not display such texts.
- Computers that textually praise other computers are better liked than computers that praise themselves, and computers that criticize other computers are disliked compared with computers that criticize themselves.
- Users who are partnered with a computer on basis of a color (eg, the blue team) will have a more positive opinion about the computer and cooperate more with it than users who have to partner with a computer of the opposite, differently colored team.

As an explanation of the CASA effect, it has been proposed that humans have a strong innate tendency to make social connections with other humans and other living creatures such as pets. This human tendency becomes real when objects such as personal computers (PCs) demonstrate activities that could be socially interpreted by their users [51]. Although PCs can act socially, human users are logically aware of their nonsocial and nonliving status. This seems a paradox: why would a human user socially respond to a PC while at the same time realizing that a PC does not warrant it? Nass and Moon [49] refer to “mindless” (automatic, largely unaware) human behavior that the machine can trigger. This mindless behavior will be displayed as long as it remains socially acceptable. This phenomenon is also associated with the notion of “suspension of disbelief,” meaning that up to a certain point humans are willing to apply social rules to nonhuman yet communicative objects, irrespective of their nonliving status.
### Table 2. Themes on supportive embodied conversational agents.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Explanation</th>
<th>Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Computers as social actors</td>
<td>Humans treat media in the same way as they treat other humans.</td>
<td>Systematic search: [23] Hand search: [48-51] (concept=relationship)</td>
</tr>
<tr>
<td>2. Open dialogue between user and computer</td>
<td>Embodied conversational agents (ECAs) have the ability to have an open verbal dialogue with users.</td>
<td>Systematic search: [22] Hand search: [52-54] (concept=multimedia)</td>
</tr>
<tr>
<td>4. Human-ECA relationship</td>
<td>Interactions with an agent can lead to a relationship, which is important to keep users engaged over time.</td>
<td>Systematic search: [25] Hand search: [17,66-72] (concept=relationship)</td>
</tr>
<tr>
<td>5. Measures of the human-ECA relationship</td>
<td>Human-ECA relationship quality can be measured.</td>
<td>Systematic search: [17,21,68,73] (concept=relationship)</td>
</tr>
<tr>
<td>6. Responsive verbal and nonverbal communication</td>
<td>Computers should have the ability to notice and respond to verbally and nonverbally expressed emotions from their user to create a more natural interaction.</td>
<td>Systematic search: [23] Hand search: [63,74-81] (concept=relationship)</td>
</tr>
<tr>
<td>7. Impact of ECAs on user motivation</td>
<td>There is evidence that ECAs can motivate users, which is highly dependent on ECA implementation, context, task, etc.</td>
<td>Systematic search: [19] Hand search: [57,74,82-84] (concept=useful for eHealth)</td>
</tr>
<tr>
<td>8. Methodological issues within ECA research</td>
<td>Most experiments into ECAs face similar methodological issues, which have to be taken into account when interpreting the research.</td>
<td>Hand search: [85-89] (concept=useful for eHealth)</td>
</tr>
</tbody>
</table>

aEHealth: electronic health.

### Theme 2: Open Dialogue Between User and Computer

The theme that follows is the ability of computers and ECAs to have an open verbal (textual or speech) dialogue with users. Within regular, day-to-day human-computer interaction events, a user who interacts with his or her information technology system will typically activate predefined menu options such as the “save as” option. Subsequently, the computer will respond to the request by presenting a pop-up window, which will enable the user to type in the file name of the document. In such a closed dialogue scenario, the interactions between the user and the software traditionally have a task-specific character (ie, serve to reach the specific goal of saving a document), have a short duration, and are typically initiated by the user (and not by the computer). In contrast, ECAs enable more open-ended and more relationship-oriented interactions. Interactions between ECAs and users can span multiple question-and-answer pairs and can therefore be interpreted as a dialogue.

The ELIZA (software created by Joseph Weizenbaum at the MIT Computer Science and Artificial Intelligence Laboratory Cambridge, MA, USA) study [54] described an early version of a textual psychotherapist that gave “canned” responses to user questions as a result of quickly processing the input text provided and create a response out of it without realizing what the user had said (eg, a question such as “Eliza, I feel miserable today” and an answer “How often do you experience feelings of being miserable?”).

Later studies create richer dialogue contexts to explore the capabilities of computers interacting with humans. One of the examples is a study that has shown that a robot taking the role of a museum guide who uses, for example, empathy and humor in his conversation style led to a more positive attitude toward the robot than the same robot without this enhanced conversation style [22]. A second study showed that an ECA with high-dialogue capabilities reached more accurate answers when interviewing a subject than an agent with less dialogue capabilities [52]. A third study [53] aimed to explore where open-dialogue options between users and ECAs would lead to. The authors report that when learners are given opportunities to guide an open conversation, they especially ask off-topic questions. For example, learners often want to know about the agents’ operating systems, design, purpose, and capabilities. Such conversations seem to serve the “testing” of agents’ abilities during which learners are attempting to discover the boundaries, limits, and capabilities of agents through “game-like” inquiry.
The literature found mentions two regular measures with regard to the human-ECA relationship.

**Theme 5: Measures of the Human-ECA Relationship**

The literature found mentions two regular measures with regard to the human-ECA relationship.

**Measure 1: Working Alliance**

Working alliance is a construct that originates from the psychotherapy literature and has been described as “the trust and belief that the helper and patient have in each other as team-member in achieving a desired outcome” [73]. Bickmore et al [66] applied the working alliance inventory in their 30-day longitudinal study with an ECA acting as an exercise coach. Participants who interacted with an ECA that was relational behavior–enabled (empathy, social chat, form of address, etc) scored the ECA significantly higher on the working alliance.
inventory compared with participants who interacted with the same ECA with the relational behaviors disabled.

**Measure 2: Rapport**

A second important human-computer relationship measure is rapport. Rapport has been described as “the establishment of a positive relationship among interaction partners by rapidly detecting and responding to each other’s nonverbal behavior” [68]. Measurement of rapport has been conducted by Gratch et al [68] in their evaluative ECA study. Their results showed that the experience of rapport was of a comparable level compared with a face-to-face (ie, human interlocutor) condition.

**Theme 6: Responsive Verbal and Nonverbal Communication**

Within human-to-human communication, the exchange of nonverbal information plays a key role. Social psychologists assert that more than 65% of the information exchanged during a person-to-person conversation is conveyed through the nonverbal band [75,81]. The nonverbal channel is said to be especially important to communicate socioemotional information. Socioemotional content [76] is vital for building trust and productive human relationships that go beyond the purely factual and task-oriented communication. D’Mello et al [76] describe the mutual impact of user and (synthetic) computer emotions as an affective loop, which is pictured as follows:

- The user first expresses his or her need and accompanying emotion through verbal and physical interaction with the machine, for example, through detectable gestures, usage of the keyboard, or spoken language.
- Then, the system generates an affective reply, through words, speech, and animation with the intention to respond to the user’s need.
- This response affects users in such a way that they become more involved in their further interaction with the computer.

Others, such as Doirado [78], use the term “belief, desire, and interest” (BDI) in relation to a system that is (to some extent) capable of assessing the user’s needs.

Concerning the importance of the affective loop and BDI, there are 2 stances:

- **Stance 1: Responsiveness of ECAs (affective loop; user BDI capable system) is a critical condition for prolonged user interaction.** Doirado et al [78] confirm the importance of the affective loop mechanism and state that an ECA that lacks the capacity to assess the user’s BDI and to conform to the user’s needs by adapting its behavior (a nonresponsive ECA) will break the user’s suspension of disbelief.

- **Stance 2: Autonomy of ECAs (no affective loop; system is unaware of the user’s BDI) is a sufficient condition for prolonged user interaction.** Rosenberg-Kima et al [63] deployed an autonomous (ie, nonresponsive) ECA that introduced itself and provided a 20-min narrative about 4 female engineers, followed by five benefits of engineering careers. The ECA was animated and its voice and lip movements were synchronized. The ECA acted autonomously; interaction between participants and ECA was purely restricted to the user clicking on the button for text topic. The results showed that the self-efficacy of the users and of their interest in the subject presented was significantly higher within the ECA + voice condition compared with the voice-only condition. In support of these results, Baylor et al [55] state that people are willing to interact with anthropomorphic agents even when their functionality is limited. As she indicates, the mere visual presence and appearance will in some contexts be the determining factor and not so much its supportive, conversational, or animation capabilities.

**Theme 7: Impact of ECAs on User Motivation**

Meta-studies and reviews [69,81,85,86,89] have reported on claims and evidence for positive ECAs’ effects on learning, engagement, and motivation.

Schroeder et al reviewed 43 studies and concluded that pedagogical agents have a small but significant effect on learning as ultimate outcome. Within their study, Schroeder et al [81] did not make a distinction between responsive and nonresponsive ECAs. Specific research with regard to motivating users has also been conducted by deploying responsive ECAs with the task to notice user frustration and to empathically respond to it. Autonomous delivery of warmth and empathy by ECAs toward users has shown positive effects, and studies show that this effect may be larger at the time the user experiences frustration [74,86,88].

Altogether, the evidence for ECAs capable of motivating users is inconclusive. ECAs, whether they are nonresponsive or responsive, provide a positive user experience as a result of their entertainment capabilities. Responsive ECAs when specifically designed to detect user frustration and to empathically respond to it have also empirically demonstrated positive effects on user attitudes. However, these positive effects have not yet been found in ecologically valid contexts. Instead they were found within constrained contexts such as games with clear win-and-lose rules and as a result of deliberately induced user frustration.

**Theme 8: Methodological Issues Within ECA Research**

The inconclusiveness regarding ECA evidence as mentioned within the previous theme is claimed to be caused by methodological issues [86,89]. Methodological issues make it difficult to compare study results and to draw generic conclusions. One of those issues is the variation among ECAs. To name a few:

- Different modalities used for output: (synthesized or natural) speech or text
- Different levels of responsive emotional behavior: from textual responses projected alongside a static ECA to fine-grained ECA facial expressions intended to mirror the user’s facial expressions
- Different roles: tutor, peer, interviewer, coach
- Different implementations/different computer code applied as artificial intelligence to steer the ECA

Many of these issues can be resolved by using a common, open research platform for ECAs, such as the Virtual Human platform (as provided by University of Southern California (USC) and University of Southern California (USC) and
the Institute for Creative Technologies (ICT), Los Angeles, USA; see also [87]). Other issues can potentially be resolved by a common design framework for ECAs as proposed by Veletsianos et al with their EnALI framework [88].

Concerning the duration of the change programs, several studies (eg, [66,67]) stress that the majority of virtual coaching studies concern short time spans of tens of minutes, which makes it difficult to study the development of the human-computer relationship and to realize effects on user behavior. Both Bickmore et al and Creed et al [66,67] conducted emotional virtual coach studies that spanned more than 28 days. They both found that deploying the emotional ECA did not result in user behavior changes but that users in general preferred to interact with the emotional virtual coaches.

Altogether Dehn and van Mulken [86] summarize the situation as follows: “the simple question as to whether an animated interface improves human-computer interaction does not appear to be the appropriate question to ask. Rather, the question to ask is: what kind of animated agent used in what kind of domain influence what aspects of the user’s attitudes or performance.”

Discussion

Principal Findings

Research Questions

Part 1 of this scoping review addressed the following research question:

Is there a set of generic user support needs that are currently not sufficiently addressed within eHealth interventions requiring repeated use that may result in a lower user experience and therefore lower user adherence?

We found various user needs and issues related to support, which we divided into the following two main categories:

- **Task-related system support**; concrete performance-related feedback
- **Emotion-related system support**; support that has an empathetic nature

It appeared that both task-related support and emotion-related support are regularly expressed user needs. Both needs therefore merit further attention in terms of research that aims to improve user adherence.

Part 2 of this scoping review addressed the following research question:

What are main supportive features of ECAs that could potentially address user support needs?

Information was scarce and a direct answer to this question could not be found. However, we were able to find relevant information on the ECA features of multimedia, relationship, and usefulness for eHealth adherence.

Furthermore, we made two distinctions:

- **Nonresponsive (autonomous) ECAs**. These ECAs are not designed with the intention to capture and respond to emotionally expressed user needs. These kinds of ECAs have demonstrated that they can engage users. These ECAs run the risk of annoying the user and will then become counterproductive.
- **Responsive ECAs**. These ECAs are designed with the intention to respond to user needs in real time. These ECAs have the capacity to detect and process verbal and nonverbal information uttered by humans. However, realization of these ECAs is a heavy task, requiring costly computational modeling of user BDI [77] and affective loop facilities with a high chance of failure.

Table 4 associates the needs from part 1 with the themes addressed within part 2 and indicates whether responsive or nonresponsive ECAs can address the user need.

Nonresponsive ECAs

As described within Table 4, nonresponsive ECAs can provide task-related support such as setting and reviewing log-in goals and emotion-related support by the delivery of scheduled supportive messages (need 1). Furthermore, nonresponsive ECAs are capable of motivating users by techniques such as praising (need 5), performance feedback (need 6), and setting expectation levels toward user (need 8). Altogether, nonresponsive ECAs are likely capable of helping out users with more straightforward motivational tasks.

Responsive ECAs

In contrast to nonresponsive ECAs, responsive ECAs are capable of performing more complex motivational tasks as described within the needs 3, 4, and 7. First, responsive ECAs are capable of having a dialogue with the user during which concrete daily issues the user is facing can be effectively discussed (need 3). Further research should focus on effective countermeasures for users losing interest interacting with responsive ECAs during long-term interactions (eg, 4-10 weeks with daily contact) [65]. Second, during a dialogue with the ECA, the user can share experiences as an addition to filling in a questionnaire. This provides the user with the ability to refine the communication process (need 4). Further research should focus on the accompanying technical and conversational complexities of such a refining dialogue. Third, a responsive ECA is capable of assisting users who cope with experiences of negative affect during their change process (need 7). However, current experimental setups can only artificially create moments of frustration. Further research should focus on ECAs that detect and respond to spontaneous user emotion.

Not Addressable by Either Responsive or Nonresponsive ECAs

Dialogues between the user and ECA on deep, personal issues (need 2) are currently technically too complex to realize. Smooth interactions are a necessary condition for ECAs to become and remain a trustworthy counterpart. None of the ECAs found are capable of truly meeting this condition of smoothness. As a result of future progress within the artificial intelligence field, this may change for the better. For the moment, these dialogues should be best carried out by a human support provider.
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Table 4. User needs with supportive elements, associated embodied conversational agent (ECA) features, and the needed level of responsiveness of the ECA.

<table>
<thead>
<tr>
<th>User need or issue</th>
<th>Supportive element</th>
<th>Associated ECA features</th>
<th>Needed responsiveness</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Overcome users’ feelings of isolation</td>
<td>Task-related support can fulfill this need by setting and reviewing log-in goals. Emotion-related support can fulfill this need by establishing a supportive relationship.</td>
<td>Computers as social actors; visible conversation partner; human-computer relationship</td>
<td>A nonresponsive embodied conversational agent (ECA) is sufficient</td>
</tr>
<tr>
<td>2. Deeper interest in the user’s situation</td>
<td>Emotion-related support can fulfill this need by providing the user with the opportunity to talk about the impact of the disease on having become a patient.</td>
<td>Computers as social actors; open dialogue; visible conversation partner; human-computer relationship</td>
<td>No ECA is currently likely to be able to address this user need</td>
</tr>
<tr>
<td>3. Interest in fundamental daily issues the user is struggling with</td>
<td>Emotion-related support can fulfill this need by asking the users about their daily experiences and issues.</td>
<td>Computers as social actors; open dialogue; visible conversation partner; human-computer relationship</td>
<td>A responsive ECA is necessary; further research is advised</td>
</tr>
<tr>
<td>4. The ability for the user to refine the communication process</td>
<td>Emotion-related support can be provided alongside a more open interaction between the user and the system.</td>
<td>Open dialogue</td>
<td>A responsive ECA is necessary; further research is advised</td>
</tr>
<tr>
<td>5. The user’s need for encouragement</td>
<td>Emotion-related support could be delivered in terms of, for example, praising the user.</td>
<td>Motivational effects</td>
<td>A nonresponsive ECA is sufficient</td>
</tr>
<tr>
<td>6. Performance feedback mechanism for user responses</td>
<td>Task-related support can fulfill this need by reviewing the user’s contributions and by providing corrections in case the user made factual errors.</td>
<td>Computers as social actors; visible conversation partner; human-computer relationship</td>
<td>A nonresponsive ECA is sufficient</td>
</tr>
<tr>
<td>7. Users coping with experiences of negative affect during their change process</td>
<td>Emotion-related support can be extended in the sense of providing a dose of positive affect at the right moment.</td>
<td>Responsive verbal and nonverbal communication; motivational effects</td>
<td>A responsive ECA is necessary; further research is advised</td>
</tr>
<tr>
<td>8. Creating a setting of accountability toward the user</td>
<td>Task-related support can play a positive role by objective goal setting.</td>
<td>Computers as social actors; human-computer relationship</td>
<td>A nonresponsive ECA is sufficient</td>
</tr>
</tbody>
</table>

### Design Factors for Both Responsive and Nonresponsive ECAs

The ECA literature of part 2, for example [56,74], gave indications on successful design of ECAs. Some design factors have generic relevance, irrespective of deploying either a responsive or a nonresponsive ECA within an eHealth intervention. First, it is recommended [74] that the ECA communicates its intention, capabilities, and limitations. That is, the ECA presents itself (e.g., as a coach, tutor, or peer) before the start of the intervention and behaves according to its role consistently. This way, the user will have clear expectations of the ECA’s role. Second, users should have control over the presence of the ECA, especially during longer-term interactions. This will avoid user annoyance as reported by Bickmore et al [17]. Third, it is recommended that the ECA has short dialogues with the user. Systems that permit longer open-ended dialogues are playfully tested [52]. By limiting the scope and length of the dialogues, the ECA will more likely keep up its credibility.

### Limitations

This review has several limitations. Due to the nature of this study as a scoping review, no quantitative analyses were done, and selection of the studies was done by interpretation of the researchers. No exclusion criteria were applied with regard to the quality of the studies to ensure broad coverage of the studied topics.

As we looked for generic user support needs in part 1, we did not take the type of mental and/or physical disorder into account. In addition, we left out factors such as user personality. The rationale was to separate the subject of user experience from the user’s characteristics, but it is not certain that this separation always holds. Although we included user experience in our search string, we left out more fine-grained search terms, such as for user-centered design, to keep the search focused on the core issues. This focus on generic user needs has resulted in a broad overview of the needs and the possibilities of ECAs to address these needs, but when designing Web-based intervention for a specific target group, more research is needed to understand their specific needs for support.

Within part 2, we were aiming for on-screen solutions that could be added to the eHealth environments in practice. As a result, we left out studies on human-robot interaction (requiring an off-screen robot), studies with a focus on Wizard-of-Oz solutions (during which scholars steer the ECAs), and studies on virtual reality (requiring special glasses). We do not mean to imply that these technologies are not potentially interesting but only that they are less practical in the context of Web-based interventions.

### Conclusions

We conclude that users of self-guided eHealth interventions can likely profit from the support of nonresponsive ECAs for small motivational issues. Nonresponsive ECAs that explicitly express
their supportive intention and act accordingly make self-guided eHealth environments a more user-friendly experience. This is likely to pay off in terms of adherence.

Responsive ECAs are expected to be capable of dealing with more profound motivational issues. This will require a sophisticated technological design, with sensors to capture user emotions in real time, artificial intelligence for interpretation, and speech facilities for smooth replies. The concepts of assessing a user’s BDI and of deploying the affective loop to resolve user frustration are intriguing. They fit with the concept of counteracting ego depletion as addressed within part 1, theme 7.

Responsive ECAs are also relevant from other perspectives. Psychological experiments extensively make use of questionnaires to gather user data. As touched upon in part 1, need 4, questionnaires are structured yet limited communication tools by design. The ECA’s sensors that deliver real-time signals on the user’s BDI during experiments can provide an additional source of user information for analysis. As an alternative to the sensor and artificial intelligence technology working in real time, logs on intervention usage (eg, number of log-ins, time in between log-ins) could predict lower user motivation.

To successfully motivate the user, the ECA should make use of relationship theories. The social exchange theory suggested by Krämer et al (see Table 3) provides a promising example. Application of this theory to eHealth suggests that humans prefer equitable human-computer relationships in which the contribution of rewards and costs are roughly equal. For an eHealth intervention, a dose of positive encouragement may serve as an effective counterbalance to the user’s effort invested. Put differently, where the eHealth intervention not only demands but also provides support, the human-computer relationship may be more equitable. Such an equipollent relationship will hypothetically last longer, as is exemplified among humans. Reversely, research on human-to-human relationship theories can profit from research on responsive ECAs, that is, an ECA that bases its acts on a human-to-human relationship theory makes this theory potentially verifiable. Testing the effects of the ECA on a user can contribute to a deeper understanding of the relationship theory.

Finally, we would like to propose a research framework. Following the advice of Dehn and van Mulken [86] to be specific about ECAs, our framework describes a supportive ECA as an adjunct to an eHealth or ITS solution. As Figure 3 depicts, the ECA is theory based, both from a relationship perspective and from a persuasive technology perspective. These theories lead to supportive ECA acts, as realized during the programming phase. When running an experiment on ECA-user interaction, the user’s level of satisfaction is measured. This is done postexperimentally by means of questionnaires. Additionally, intermediary user signals (not depicted) can be captured by sensors and analyzed. This information can be fed into the responsive ECA to make its behavior adaptive. It can also be used to cross-check the questionnaires. As expressed by Michie et al [90], eHealth interventions should be theory based. We would like to add, so should ECAs that support their users.

Figure 3. Proposal for a theory-based framework for supportive electronic health (eHealth) embodied conversational agents (ECAs).
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Abstract

Background: No existing Web-based nutrition education interventions have been evaluated in light of socioeconomic status just in Japan.

Objective: The aim was to investigate the effect of a Web-based intervention program on reducing vegetable intake disparities between low- and middle-income Japanese adults.

Methods: In this randomized controlled trial, participants were assessed at three time points—baseline, postintervention (5 weeks later), and a follow-up after 3 months—from October 2015 to March 2016. We collected data via a Japanese online research service company from 8564 adults aged 30 to 59 years. Participants were stratified according to national population statistics for gender and age, and randomly selected. They were then randomly allocated into intervention (n=900) and control (n=600) groups such that both groups contained an equal number of individuals with low and middle income. The intervention program encouraged behavior change using behavioral theories and techniques tailored to their assumed stage of change. The outcome was vegetable intake servings per day (1 serving being approximately 70 g).

Results: Out of 900 participants who started, 450 were from the middle income group (of which 386 or 85.7% completed the intervention), and 450 were from the low income group (of which 371 or 82.4% completed). In the intervention group, vegetable intake increased in the low-income participants from baseline to postintervention (0.42 servings, 95% CI 0.11-0.72). A two-way analysis of variance showed that low-income participants had significant main effects of group ($\eta^2=0.04$, $P=0.01$) and time ($\eta^2=0.01$, $P<0.001$), and a significant interaction ($\eta^2=0.01$, $P=0.009$). Middle-income participants also had a significant main effect of time ($\eta^2=0.01$, $P=0.006$) and a significant interaction ($\eta^2=0.01$, $P=0.046$).

Conclusions: This Web-based nutritional education intervention could fill the vegetable intake gap between low- and middle-income adults in Japan, and is expected to prevent noncommunicable and lifestyle-related diseases. Further intervention program improvements are necessary to maintain and increase vegetable intake for other groups.

Trial Registration: Current Controlled Trials (UMIN-ICDR): UMIN000019376; https://upload.umin.ac.jp/cgi-open-bin/icdr_e/ctr_view.cgi?recptno=R000022404 (Archived by WebCite at http://www.webcitation.org/6u9wihBZU)
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Introduction

Background
Reducing health disparities is important for public health promotion [1]. Disparities in food intake are known to occur among socioeconomically disadvantaged people [2-4]. Appropriate vegetable intake prevents cancer [5] and obesity [6], and reduces the risk of cardiovascular disease [7-9] and other lifestyle-related diseases. Despite this, individuals with low socioeconomic status (SES) tend to have low vegetable intake [10]. Thus, promoting vegetable intake in low-SES individuals to reduce health disparities is important globally.

Nutritional and Dietary Problems in Japan
Japan has one of the highest levels of longevity in the world. However, recently, health disparities have been recognized as a social problem [11,12]. Health Japan 21 [13] recommends a vegetable intake of 350 g (5 servings) per day for adults to reduce health disparities related to lifestyle-related diseases. However, low-income people tend to consume few vegetables [10] (in the lowest income bracket: men 254 g per day, women 282 g per day). In a cross-sectional study of Japanese adults, a low percentage of individuals with lower annual income (<¥3,000,000, which was equivalent to approximately US $24,987 in October 2015) ate five servings (approximately 350 g) of vegetables daily: men 5.5% and women 10.4% [14]. Currently, practical strategies for reducing vegetable intake disparities are lacking and, therefore, are urgently needed.

A Theory Suitable for Nutrition Education
A systematic review revealed that research has utilized multiple health behavior theories in attempting to increase vegetable intake, such as stages of change [15], social cognitive theory [16], the theory of planned behavior [17], and technology-based behavior change models [18,19]. Henry et al [20] suggested the possibility of increasing vegetable intake in low-income women by using a nutrition education intervention focusing on improving self-efficacy (perceived behavioral control) [21]. Thus, the gap in vegetable intake between low- and middle-income individuals might be reduced through a multicomponent nutrition education program that focuses on self-efficacy. It is therefore necessary to evaluate the nutrition education program developed in terms of whether it produces the intended outcome in evaluating nutrition education based on a multicomponent nutrition education program, not only outcome evaluation but also process evaluation, such as perceived behavioral control.

Prior Work
There are some concerns about applying Web-based interventions to socioeconomically disadvantaged populations because they might have access only to poorer quality Internet environments. Nevertheless, Web-based interventions are generally easier to access, lower cost, and tend to be comfortable for most users. They similarly have advantages in being able to provide standardized information regardless of place or population size. These interventions have been drawing attention in recent years, with many studies confirming their efficacy in health promotion in adults [22-27]. For instance, Web-based interventions were able to increase vegetable intake in low-SES adults in rural America [28,29]. However, these studies did not examine reductions in vegetable intake disparities because they focused only on individuals with low SES.

Objectives of This Study
Our study was designed to investigate reductions in vegetable intake disparities between low- and middle-income adults. We developed a Web-based nutrition education program that incorporates multiple health behavior theories to promote vegetable intake [30]. The aim was to investigate the effects of this program on the vegetable intake and patterns of change in vegetable intake of low- and middle-income adults in Japan.

Methods

Trial Design and Ethics
We previously reported the details of the nutrition education program in a study protocol [30]. This study was a matched-design, randomized controlled trial (RCT). Participants were assessed by self-report at three time points: baseline, postintervention, and follow-up at 3 months. The study period ranged from October 2015 to March 2016. We obtained baseline data in October 2015 and postintervention data in December 2015; the follow-up period was March 2016 (ie, 3 months after postintervention). All intervention group participants completed the intervention in the same 5-week period. All control group participants completed the survey at all three time points, but did not undergo the intervention program. The RCT was approved by the Ethics Review Committee on Research with Human Subjects of Waseda University, Japan (2015-167), and Current Controlled Trials (UMIN-ICDR UMIN000019376).

Participants and Recruitment
Figure 1 shows the study participant recruitment and flow. A Japanese online research service company containing data from approximately 111,000 people (as of September 2015) conducted the survey at all three time points (baseline to follow-up). The research service company randomly selected 8564 adults aged 30 to 59 years to match the gender and age [31] distributions of Japan at baseline. We targeted adults aged 30 to 59 years because we felt that both the promotion of healthy eating and reduction in health disparities were particularly important in this group. In the past, we carried out a cross-sectional study on the relationship between socioeconomic status and dietary habits in this age group [14,30,32,33]. If participants met any of the exclusion criteria, they were not sent an email. Therefore, it is unknown why participants were excluded. The exclusion criterion were an annual income of more than ¥10,000,000 (this was equivalent to approximately US $83,333, in October 2015, US $1 was equivalent to approximately ¥120; 88.4% of the total population has an income of less than ¥10,000,000).
Recruitment was terminated when the number of participants who agreed to participate reached 1500. The research service company randomly divided participants into intervention and control groups, and collected data via computer. The authors were blinded to the randomization. Participants received a detailed explanation of the research because of ethical considerations and were informed that they had been randomly assigned to their group. However, because participants did not obtain any information about the other participants, we believe that there was no contamination bias. The details of the incentives of this research are described in the study protocol [30].

The sample size was calculated using an effect size of .5, an alpha of .05, and power of .95 [30]. Among participants with incomes of less than ¥3,000,000 and those with incomes of ¥3,000,000 to ¥10,000,000, allocation was as follows: n=450 (intervention) and n=300 (control). Most adults in Japan have
incomes of ¥2,000,000 to ¥3,000,000, accounting for one-third of the Japanese population [34]. Our previous survey showed that the percentage of people eating 350 g (5 servings) of vegetables daily among individuals earning less than ¥3,000,000 was less (men: 5.5%; women: 10.4%) compared to those earning more than ¥3,000,000 [14]. Therefore, ¥3,000,000 was used as the relative cutoff point. Because most of the total population earn less than ¥10,000,000, this upper limit was set in consideration of ceiling effects [34]. The size of the control group was set at 600 participants; the expected dropout rate was approximately 50% according to the research service company during the survey period. The size of the intervention group was set at 900 participants, with an expected dropout rate of two-thirds. We also referred to the dropout percentage (15.3%) in Kothe et al [26] (the intervention period—30 days—was about the same as ours).

**Procedure**

The intervention group received emails (approximately 200 words in Japanese) with health information once a week on Monday between 6:00 am and 7:00 am. The email contained the following information: “website update announcement,” “previous overview,” “this summary,” and “how to proceed with the site.” For example, for step 2 of the intervention (which took place on the second week of the intervention), the email contained the following information:

Hello, let us look back on your own eating habits is the first step toward health promotion. Step 2 has been updated so we will contact you. i) Diet: Review of Step 1 “How many vegetables dishes (servings) did you eat per day? Let's self-check and see” ii) Diet: Contents of Step 2 “Let’s choose one more vegetable dish,” iii) Please see 4 pages of each step in this order, 1) Today’s points → 2) Do you know? → 3) Easy to devise → 4) Let’s try it! Please look for evident information and let’s choose what you can do.

After completion of the 5-week intervention, participants received an email about the postintervention survey. Finally, participants received an email about the 3-month follow-up survey.

**Intervention Program**

An interactive website called the “Diet and Exercise Practices Project” [35] was developed. This is a free website that provides information, three monitoring sheets, and advice about healthy diets, increasing vegetable intake, and preventing lifestyle-related diseases. We hypothesized that achieving an approximately 70 g (1 serving) increase in vegetable intake might help lower-income adults “catch up” in intake compared to middle-income groups, while simultaneously contributing to the partial resolution of the overall deficient vegetable intake in Japanese adults.

![Figure 2. Five steps and behavioral modification techniques of the nutrition education intervention program. The Web intervention period was 5 weeks.](http://www.jmir.org/2017/11/e377/)
The program consisted of a total of 20 pages of content, divided into five steps (one step contained four pages). The webpage was updated with one step every week. The program was based on the transtheoretical model (TTM) (Figure 2). Details of the program’s theoretical framework are reported in a previously published study protocol [30]. In step 1, we used the health belief model to encourage movement from the precontemplative to the contemplative phase. In steps 2 and 3, social cognitive theory and the theory of planned behavior were used to encourage movement from the contemplative to the preparation phase. In step 4, social cognitive theory and the theory of planned behavior were again used, but this time to encourage movement from the preparation to the action phase. Finally, in step 5, strengthening of social networks and social support were used to promote a shift to the maintenance phase.

The four pages in each step were structured as follows: (1) “Today’s point” (including a review of the previous week from the second week onward), which served as practical content; (2) “Do you know?” and (3) “Easy to devise,” which were summaries; and (4) “Let’s try it!” which involved supporting behavior change by using a worksheet. Figure 3 shows an example of the content on one page (i.e., page 2 for step 2).

The control group surveys took place over the same period as the intervention group surveys. Control group participants received an email from the survey company informing them that they had been randomly assigned to a control group after the baseline. After a 5-week interval, participants received an email requesting them to take part in the postintervention survey. Three months later, the participants received an email requesting them to participate in a follow-up survey.
Figure 3. Example of content of the Web-based nutrition intervention program (1 page).
Table 1. Questionnaires and answers on vegetable intake at three time points.

<table>
<thead>
<tr>
<th>Variable and questionnaire</th>
<th>Answer category</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vegetable intake</td>
<td>Number of dishes (servings/day)</td>
</tr>
<tr>
<td>How many vegetable dishes do you usually eat (dishes with vegetables as the main ingredient) per day? One dish is about one small bowl (70 g)</td>
<td></td>
</tr>
<tr>
<td>Vegetable eating behavior (per week)(^{a})</td>
<td></td>
</tr>
<tr>
<td>The following questions are about your normal dietary habits. Do you eat ample amounts of vegetables (5 small bowls/day, about 350 g)?</td>
<td>1=Almost every day; 2=4-5 days/week; 3=2-3 days/week; 4=almost none</td>
</tr>
<tr>
<td>Transtheoretical model(^{a})</td>
<td></td>
</tr>
<tr>
<td>Which of the following matches your current dietary condition? Do you eat ample amounts of vegetables (5 small bowls/day, about 350 g)?</td>
<td>1=Maintenance (I have continued to eat them for more than 6 months); 2=action (I have continued to eat them for less than 6 months); 3=preparation (I sometimes eat or intend to eat within the next 30 days); 4=contemplation (although I do not currently eat them, I intend to start eating them within the next 6 months); 5=precontemplation (I do not eat them and I do not intend to start eating them within the next 6 months)</td>
</tr>
<tr>
<td>Perceived behavioral control(^{a})</td>
<td></td>
</tr>
<tr>
<td>Do you believe you can do the following things to maintain your health, and your future health, with confidence? Do you have confidence in eating adequate amounts of vegetables (5 small dishes/day, or about 350 g)?</td>
<td>1=A lot of confidence (I have a lot of confidence in eating); 2=quite a lot of confidence (I have quite a lot of confidence in eating); 3=a little confidence (I have a little confidence in eating); 4=not a lot of confidence (I do not have a lot of confidence in eating); 5=very little confidence (I have very little confidence in eating); 6=not have any confidence (I do not have any confidence in eating)</td>
</tr>
<tr>
<td>Knowledge(^{a})</td>
<td></td>
</tr>
<tr>
<td>Did you know that the recommended vegetable intake for maintaining health in adults is 350 g per day?</td>
<td>1=Yes; 2=no</td>
</tr>
</tbody>
</table>

\(^{a}\)Participants chose one answer that best applied to them.

Data Collection and Outcome Measures

Participants were assessed via self-report at three time points: baseline, postintervention, and follow-up at 3 months. We have listed the details of the assessment items in Table 1. This study evaluated vegetable intake as the main outcome to assess the effectiveness of the nutrition education program. Ozawa et al [36] suggested that the number of vegetable dishes consumed may be a simpler and more valid measure of vegetable intake compared to a dietary record for both men and women. We presented participants with photographic examples of vegetable dishes (including the size and weight) before they answered the questionnaire. We referred to “The Japanese Food Guide Spinning Top” [37], wherein a dish where vegetables were the main ingredients (70 g) represented one serving.

Moreover, we performed a process evaluation of behavior change using various other outcomes, including vegetable eating behavior (per week) [38], stages of change, perceived behavioral control, and knowledge [39]. We used perceived behavioral control because it is an important concept [40] in behavior change. For the knowledge item, we showed photographic examples of vegetable dishes (including size and weight) before participants answered. Demographic variables included sex, age, marital status, number of people at home, employment status, and educational status.

Statistical Analyses

We compared the groups in terms of baseline sociodemographic characteristics using chi-square and Mann-Whitney U tests. Moreover, differences in baseline vegetable intake between participants and dropouts were assessed using unpaired \(t\) tests and one-way analyses of variance (ANOVAs). Amount of change in vegetable intake was analyzed using a general linear model. The mean change in vegetable intake was analyzed using Bonferroni-corrected comparisons following one-way ANOVAs for the different combinations of groups and time points. We compared the intervention effect on vegetable intake by group and time using two-way ANOVAs, and calculated the effect sizes (\(\eta^2\)). Other outcomes concerning vegetables were tested using McNemar test and the Wilcoxon signed rank test. The effects of multiple comparison were adjusted for using Bonferroni corrections. Participants lost to follow-up, that is those who did not complete the postintervention (\(n=216\)) or follow-up (\(n=139\)) surveys or who were otherwise missing any outcome data, were excluded from the analyses. This resulted in the exclusion of 355 of 1500 participants (23.67% of those randomly assigned) at baseline. Such an approach is in line with the revised CONSORT guidelines [41], as there are criticisms of and potential bias caused by imputing missing outcome data required for an intention-to-treat analysis. It has been pointed out that when the dropout rate is high, researchers should be cautious about conducting an intention-to-treat analysis. Indeed, in another RCT [42], an intention-to-treat analysis was not carried out because of a high dropout rate (14.9%). Therefore,
our analyses were not strictly intention to treat. All statistical analyses were performed using IBM SPSS Statistics version 21.0. A P value of .05 was used as the level of significance.

Results

Baseline Data

Table 2 shows baseline data collected from 1145 participants. The number of participants who completed the intervention in the intervention group (n=679) was as follows: low income (n=326, 72.4%) and middle income (n=353, 78.4%). In the control group (n=466), the number of participants who completed all three surveys was as follows: low income (n=225, 75.0%) and middle income (n=241, 80.3%). There were no differences in characteristics between the intervention group and the control group in either income group, except for marital status and number of people at home in the <¥3,000,000 group. Comparison of baseline characteristics between participants who were excluded and those who were included yielded the following differences: gender (included: men 596/1145, 52.1%, women 549/1145, 47.9%; excluded: men 154/355, 43.4%, women 201/355, 56.6%; P=.005) and educational status (included: junior high/high school 304/1134, 26.8%, 2-year college 297/1134, 26.2%, 4-year college/graduate school 533/1134, 47.0%; excluded: junior high/high school 114/348 32.8%, 2-year college 99/1134 28.4%, 4-year college/graduate school 135/1134, 38.8%; P=.005).

Table 2. Baseline sociodemographic characteristics of the study participants by income level (N=1145).

<table>
<thead>
<tr>
<th>Variable</th>
<th>&lt;¥3,000,000&lt;sup&gt;a&lt;/sup&gt;</th>
<th>¥3,000,000-¥10,000,000&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intervention (n=326)</td>
<td>Control (n=225)</td>
</tr>
<tr>
<td></td>
<td>n (%)</td>
<td>n (%)</td>
</tr>
<tr>
<td>Gender&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>169 (51.8)</td>
<td>120 (53.3)</td>
</tr>
<tr>
<td>Women</td>
<td>157 (48.2)</td>
<td>105 (46.7)</td>
</tr>
<tr>
<td>Age (years)&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30-39</td>
<td>106 (32.5)</td>
<td>76 (33.8)</td>
</tr>
<tr>
<td>40-49</td>
<td>116 (35.6)</td>
<td>88 (39.1)</td>
</tr>
<tr>
<td>50-59</td>
<td>104 (31.9)</td>
<td>61 (27.1)</td>
</tr>
<tr>
<td>Marital status&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not married</td>
<td>217 (66.6)</td>
<td>169 (75.1)</td>
</tr>
<tr>
<td>Married</td>
<td>109 (33.4)</td>
<td>56 (24.9)</td>
</tr>
<tr>
<td>Number of people at home&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥2</td>
<td>198 (66.4)</td>
<td>111 (56.6)</td>
</tr>
<tr>
<td>1</td>
<td>100 (33.6)</td>
<td>85 (43.4)</td>
</tr>
<tr>
<td>Employment status&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not employed</td>
<td>103 (32.5)</td>
<td>61 (28.6)</td>
</tr>
<tr>
<td>Employed</td>
<td>214 (67.5)</td>
<td>152 (71.4)</td>
</tr>
<tr>
<td>Educational status&lt;sup&gt;c,d&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Junior high/high school</td>
<td>114 (35.5)</td>
<td>72 (32.3)</td>
</tr>
<tr>
<td>2-year college</td>
<td>92 (28.7)</td>
<td>47 (21.1)</td>
</tr>
<tr>
<td>4-year college/graduate school</td>
<td>115 (35.8)</td>
<td>104 (46.6)</td>
</tr>
</tbody>
</table>

<sup>a</sup>¥120=US $1 (October 2015).
<sup>b</sup>Chi-square test.
<sup>c</sup>Mann-Whitney U test.
<sup>d</sup>Percentage excludes unknown/other answers. In <¥3,000,000: number of people at home (n=28), employment status (n=9), educational status (n=5) in the intervention group; number of people at home (n=29), employment status (n=12), educational status (n=2) in the control group. In ¥3,000,000-¥10,000,000: number of people at home (n=12), employment status (n=7), educational status (n=3) in the intervention group; number of people at home (n=6), employment status (n=2), educational status (n=1) in the control group.
Outcomes

Means and Mean Differences in Vegetable Intake at Each Time Point

Table 3 shows the mean (SD) vegetable intake at each time point. The participants with low income at baseline in the intervention group showed a lower vegetable intake compared with middle-income participants in both the intervention and control groups. The same pattern was found for participants with low income at baseline in the control group. There were no other differences between the groups. We confirmed that there were no differences in baseline vegetable intake between participants who were included in the analysis and those who dropped out ($P$=.91). The mean difference in vegetable intake at postintervention also increased in low-income intervention group participants compared to baseline (mean 0.42 servings, 95% CI 0.11 to 0.72, $P<.001$). In the control group among low-income participants, the mean vegetable intake at postintervention was not much different from that at baseline (mean 0.05 servings, 95% CI –0.26 to 0.36); the difference between follow-up and baseline was also minor (mean 0.03 servings, 95% CI –0.28 to 0.34). For middle-income participants, the mean vegetable intake at postintervention was barely different from that baseline (mean 0.04 servings, 95% CI –0.27 to 0.36); the same was true comparing follow-up and baseline (mean 0.03 servings, 95% CI –0.29 to 0.34).

Effect Size of Vegetable Intake

Table 4 shows the effect size of vegetable intake by income. Two-way ANOVAs showed that both low- and middle-income participants had significant main effects of group and time, and a significant interaction. Multiple comparisons (Figure 4) showed that vegetable intake among low-income participants increased between baseline and postintervention. Although it did not decrease significantly between postintervention and follow-up, the difference between baseline and follow-up was not significant. There were no changes in vegetable intake among middle-income participants when comparing any time point (Figure 5). However, multiple comparisons revealed that vegetable intake among low-income participants at baseline was lower than that among middle-income participants (baseline: $P=.003$). At postintervention and follow-up, the difference between income groups had disappeared (postintervention: $P=.16$; follow-up: $P=.045$).

Table 3. Mean (SD) and mean difference (95% CI) in each vegetable intake measure at the three time points.

<table>
<thead>
<tr>
<th>Time</th>
<th>&lt;¥3,000,000 (servings/day)</th>
<th>¥3,000,000-¥10,000,000b (servings/day)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intervention (n=326) mean (SD)</td>
<td>Control (n=225) mean (SD)</td>
</tr>
<tr>
<td>Baseline</td>
<td>2.08 (1.49)</td>
<td>1.88 (1.38)</td>
</tr>
<tr>
<td>Postintervention</td>
<td>2.50 (1.79)</td>
<td>1.93 (1.37)</td>
</tr>
<tr>
<td>Follow-up</td>
<td>2.23 (1.54)</td>
<td>1.91 (1.33)</td>
</tr>
</tbody>
</table>

a¥120=US $1 (October 2015).
bMean (SD) of servings/day. General linear model. One-way ANOVA $P<.05$, Bonferroni-corrected post hoc comparisons using t test. Significance was based on $P<.05/6=.008$.
cMean difference (95% CI) in servings/day in intervention group from baseline.

Table 4. The effect size ($\eta^2$) in comparisons of vegetable intake between groups and times using two-way repeated-measures ANOVAsb.

<table>
<thead>
<tr>
<th>Items</th>
<th>&lt;¥3,000,000c</th>
<th>¥3,000,000-¥10,000,000c</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Partial $\eta^2$</td>
<td>$\eta^2$</td>
</tr>
<tr>
<td>Group</td>
<td>0.10</td>
<td>0.04</td>
</tr>
<tr>
<td>Time</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Group*time</td>
<td>0.10</td>
<td>0.01</td>
</tr>
</tbody>
</table>

aEffect size (low: $\eta^2$=.01; middle: $\eta^2$=.06; high: $\eta^2$=.14).
bGeneral linear model adjusted for baseline marital status and number of people at home in <¥3,000,000. Dependent variable: vegetable intake servings.
cIn <¥3,000,000 group, self-reported vegetable intake at all three time points: n=326 (intervention) and n=225 (control). In ¥3,000,000-¥10,000,000 group, self-reported vegetable intake at all three time points: n=353 (intervention) and n=241 (control). ¥120=US $1 (October 2015).
Figure 4. In the <$3,000,000 group, means of self-reported vegetable intake at baseline, postintervention, and follow-up at 3 months in the intervention group (solid line) and control group (dotted line). Data were analyzed by using two-way ANOVAs. *General linear model, significance was based on $P<.05/3=.02$ (Bonferroni-corrected).
Results for Other Vegetable Intake Variables

Tables 5 and 6 show the results for eating vegetables behavior, stage of change, perceived behavioral control, and knowledge of vegetable intake. Low-income participants (<¥3,000,000) in the intervention group showed improvements in eating vegetables, stages of change, perceived behavioral control, and knowledge at postintervention compared to baseline. Furthermore, the improvements in eating vegetables and dietary knowledge were maintained between postintervention and follow-up. In middle-income participants (¥3,000,000-¥10,000,000), only improvements in knowledge were maintained from baseline to postintervention, and from baseline to follow-up. However, in the control group, improvements in knowledge were maintained from baseline to postintervention and from baseline to follow-up among both income groups (all P<.001).
Table 5. Baseline (T1), postintervention (T2), and follow-up (T3) in change in behavior, transtheoretical model, perceived behavioral control, and knowledge of vegetable intake as a result of Web-based intervention among adults with an income of <¥3,000,000.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Intervention (n=326)</th>
<th>Control (n=225)</th>
<th>T1-T3</th>
<th>T1-T2</th>
<th>T1</th>
<th>T2</th>
<th>T3</th>
<th>T1-T2</th>
<th>T1-T3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
<td>n (%)</td>
<td>n (%)</td>
<td>n (%)</td>
<td>P</td>
<td>P</td>
<td>n (%)</td>
<td>n (%)</td>
<td>P</td>
</tr>
<tr>
<td><strong>Eating vegetable behavior</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td>.008</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Almost every day</td>
<td>24 (7.4)</td>
<td>39 (12.0)</td>
<td>32 (9.8)</td>
<td>14 (6.2)</td>
<td>14 (6.2)</td>
<td>17 (7.6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4-5 days/week</td>
<td>36 (11.0)</td>
<td>52 (16.0)</td>
<td>38 (11.7)</td>
<td>18 (8.0)</td>
<td>21 (9.3)</td>
<td>30 (13.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-3 days/week</td>
<td>91 (27.9)</td>
<td>97 (29.8)</td>
<td>109 (33.4)</td>
<td>75 (33.3)</td>
<td>79 (35.1)</td>
<td>61 (27.1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Almost none</td>
<td>175 (53.7)</td>
<td>138 (42.3)</td>
<td>147 (45.1)</td>
<td>118 (52.4)</td>
<td>111 (49.3)</td>
<td>117 (52.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Transtheoretical model</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td>.27</td>
<td></td>
<td></td>
<td>.10</td>
</tr>
<tr>
<td>Maintenance</td>
<td>56 (17.2)</td>
<td>74 (22.7)</td>
<td>65 (19.9)</td>
<td>27 (12.0)</td>
<td>34 (15.1)</td>
<td>40 (17.8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Action</td>
<td>17 (5.2)</td>
<td>16 (4.9)</td>
<td>19 (5.8)</td>
<td>10 (4.4)</td>
<td>19 (8.4)</td>
<td>9 (4.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Preparation</td>
<td>108 (33.1)</td>
<td>123 (37.7)</td>
<td>100 (30.7)</td>
<td>82 (36.4)</td>
<td>62 (27.6)</td>
<td>64 (28.4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contemplation</td>
<td>84 (25.8)</td>
<td>75 (23.0)</td>
<td>83 (25.5)</td>
<td>62 (27.6)</td>
<td>68 (30.2)</td>
<td>69 (30.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precontemplation</td>
<td>61 (18.7)</td>
<td>38 (11.7)</td>
<td>59 (18.1)</td>
<td>44 (19.6)</td>
<td>42 (18.7)</td>
<td>43 (19.1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Perceived behavioral control</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td>.06</td>
<td></td>
<td></td>
<td>.32</td>
</tr>
<tr>
<td>A lot of confidence</td>
<td>15 (4.6)</td>
<td>24 (7.4)</td>
<td>16 (4.9)</td>
<td>10 (4.4)</td>
<td>9 (4.0)</td>
<td>8 (3.6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quite a lot of confidence</td>
<td>30 (9.2)</td>
<td>33 (10.1)</td>
<td>38 (11.7)</td>
<td>10 (4.4)</td>
<td>18 (8.0)</td>
<td>23 (10.2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A little confidence</td>
<td>49 (15.0)</td>
<td>56 (17.2)</td>
<td>54 (16.6)</td>
<td>33 (14.7)</td>
<td>32 (14.2)</td>
<td>33 (14.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not a lot of confidence</td>
<td>108 (33.1)</td>
<td>118 (36.2)</td>
<td>109 (33.4)</td>
<td>78 (34.7)</td>
<td>72 (32.0)</td>
<td>75 (33.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very little confidence</td>
<td>51 (15.6)</td>
<td>42 (12.9)</td>
<td>41 (12.6)</td>
<td>40 (17.8)</td>
<td>40 (17.8)</td>
<td>29 (12.9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not any confidence</td>
<td>73 (22.4)</td>
<td>53 (16.3)</td>
<td>68 (20.9)</td>
<td>54 (24.0)</td>
<td>54 (24.0)</td>
<td>57 (25.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Knowledge</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>106 (32.5)</td>
<td>174 (53.4)</td>
<td>177 (54.3)</td>
<td>60 (26.7)</td>
<td>90 (40.0)</td>
<td>93 (41.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>220 (67.5)</td>
<td>152 (46.6)</td>
<td>149 (45.7)</td>
<td>165 (73.3)</td>
<td>135 (60.0)</td>
<td>132 (58.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a ¥120=US $1 (October 2015).

b Ordinal scale: Wilcoxon signed rank test, Bonferroni-corrected post hoc comparisons made using Mann-Whitney U test (P<.05/3=.02). Nominal scale: McNemar test, Bonferroni-corrected post hoc comparisons made using chi-square test (P<.05/3=.02).

c The percentage might not reach 100% in some cases because the rate was rounded off.

d Transtheoretical model (TTM) 5 stages of change: (1) maintenance (I have continued to eat them for more than 6 months); (2) action (I have continued to eat them for less than 6 months); (3) preparation (I sometimes eat them or intend to eat them within the next 30 days); (4) contemplation (although I do not eat them currently, I intend to start eating them within the next 6 months); (5) precontemplation (I do not eat them and I do not intend to start eating them within the next 6 months).
Table 6. Baseline (T1), postintervention (T2), and follow-up (T3) in change in behavior, transtheoretical model, perceived behavioral control, and knowledge about vegetable intake in this Web-based intervention among adults with an income of ¥3,000,000-¥10,000,000.a

<table>
<thead>
<tr>
<th>Variable</th>
<th>Control (n=241)</th>
<th>Intervention (n=353)</th>
<th>T1-T2</th>
<th>T1-T3</th>
<th>T2-T3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
<td>T1 (%)</td>
<td>T2 (%)</td>
<td>T3 (%)</td>
<td>p</td>
</tr>
<tr>
<td><strong>Eating vegetable behavior</strong>c</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Almost every day</td>
<td>19 (7.9)</td>
<td>19 (7.9)</td>
<td>18 (7.5)</td>
<td>.02</td>
<td></td>
</tr>
<tr>
<td>4-5 days/week</td>
<td>44 (18.3)</td>
<td>48 (19.9)</td>
<td>44 (18.3)</td>
<td>.03</td>
<td></td>
</tr>
<tr>
<td>2-3 days/week</td>
<td>103 (42.7)</td>
<td>100 (41.5)</td>
<td>103 (42.7)</td>
<td>.07</td>
<td></td>
</tr>
<tr>
<td>Almost none</td>
<td>75 (31.1)</td>
<td>75 (31.1)</td>
<td>75 (31.1)</td>
<td>.24</td>
<td></td>
</tr>
<tr>
<td><strong>Transtheoretical model</strong>c,d</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maintenance</td>
<td>64 (26.6)</td>
<td>49 (20.3)</td>
<td>64 (26.6)</td>
<td>.05</td>
<td></td>
</tr>
<tr>
<td>Action</td>
<td>15 (6.2)</td>
<td>12 (5.0)</td>
<td>15 (6.2)</td>
<td>.04</td>
<td>.05</td>
</tr>
<tr>
<td>Preparation</td>
<td>84 (34.9)</td>
<td>96 (39.8)</td>
<td>91 (37.8)</td>
<td>.06</td>
<td>.07</td>
</tr>
<tr>
<td>Contemplation</td>
<td>199 (82.4)</td>
<td>235 (92.0)</td>
<td>199 (82.4)</td>
<td>.01</td>
<td>.01</td>
</tr>
<tr>
<td>Precontemplation</td>
<td>53 (22.0)</td>
<td>48 (19.9)</td>
<td>53 (22.0)</td>
<td>.07</td>
<td>.07</td>
</tr>
<tr>
<td><strong>Perceived behavioral control</strong>c</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A lot of confidence</td>
<td>13 (5.4)</td>
<td>13 (5.4)</td>
<td>8 (3.3)</td>
<td>.38</td>
<td></td>
</tr>
<tr>
<td>Quite a lot of confidence</td>
<td>31 (12.9)</td>
<td>31 (12.9)</td>
<td>31 (12.9)</td>
<td>.25</td>
<td></td>
</tr>
<tr>
<td>Very little confidence</td>
<td>43 (17.3)</td>
<td>43 (17.3)</td>
<td>33 (12.9)</td>
<td>.15</td>
<td>.15</td>
</tr>
<tr>
<td>Not any confidence</td>
<td>42 (17.3)</td>
<td>42 (17.3)</td>
<td>42 (17.3)</td>
<td>.58</td>
<td>.58</td>
</tr>
<tr>
<td><strong>Knowledge</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>90 (37.3)</td>
<td>69 (28.6)</td>
<td>110 (45.6)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>244 (91.3)</td>
<td>172 (62.7)</td>
<td>131 (45.4)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

a¥120=US $1 (October 2015).

bOrdinal scale: Wilcoxon signed rank test, Bonferroni-corrected post hoc comparisons made using Mann-Whitney U test (P<.05/3=.02). Nominal scale: McNemar test, Bonferroni-corrected post hoc comparisons made using chi-square test (P<.05/3=.02).

cThe percentage might not reach 100% in some cases because the rate was rounded off.

dTranstheoretical model (TTM) 5 stages of change: (1) maintenance (I have continued to eat them for more than 6 months); (2) action (I have continued to eat them for less than 6 months); (3) preparation (I sometimes eat them or intend to eat them within the next 30 days); (4) contemplation (although I do not eat them currently, I intend to start eating them within the next 6 months); (5) precontemplation (I do not eat them and I do not intend to start eating them within the next 6 months).

Discussion

Principal Results

A strength of this study was its RCT design and stratification by income to investigate the reduction in vegetable intake disparity. The main finding was that vegetable intake and related processes among low-income participants improved, thus reducing the existing disparities with the middle-income group. We suggest that this Web-based nutrition education program based on multiple health behavior theories is an effective intervention for low-income adults. To our knowledge, this is the first Web-based intervention study to investigate reductions in vegetable intake disparities in adults. Further improvements in the intervention program are necessary to increase intake and maintain that increase throughout a follow-up period among middle-income adults.

The vegetable intake among low-income participants increased by mean 0.42 servings (95% CI 0.11-0.72) after the intervention, which helped reduce the vegetable intake disparity between incomes. Additionally, behavioral change processes such as dietary behavior, stages of change, self-efficacy, and knowledge improved. Most past Web-based studies were conducted outside Japan. Bensley et al [24] reported an increase of 0.59 servings after a Web-based nutrition education for 6 months with adults, Sternfeld et al [23] an increase of 0.18 servings using an email intervention for 16 weeks with employees, and Kothe et al [26] an increase of 0.84 servings using an email intervention for 30 days with undergraduate students. Thus, in all three of these studies, the intervention led to increased fruit and vegetable intake among middle-income adults.
intake. However, these studies evaluated vegetables and fruit within the same category. The Japanese Food Guide Spinning Top, a Japanese food guide, classifies vegetables and fruits in different categories [37]. This study showed a clearly positive intervention effect for vegetable intake only. Past studies in Japan showed that nutrition education interventions increased vegetable intake by 0.32 servings in 24 weeks among male workers [43], and by 0.30 servings 1 year later in employees [44]. The improvements in vegetable intake and improved behavioral change processes are further strengths of this study. Our results contributed to reducing disparities in vegetable intake between low- and middle-income individuals by using a very short-term (5-week) Web-based intervention.

The nutrition education program also has two important strengths. First, the program was based on the stages of change, which are thought to be applicable to nutrition interventions [45]. Many previous studies have found support for methods based on multiple health behavior theories aimed at increasing vegetable intake [46,47]. In this study, participants were assumed to be in the precontemplation stage baseline (Figure 2). Because improved self-efficacy is essential for behavior change, we made sure that all steps of the program focused on improving self-efficacy. We expect that the composition of this program helped increase vegetable intake among low-income individuals, who may have had low self-efficacy (perceived behavioral control).

Second, Park et al [22] reported that 88% of participants completed their 30-day Web intervention for adults. Kothe et al reported 85% [26] and 80% [27] of participants completed the intervention with a 30-day email intervention for undergraduate students. This study had a roughly equivalent number of participants who completed the intervention (low income: 82.4%; middle income: 85.7% at postintervention). This is possibly because participants received an email including a weekly summary of the program and informative support. Additionally, the intervention was highly accessible (eg, time, place, situation) because participants could complete the activities using their mobile phone or personal computer. There are extremely few previous reports on Web-based interventions for Japanese adults [48]; as such, our Web-based nutrition education program is not only highly effective, but also provides novel evidence.

The improvement in vegetable intake for low-income participants in the intervention group disappeared by the 3-month follow-up. This might have been because we used only one theoretical approach (see step 5) to promote the change from the action to maintenance stage. Therefore, it is necessary to strengthen this aspect of the intervention. For example, Japanese traditional food culture distinguishes between seasonal dishes and foods for all four seasons. We could distribute nutrition information and recipes about seasonal foods such as vegetables during a follow-up period to promote continued vegetable intake. In addition, we could regularly tweet reviews of the program content, and send reminders of the effort needed to prevent reversal of behavior change. Behavior change can be regarded as habitual if it is maintained for more than 6 months. After observing the program-related improvements in this study, it is worth attempting these approaches during follow-up to maintain the intervention effect.

Vegetable intake among middle-income participants might not have increased after the intervention because of the program’s use of an inappropriate approach to behavior change for this income group. For example, food access and perceptions of the food environment might differ depending on income [49]. Perceived behavioral control, which was the focus of this program [30], has been found to be low among low-income women [20]. Thus, a program focusing on perceived behavioral control might have promoted ingestion of vegetables up to a certain amount. For further improvement, it is necessary to identify the factors affecting vegetable intake according to income and develop more appropriate intervention methods.

The reason for the low effect sizes was probably the smaller variety of content and shorter intervention periods than in previous studies. The effect size of a 30-day nutrition education intervention by email in undergraduate students [26] was roughly the same as in this study. However, Alexander et al [25] found medium effect sizes when using a website targeting adults. Their program had a rich variety of content, such as food education using a short video and audio files, and presented 300 fruit- and vegetable-based recipes. Furthermore, the intervention period was one year, which was considerably longer than was ours. The content of our program is a website of approximately 20 pages containing information and worksheets combining text and images. We expect larger effects if we increased the variety of the content and the length of the intervention period.

Limitations

Some limitations warrant discussion. First, we were careful to extract samples matching the Japanese demographic distribution. Nonetheless, our participants had a higher education level compared to the census [50]. Second, we could not identify the factors that improved the control group’s knowledge. Possibly, they acquired the knowledge during the survey or they were exposed to health promotion strategies elsewhere. However, the results show that behavioral change does not occur merely through improving knowledge. Third, the design was not strictly intention to treat. Using an approach to impute missing outcome data for the relatively large number of dropouts (23.6% of the sample) can cause potential biases. We analyzed them in comparison to their originally assigned group, and confirmed that there were no baseline differences in vegetable intake between the participants included in the analysis and the dropouts. Fourth, regrettably, we have no data on the weight status, health status, or chronic diseases of participants. We did not assess body weight status because the validity of self-assessment of body weight is unknown. Furthermore, a diagnosis by a doctor is necessary to determine the presence or absence of a chronic disease. Exercise is currently being investigated by other project teams; therefore, we could not handle the data on exercise. Other relevant data, such as frequency of intake of other foods, should be examined in the future. This would help in generalizing the results of our study. Fifth, we could not investigate the relationship between the intervention dose and its effect. Regrettably, the website set a common password for all participants because we had
insufficient research funding and were unable to handle personal information such as individual ID and password settings. By developing apps or other tools in cooperation with companies in the future, we would be able to further develop this line of research. Finally, the results can only apply at this present time to Japanese individuals aged 30 to 59 years and with incomes less than ¥10,000,000, thus limiting the generalizability of the findings.

**Practical Implications**

This program has the following implications. The intervention succeeded in increasing vegetable intake without being restricted to a single geographical area. This shows the possibility that our nutrition education program can spread widely in the future. Furthermore, the program has a systematic composition, containing five steps of four pages of content each: (1) “Today’s point,” 2) “Do you know?” 3) “Easy to devise,” and 4) “Let’s try it!” It is worth investigating whether the program can achieve the same effect using other methods (eg, higher frequency of emails [20 times], face-to-face delivery of content). Further research might aim to clarify which components of Web-based interventions or the program framework contribute to reducing vegetable intake disparities.

**Conclusion**

The findings from this RCT indicate that this Web-based nutrition education program can increase vegetable intake among low-income adults, thus contributing to a reduction in vegetable intake disparities.
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Implementation of a Web-Based Organ Donation Educational Intervention: Development and Use of a Refined Process Evaluation Model

Abstract

Background: The lack of available organs is often considered to be the single greatest problem in transplantation today. Internet use is at an all-time high, creating an opportunity to increase public commitment to organ donation through the broad reach of Web-based behavioral interventions. Implementing Internet interventions, however, presents challenges including preventing fraudulent respondents and ensuring intervention uptake. Although Web-based organ donation interventions have increased in recent years, process evaluation models appropriate for Web-based interventions are lacking.

Objective: The aim of this study was to describe a refined process evaluation model adapted for Web-based settings and used to assess the implementation of a Web-based intervention aimed to increase organ donation among African Americans.

Methods: We used a randomized pretest-posttest control design to assess the effectiveness of the intervention website that addressed barriers to organ donation through corresponding videos. Eligible participants were African American adult residents of Georgia who were not registered on the state donor registry. Drawing from previously developed process evaluation constructs, we adapted reach (the extent to which individuals were found eligible, and participated in the study), recruitment (online recruitment mechanism), dose received (intervention uptake), and context (how the Web-based setting influenced study implementation) for Internet settings and used the adapted model to assess the implementation of our Web-based intervention.

Results: With regard to reach, 1415 individuals completed the eligibility screener; 948 (67.00%) were determined eligible, of whom 918 (96.8%) completed the study. After eliminating duplicate entries (n=17), those who did not initiate the posttest (n=21) and those with an invalid ZIP code (n=108), 772 valid entries remained. Per the Internet protocol (IP) address analysis, only 23 of the 772 valid entries (3.0%) were within Georgia, and only 17 of those were considered unique entries and could be considered for analyses. With respect to recruitment, 517 of the 772 valid entries (67.0%) of participants were recruited from a Web recruiter. Regarding dose received, no videos from the intervention website were watched in their entirety, and the average viewing duration was 17 seconds over the minimum. With respect to context, context analysis provided us with valuable insights into factors in
the Internet environment that may have affected study implementation. Although only active for a brief period of time, the Craigslist website advertisement may have contributed the largest volume of fraudulent responses.

Conclusions: We determined fraud and low uptake to be serious threats to this study and further confirmed the importance of conducting a process evaluation to identify such threats. We suggest checking participants’ IP addresses before study initiation, selecting software that allows for automatic duplicate protection, and tightening minimum requirements for intervention uptake. Further research is needed to understand how process evaluation models can be used to monitor implementation of Web-based studies.
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Introduction

Using Web-Based Behavioral Interventions

The lack of available organs is often considered to be the single greatest problem in transplantation today [1]. As of July 2017, there were more than 117,000 persons awaiting a life-saving organ in the United States; however, less than 28,000 deceased donor transplants were performed in 2016 [2].

Efforts to address the growing gap between organ supply and demand include an extensive list of face-to-face educational interventions, with the majority of these interventions designed to improve attitudes and knowledge related to organ donation and promote positive donation intentions [3-11]. The widespread use of the Internet, however, creates an opportunity to increase public commitment to organ and tissue donation through innovative Web-based educational interventions. Approximately 88% of US adults currently use the Internet, with all demographic groups showing an exponential increase in use in recent years [12]. Internet-based interventions within the context of behavioral health research have capitalized on the high accessibility of the Internet and proliferated in the past 20 years [13], particularly in topics such as human immunodeficiency virus [14-16], depression and anxiety [17,18], and eating disorders [19,20], whereas Internet-based interventions addressing organ donation have only minimally been explored. Despite the pervasiveness of Web-based interventions, process evaluation frameworks able to assess their implementation are lacking.

Web-based interventions offer several advantages including fast and easy participant recruitment and data collection [21-27] and minimal cost compared with in-person interventions [15]. Internet interventions have been shown to have high fidelity, are transferrable to a variety of settings, and are scalable [15]. The added anonymity of the Internet reduces potential issues of social desirability and stigma, which is particularly appealing for studies addressing sensitive health topics. In addition to significantly improving knowledge, attitudes, and associated behaviors for various health topics, there is some evidence that compared with the in-person versions of the intervention, Web-based versions may be more effective [17,20,28]. Web-based organ donation initiatives have been successful in improving organ donation–related knowledge [29], attitudes [29,30], and behaviors [30], and reaching minority populations [31] who are consistently underrepresented as donors [2].

Assessing Fraud in Internet Studies

Despite these benefits, Internet studies present a list of disadvantages including high levels of attrition [32] and inability to achieve a representative sample [33]. Anonymity on the Internet can be considered a strength, but it also adds the potential of fraudulent and repeat responders [34]. Fraud in Internet studies has previously been cited as rare [35] and not compromising to the overall quality of data collected in Web-based studies [34]. However, it might be that investigators underestimate the extent of fraudulent responses and their impact on the internal validity of the associated studies. Subject fraud often involves elaborate adaptive strategies to counter detection measures in place and run virtually undetected even during data analysis. In one sexual behavioral risk Web-based study, nearly 11% of all responses were deemed ineligible because of fraud or repeated entry, with one respondent responsible for 6% of all responses [36]. Similarly, in a Web-based study surveying men who have sex with men, 11.6% of all entries were determined to be fraudulent and a result of changing responses on the study screener to gain entry or repeated entry into the study [37]. Further analysis demonstrated that including these fraudulent data would have greatly skewed study findings [37], underscoring the threat of fraudulent responders.

Few studies have offered explicit methods for preventing fraud from occurring in Web-based studies. Suggestions occur at differing stages of the research process and range from simple strategies such as eyeing suspicious entries (such as designated birthday does not match self-reported age) [35], asking participants whether they have already participated in the study before initiating [34,38], or flagging repeated emails and usernames [35,37-39], to more complex approaches such as altering study design (ie, requiring a telephone interview before participation) [35,36] or monitoring participants’ Internet protocol (IP) addresses to determine participants’ geographic locations and repeat responders [35]. Despite the range of options to prevent fraud, all methods have been found to be problematic [35,38] and sometimes labor intensive, with even the more advanced fraud detection methods requiring some level of manual checking [35,36]. The emerging use of “bots” or automated devices designed to hack studies without human effort, present an additional, more complex obstacle for preventing fraud and protecting study data. And although CAPTCHA (Completely Automated Public Turing test to tell Computers and Humans Apart) is used to prevent “bots” from accessing Internet forms (usually prompting users to type in the
name of an image or check a box), this function is not always successful in blocking these fraudulent attempts and may unintentionally deter valid participants with low computer literacy [35]. The ever-changing landscape of the Internet, and consequently Web-based interventions, requires equally dynamic security measures [35] and an understanding that confirming eligibility among all participants may not be possible in Web-based studies [36].

Assessing Intervention Uptake in Internet Studies
An additional concern in implementing Web-based studies is ensuring uptake of the intervention. Most Web-based study participants have the convenience of completing the study on devices in their own homes and on their own time. Whereas such autonomy within the context of a research study may alleviate accessibility issues among the target population [21], it also limits implementer control and presents the risk of insufficient uptake of the intervention. Overall, measured intervention uptake on Web-based platforms has been found to be less than intended [40], as participants have been found to abandon the intervention before finishing [40] and “clicking through” associated questionnaires without reading all of the content [41].

Ensuring uptake of Web-based interventions promoting organ donation is especially challenging. Organ donation registration has been characterized as a low-vested-interest health behavior that is accompanied by high attitudinal ambivalence and a lack of personal benefit [42], thus making it difficult to appeal to the general population. Moreover, there is evidence that distrust of the medical care system and physicians undergird negative attitudes about organ and tissue donation, particularly among African Americans [43]. These conditions may make uptake of a Web-based organ donation education intervention particularly challenging within this population.

Although Web-based studies are more difficult to control, Web-based analytics allow study implementers to unobtrusively monitor participants’ engagement with the study [41], with log-in rates, website hits (number of people who landed on the website), pages visited, modules completed, and completion of the entire intervention serving as the most commonly used exposure measures [40]. Monitoring uptake is not only becoming more common but expected for Internet studies [21], creating a dual opportunity to assess participant engagement and potentially identify fraud [44] by monitoring patterns of website use.

Measuring uptake of in-person intervention materials is common practice and helps attribute specific changes in study outcomes to varying levels of exposure to the intervention [45]. Measuring uptake for Web-based studies, however, is less explored, and has yielded mixed results in terms of project outcomes. For example, Christensen et al [46] measured intervention uptake of a Web-based cognitive behavioral therapy study and found that participants’ anxiety and depression scores significantly lowered with each additional module completed and more time spent on the modules. In a Web-based smokeless tobacco cessation program, Danaher and Seeley [21] found Web-based program exposure to mediate the relationship between self-efficacy and tobacco abstinence. And although it may be expected that increased exposure to intervention materials is positively associated with outcomes, Glasgow et al [32] found that ongoing engagement was negatively associated with the amount of material presented in the intervention, which of course presents a potentially new threat to the study design and to desired outcomes.

Evaluating Implementation of Internet-Based Interventions
Some efforts have been made to determine how to implement Internet interventions in ways that maximize their effectiveness. For example, Cummins et al (2003) created the 5 As (advise, assess, assist, anticipatory guidance, and arrange follow-up) for effective health behavior change treatment on the Internet framework to address an emerging need for evaluation frameworks for Internet studies [47]. However, this model is limiting as it was adapted for preventive behaviors and disease management mostly focused on assessing content and admittedly only “provided the minimum criteria for a program to have the potential for providing behavior change” [47]. More recently, O’Grady et al (2009) created a dynamic evaluation framework for interactive Web technologies [48]. Although this framework is extensive, it maintains a conceptual approach and leaves the question of how to practically implement such a robust evaluation model, which is an overall critique of Web-based evaluation models [49]. Additional evaluation efforts on the Internet have been designed for static websites that provide health information and not interactive websites [50] and have mostly relied on self-report to assess usability [51], quality [51], and uptake [21,40,52,53] of the website. Whereas these evaluative techniques are insightful, more rigorous and objective measures are necessary for implementers to fully explore implementation of interactive Web-based interventions. Process evaluation is necessary to explain results according to intervention component, assess quality, and accuracy [45] and to help explain why a program was or was not successful [54]. Conducting a process evaluation to understand how Internet studies are implemented is imperative to optimize the Web-based platform, ensure program uptake, minimize waste, and maximize intervention effectiveness.

The purpose of this study was to investigate how a culturally sensitive, Web-based intervention aimed to increase organ donation among African Americans in Georgia was implemented by using a process evaluation model adapted for Web-based interventions. Drawing from previously developed process evaluation constructs [45], we adapted reach, recruitment, dose received, and context for use in Internet-settings. We excluded dose delivered and implementation from our adapted model, as all intervention components were delivered on a standardized Web-based platform. We also did not formally include fidelity (an original construct measuring the overall quality of intervention implementation) in our process analyses because of its strong relationship with the included process evaluation constructs and inherent measurement challenges [45]. Relevant to each process evaluation construct, this study sought to answer six research questions:

1. Reach: What proportion of interested participants was found eligible for the study?
2. Reach: What proportion of eligible participants participated in the study?
3. Reach: To what extent were Georgia residents recruited into the study?
4. Recruitment: To what extent were Web recruiters successful in attracting participants to the study?
5. Dose received: To what extent did participants engage in the study intervention components?
6. Context: To what extent did the Web-based setting influence study implementation?

Methods

Study Design and Sample

Project WEB ACTS (About Choices in Transplantation and Sharing, ACTS) is a Web-based intervention designed to assess the feasibility of using the Internet to deliver culturally sensitive, educational materials about organ donation and to increase donor registration among African American adults in Georgia. We used a randomized controlled pretest-posttest design to compare the effectiveness of the intervention website (Project WEB ACTS) to the control website (Donate Life Georgia). The Donate Life Georgia website features general facts about organ and tissue donation and personal donation stories, both nonspecific to any particular racial group. There is also a link to sign up on the Georgia state donor registry on the Donate Life website. Eligible participants identified as African American or black, were residents of Georgia, were 18 years of age or older, and were not already registered on the Georgia state donor registry, as indicated by self-report. This study was reviewed by the Emory University Institutional Review Board and considered exempt from further review and approval (IRB00078995).

Website Design

Using organ donation literature, the two-dimensional model of cultural sensitivity [55], and the IIF model of donor registration [42], we identified five prominent organ donation topic areas relevant for African Americans [56,57]. The Project WEB ACTS website modules are Act Now, Fairness in Organ Allocation, Fairness in Health Care Delivery, Religious Beliefs, and Let’s Talk About Life. Each module contains a corresponding 3- to 4-min video featuring an African American host and individuals discussing the importance of organ donation from various perspectives (ie, pastors, physicians, and living donors). The final tab of the website features a link leading to the Georgia state donor registry for those participants who decide to register as an organ donor at the conclusion of the intervention. A website consulting company was hired to develop the Project WEB ACTS website. All content was adapted from prior iterations of Project ACTS [58-60] and informed by both formative and scientific research (Figure 1).

Data Collection Procedures

We identified and trained 17 Web recruiters to recruit participants into the study, primarily using Web-based mechanisms (eg, social media, Web-based listservs, and electronic bulletin boards). Web recruiters were demographically similar to the target population, familiar with Internet technology, and maintained strong online networks. Using approved language, Web recruiters advertised the Project WEB ACTS study, with each posting including a brief description of the project, mention of the incentive (US $10 virtual gift card), and a URL link to the study eligibility screener. The participant incentive was considered appropriate for the anticipated time burden of the proposed intervention according to prior Web-based studies [32,36], yet was kept nominal to reduce the risk of repeat participants [39]. Convenience sampling was used to identify eligible participants. There was a strong emphasis on online recruitment; however, recruiters were also permitted to share paper recruiting materials, including hard copy flyers with their in-person social networks (eg, at church, work, or in their neighborhood). Additionally, Project WEB ACTS administrators briefly (for approximately 24 hours) advertised the study on the Craigslist website to recruit participants into the study.

The project coordinator determined individuals’ eligibility based on answers to a Web-based eligibility screener and informed participants of their eligibility status via email. Emails to eligible participants included a link leading to the study consent and baseline assessment (a 38-item questionnaire measuring attitudes and beliefs regarding donation and transplantation, knowledge of the donation and transplantation system, Internet usage, and demographic characteristics). After completing the baseline assessment, participants were randomized to either the intervention or control website and required to spend a minimum of 10 min on the site before the posttest questionnaire was made available. The posttest questionnaire consisted of 24 items, including the attitudes, beliefs, and knowledge measures from the pretest and an added two items measuring the likelihood that the respondent would register as an organ donor in the future. Both intervention and control websites included a “call to action” for donation registration, and participants were allowed to sign up as organ donors on the Georgia state donor registry while on either website. Control and intervention participants were provided with a code upon completion of the posttest questionnaire and instructed to email the project coordinator with the code to receive the incentive. Each email address was checked before distributing the virtual gift card to ensure that multiple incentives were not sent to the same email address.
Adaptation and Implementation of Process Measures

We first analyzed frequencies of all usable data using Statistical Package for the Social Sciences (SPSS) version 23.0 (IBM Corp). Drawing from previously developed process evaluation constructs [45,54,61], we adapted reach, recruitment, dose received, and context for Internet-based interventions and used each to conduct a process evaluation of our study (Table 1).

Reach

Reach is most commonly considered the proportion of the target audience that participates in the study [45,54]. We can estimate our target audience (African American adults living in Georgia and not registered as organ donors) given census data and state registry data; however, those individuals who visited the study eligibility site better represent our target, given the absence of any widespread, population-level marketing. The breadth of the Internet and our use of convenience sampling through online networks make it difficult to determine a numeric value of the intended target audience, requiring the adaptation of the reach construct. As a result, we defined reach as the proportion of interested participants who were found eligible for the study and the proportion of eligible participants who participated in the study. The study’s project coordinator manually checked each participant’s eligibility screener before study entry.

We also defined reach as the extent to which Georgia residents were recruited into the study. Although the Project WEB ACTS study was administered entirely on the Web, it was important to assess the physical environment of participants, as this study sought to explicitly recruit Georgia residents to register for the Georgia state donor registry. States maintain separate donor registries; therefore, including participants outside of the state of Georgia would undermine our ability to document registration on the Georgia state donor registry. We used IP addresses to approximate each participant’s location at the time of the study and to assess the extent to which Georgia residents were recruited into the study. First, we retrospectively analyzed each participant’s IP address to determine his or her approximate location at the time of completing the study and to identify repeated IP addresses. Similar to a street address, an IP address is a unique set of numbers used to identify computers on a network [39]. Whereas multiple individuals who share a home or work in the same building may be able to use one IP address, we expected such instances to be minimal. We used a reputable Internet IP address search engine to obtain IP information and used a second recommended IP address search engine to spot check results from the first search engine. IP addresses were used to estimate participant location (United States vs non-United States and US state) and to identify study repeaters.
### Table 1. Adapted process measures applied to Project WEB ACTS (About Choices in Transplantation and Sharing) intervention.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Definition</th>
<th>Research question</th>
<th>Indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reach</td>
<td>The extent to which individuals are found eligible, and participate in the study</td>
<td>What proportion of interested participants was eligible for the study?</td>
<td>Percentage of individuals who completed the eligibility questionnaire and were found eligible for the study</td>
</tr>
<tr>
<td></td>
<td></td>
<td>What proportion of eligible participants participated in the study?</td>
<td>Percentage of individuals who were found eligible per the eligibility questionnaire and completed the study</td>
</tr>
<tr>
<td></td>
<td></td>
<td>To what extent were Georgia residents recruited into the study?</td>
<td>Location estimation (Georgia vs other US state) per retrospective Internet protocol address analysis</td>
</tr>
<tr>
<td>Recruitment</td>
<td>Procedures used to approach and attract participants</td>
<td>To what extent were Web recruiters successful in attracting participants to the study?</td>
<td>Percentage of participants referred to study from Web recruiters and other methods</td>
</tr>
<tr>
<td>Dose received</td>
<td>The extent to which participants actively engage with, interact with, are receptive to, or use materials or recommended resources</td>
<td>To what extent did participants engage in the study intervention components?</td>
<td>• Number of website sessions&lt;br&gt;• Percentage of new sessions&lt;br&gt;• Number of users&lt;br&gt;• Average time spent on the entire website (min:sec)&lt;br&gt;• Number of page views&lt;br&gt;• Average time on each page (min:sec)&lt;br&gt;• Number of individuals who pressed “play” for each video&lt;br&gt;• Highest percentage completed of each video&lt;br&gt;• Number of individuals completing the corresponding highest percent completed</td>
</tr>
<tr>
<td>Context</td>
<td>Aspects of the Web-based setting that may influence intervention implementation</td>
<td>To what extent did the Web-based setting influence intervention implementation?</td>
<td>• Data trends of eligibility screener responses as compared with Web-based marketing efforts&lt;br&gt;• Debriefing interviews with Web recruiters</td>
</tr>
</tbody>
</table>

Respondents with IP addresses outside of the United States, IP addresses outside of the state of Georgia, and chronically repeating IP addresses (defined as those repeating more than 3 times) were identified as having concerning IP addresses. All concerning entries were flagged for further consideration.

**Recruitment**

Participants were asked to designate how they were recruited into the study, with answer choices including Web recruiters (listed by name) or other methods (which we inferred to be our Craigslist website advertisement). Given the emphasis on recruitment through social media and Internet forums and the difficulty in objectively tracking recruitment, recruitment source was measured by self-report.

**Dose Received**

We used Google analytics software to assess dose received or the extent to which participants were exposed to the WEB ACTS intervention website. This software allowed us to collect aggregate data on uptake of the website, including number of users, number of page views, average time spent on each page, and highest percentage completed of each of the five videos. Participant usage data were not available for control participants accessing the Donate Life Georgia website because it is a public webpage.

**Context**

Context in traditional study settings considers the “larger physical, social, and political environment that either directly or indirectly affects an intervention” [45]. The Internet is its own environment, with its own culture [44]; thus, context may be assessed as the Web-based setting to determine what factors in the virtual study environment may have affected intervention implementation. The dynamic nature of the Internet, however, makes it difficult to monitor activity broadly. We focused on Web-based environments where the study was advertised, including social media pages and Craigslist website, with the understanding that assessing where the study link could be accessed could provide information regarding most effective recruitment sites, sites potentially encouraging fraud, and other contextual factors affecting overall study implementation. We used data trends as a proxy indicator for assessing context, including responses to the eligibility screener as compared with Web-based marketing efforts and also conducted debriefing interviews with Web recruiters to gain insights to events happening on social media sites used for recruitment and to corroborate our data.
Results

Participant Demographics
Project WEB ACTS opened for recruitment on September 21, 2015 and closed on November 13, 2015, and a total of 772 participants were included in our initial participant pool. The majority of participants were male (56.2%, 434/772), and ages ranged from 18 to 74 years with a median age of 37 years. Most of the participants were married (74.8%, 577/772). Approximately half of all the participants reported college as the highest level of education completed, and the vast majority of participants were working full-time or part-time (94.3%, 728/772; Table 2).

Reach
A total of 1415 individuals completed the eligibility screener; 948 (67.00%, 948/1415) were determined to be eligible based upon their responses to this screener. Of the 467 (33.00%, 467/1415) ineligible participants, 109 were not African American, 6 were not residents of Georgia, and 449 indicated that they were already on the Georgia state donor registry (criteria were not mutually exclusive). Of the 948 eligible participants, 918 (96.8%) completed the study. However, after eliminating duplicate entries (those with repeat emails or usernames; n=17), those who did not initiate the posttest (n=21) and those who provided an invalid ZIP code (n=108), we ended with a total of 772 surveys to use for further analysis.

Per the IP address poststudy analysis, 600 (77.7%, 600/772) respondents had an IP address within the United States, whereas 172 (22.3%, 172/772) had an IP address outside of the United States. Of those in the United States, 577 (96.2%, 577/600) had IP addresses outside of Georgia, and 23 (3.8%) had IP addresses within Georgia. Of the 23 respondents who completed the study within Georgia, 17 (74%, 17/23) entries were considered unique entries. In sum, only 2.2% (17/772) of our original 772 surveys included for analysis were deemed usable data at the conclusion of our analyses.

Although respondents with IP addresses outside of Georgia (United States and international) were not considered usable data, all IP addresses were analyzed to determine the extent of the threat of repeat responders to the entire study. Of the 577 international IP addresses, 207 (35.9%) completed the study more than one time. Of the 600 IP addresses within the United States, 144 (24.0%) completed the study more than one time. Chronic repeaters were seen among both US and international IP addresses, with respondents with international IPs presenting a more aggressive threat. Respondents with international IP addresses repeated up to 47 times, with the next highest repeats totaling 35 and 36 times. Respondents with US IPs repeated up to 35 times, with the next highest repeat being 18 times from one IP address (Figure 2; data points are not mutually exclusive).

Recruitment
Approximately 517 participants of the 772 entries included after manual data cleaning (67.0%) reported that they were directly recruited from a trained Web recruiter, and the remainder from other means (eg, Craigslist website posting). Each Web recruiter recruited between 11 and 62 participants, with an average of 32 participants per recruiter.

Table 2. Participant demographics (N=772; sample sizes and percentages vary because of missing data).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (range)</td>
<td>36.16 (18-74)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>332 (43.0)</td>
</tr>
<tr>
<td>Male</td>
<td>434 (56.2)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>17 (2.2)</td>
</tr>
<tr>
<td>12th grade or GED</td>
<td>292 (37.8)</td>
</tr>
<tr>
<td>College</td>
<td>382 (49.5)</td>
</tr>
<tr>
<td>Professional degree</td>
<td>71 (9.2)</td>
</tr>
<tr>
<td>Employment, n (%)</td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>15 (1.9)</td>
</tr>
<tr>
<td>Retired</td>
<td>12 (1.6)</td>
</tr>
<tr>
<td>Working part-time or full-time</td>
<td>728 (94.3)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>158 (20.5)</td>
</tr>
<tr>
<td>Married</td>
<td>577 (74.7)</td>
</tr>
<tr>
<td>Divorced or separated or widowed</td>
<td>17 (2.2)</td>
</tr>
</tbody>
</table>
Dose Received

Website usage analytics showed that 1056 individuals accessed the study website home page (including intervention and control participants). Approximately 90.13% of these website visits were considered “new” or accessed by different individuals. A total of 417 participants were randomized to the intervention group; only two entries of the intervention group were among the 17 data entries deemed as valid from our reach analysis. Those in the intervention group who viewed the WEB ACTS website had an average session duration of 10 min 17 s, just 17 s over the required minimum. Activity on each of the WEB ACTS modules decreased as participants moved to the next module. The first module (Act Now), for example, had 538 page views (1.29 page views per user), and the average time spent on the page was about 6 min. The shift from the first module to the next module, Fairness in Organ Allocation, produced the greatest drop-off in participation, with only 149 page views (0.36 page views per user) and an average page time of about 2 min. Participation continued to lessen with each subsequent module, with the final module, Let’s Talk About life, having only 68 page views (0.16 page views per user) but a slight peak in average viewing time (2:20 average page time).

Video viewing for each module was also minimal. Thirty-four participants pressed play for the Act Now video, 10 for the Fairness in Organ Allocation video, and 8 for the Fairness in Health Care Delivery video. The most of any video watched was the Fairness in Organ Allocation video; one person watched 70% of the video. No videos were watched in their entirety (Table 3).

Context

Minimal study activity was observed during the first weeks the study was active. Responses to the eligibility screener averaged about 1.61 responses per day. Response to the study increased significantly once the Craigslist ad was placed; a total of 485 responses were recorded during the 24 hours that the ad was posted, and responses averaged 55.12 per day from the time the advertisement was removed until the study closed.
The proportion of respondents found eligible increased the longer the study stayed active and particularly shifted at a certain time point of the study. Nearly 88.9% (431/485) of respondents on the first to the 28th day of the study were deemed ineligible; on the 29th day to day 60 (the end of the study), only 10.97% (102/930) of respondents were determined to be ineligible.

Web recruiters noted mostly using Facebook to recruit participants and said that they posted about the study on their personal accounts 3 to 4 times per day, on average. Some Web recruiters mentioned their Facebook friends reposting the study on their own pages, although we are not sure to what extent this occurred during the study. Overall, Web recruiters said they received minimal feedback about the study from friends on social media, but some mentioned being questioned whether the study was “real” or just spam.

**Discussion**

**Principal Findings**

This study sought to explore threats to Web-based interventions through the use of a process evaluation model refined for Internet settings. Whereas previous research suggests that fraud in Internet studies is minimal [35], we found fraudulent responses to be pervasive in our study, greatly impacting the overall quality of our data. Our study found that nearly 97.8% (755/772) of participants’ entries were invalid, despite having provided eligible responses on the eligibility screener. This finding supports the notion that ineligible and repeat participants are eager to infiltrate Web-based studies to receive monetary incentives, potentially creating a high volume of invalid responses. With a range of security parameters for Web-based studies available and no clear protocol on which strategies to use or to what extent to use them, assessing reach following our collection protocol implemented a minimal time requirement to remain on the website but did not mandate a minimal viewing time for website modules in the WEB ACTS site. This strategy was meant to encourage participants to explore modules in which they were most interested and that best fit their individually identified barriers to organ donation. And although we know that more uptake does not necessarily translate to more positive outcomes [32], given the negligible amount of uptake observed in our study, a minimum requirement should be instituted to attribute any observed changes in outcomes to the intervention. It is important to note that the high volume of fraudulent respondents also potentially influenced minimal uptake of the intervention (ie, we would not expect video viewing to be high among fraudulent and repeat respondents who are seemingly accessing the study to receive multiple incentives). This interrelatedness of fraud and minimal uptake further underscores the importance of protecting Web-based studies from such threats.

Determining the optimal amount of study uptake to produce desired outcomes and prevent study attrition is difficult, as previous findings on what works varies [21,32,46], and to our knowledge, there are no published studies that outline how to determine this minimum. We suggest conducting efficacy testing before launching Web-based interventions to determine this optimal level of study consumption for specific study topics and demographics. In those cases where a mandate cannot be made because of technological limitations, knowing how much of an intervention individual participants consumed can be just as valuable, as these data would provide an opportunity to link consumption levels to outcomes [46]. Although we were only able to collect aggregate-level data to assess dose received, looking at individual consumption should be explored in future studies.

Context analysis provided us with valuable insights into factors in the Internet environment that may have affected study implementation. Although only active for a brief period of time, the Craigslist advertisement may have contributed the largest volume of fraudulent responses (our recruitment analysis determined that only 33.0% (255/772) of participants said they were recruited by the Craigslist ad; however, given the extent of fraudulent responses, these data were not considered to be reliable). We saw an exponential increase in responses to the

---

**Table 3. WEB ACTS (About Choices in Transplantation and Sharing) website usage statistics (n=417).**

<table>
<thead>
<tr>
<th>Module</th>
<th>Title</th>
<th>Number of page views (views per person)</th>
<th>Average time on page (min:sec)</th>
<th>Number of times pressed “play” for video</th>
<th>Highest percentage of video completed n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Module I</td>
<td>Act Now</td>
<td>538 (1.29)</td>
<td>06:02</td>
<td>34</td>
<td>2 (50)</td>
</tr>
<tr>
<td>Module II</td>
<td>Fairness in Organ Allocation</td>
<td>149 (0.36)</td>
<td>02:08</td>
<td>10</td>
<td>1 (70)</td>
</tr>
<tr>
<td>Module III</td>
<td>Fairness in Health Care Delivery</td>
<td>108 (0.26)</td>
<td>01:28</td>
<td>8</td>
<td>1 (20)</td>
</tr>
<tr>
<td>Module IV</td>
<td>Religious Beliefs</td>
<td>104 (0.25)</td>
<td>01:25</td>
<td>11</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Module V</td>
<td>Let’s Talk About Life</td>
<td>68 (0.16)</td>
<td>02:20</td>
<td>13</td>
<td>1 (50)</td>
</tr>
</tbody>
</table>

*Module videos were of different lengths and as follows: module I: 02:40, module II: 05:15, module III: 05:55, module IV: 05:43, and module V: 04:02.
eligibility screener after the Craigslist advertisement was posted, and most of those responses were determined to be fraudulent. We also observed that as time passed, more individuals were determined to be eligible for the study, suggesting that these fraudulent responders may have learned the desired eligibility and augmented answers on the screener to gain access to the study.

Conducting an assessment of context provided valuable information pertaining to program implementation, but such an assessment was difficult to conduct in an Internet environment, partially because of limited access to data on outside websites used to advertise our study (such as IP addresses of individuals accessing Craigslist or Facebook clicks). Despite these challenges, we found that using proxy data as an indicator to assess context provided valuable insights regarding how the Web-based study environment may have affected implementation and suggest using similar indicators when assessing context in Web-based studies. Steckler and Linnan [45] advise outlining potentially influential contextual factors before study initiation. For example, access to local recreational facilities would be an important contextual factor to consider if implementing a physical activity intervention, as it may be that participants with greater access to such facilities experience greater success with the intervention [45]. We also anticipate this practice would be valuable in Web-based study environments and may involve monitoring activity on websites associated with study marketing before implementation and throughout the entire study process, particularly when using social media sites that may involve interactions between individuals.

Although our context analysis provided some explanation as to how our study design may have facilitated fraudulent responses, the question of why so few legitimate participants were recruited remains. We learned from debriefing interviews with Web-based recruiters that even though some potential participants learned of the study from Web recruiters who they knew personally, there was still some skepticism around participating in the study. This suspicion may stem from concerns about compromising Internet privacy by clicking on foreign links, and/or interpreting unfamiliar links as “spam” [62], or may also stem from the topic of organ donation itself. As previously stated, organ donation is an altruistic health behavior that is difficult to change [42] and may elicit skepticism from African Americans, in particular, given overall feelings of distrust toward the American health care and organ allocation system [43]. And whereas research has found the Internet to be a feasible modality for implementing behavioral studies on sensitive topics [14-16,19,20], introducing organ donation on the Internet may heighten uncertainty around a controversial topic. More research is needed to determine how Web recruiters can be used to recruit participants into Web-based research studies using social media (particularly for sensitive topics) and how to make organ donation research participation more appealing to the general public.

Limitations

There are several limitations to this study. First, portions of our process evaluation model were implemented retrospectively and not in tandem with study implementation, which would have been ideal to protect study data. For example, data regarding fraudulent participants through our reach analysis would have prompted us to implement tighter protocols mid-study, which could have led to much different overall results of the study. Second, some indicators used to measure our adapted process measures (such as data trends for context) were proxy measures and not direct measures of study implementation. And, whereas process evaluation indicators often rely on second-source feedback (such as interviews) [45], more vetting of these methods is needed to determine best practices for collecting this type of data via the Internet. Furthermore, because Web recruiter debriefing interviews were not required, only those recruiters who were interested provided feedback, allowing for some bias in the data collected. Finally, our adapted process evaluation model was only implemented on our study addressing organ donation behaviors among African Americans; more research is needed to see how this model can be used with Web-based interventions addressing other health topics among different populations.

Conclusions

We found our process evaluation of the WEB ACTS study to be helpful in assessing the implementation of a culturally sensitive, Web-based educational intervention. Fraudulent responses and insufficient intervention uptake were identified as threats to our study. On the basis of our findings, we suggest checking participants’ IP addresses before study initiation, selecting software that allows for automatic duplicate protection, and tightening minimum requirements for intervention uptake. Whereas these parameters may have some trade-offs (including potentially deterring some legitimate participants), we anticipate these threats to be minimal and protecting the study to be of the highest priority. Clearly, implementing Web-based studies is complex and begs for continual monitoring through process evaluation models fit for Web-based settings. Further research is needed to understand how process evaluation models can be used to monitor implementation of Web-based studies.
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Abstract

Background: There are many mobile phone apps aimed at helping women map their ovulation and menstrual cycles and facilitating successful conception (or avoiding pregnancy). These apps usually ask users to input various biological features and have accumulated the menstrual cycle data of a vast number of women.

Objective: The purpose of our study was to clarify how the data obtained from a self-tracking health app for female mobile phone users can be used to improve the accuracy of prediction of the date of next ovulation.

Methods: Using the data of 7043 women who had reliable menstrual and ovulation records out of 8,000,000 users of a mobile phone app of a health care service, we analyzed the relationship between the menstrual cycle length, follicular phase length, and luteal phase length. Then we fitted a linear function to the relationship between the length of the menstrual cycle and timing of ovulation and compared it with the existing calendar-based methods.

Results: The correlation between the length of the menstrual cycle and the length of the follicular phase was stronger than the correlation between the length of the menstrual cycle and the length of the luteal phase, and there was a positive correlation between the lengths of past and future menstrual cycles. A strong positive correlation was also found between the mean length of past cycles and the length of the follicular phase. The correlation between the mean cycle length and the luteal phase length was also statistically significant. In most of the subjects, our method (ie, the calendar-based method based on the optimized function) outperformed the Ogino method of predicting the next ovulation date. Our method also outperformed the ovulation date prediction method that assumes the middle day of a mean menstrual cycle as the date of the next ovulation.

Conclusions: The large number of subjects allowed us to capture the relationships between the lengths of the menstrual cycle, follicular phase, and luteal phase in more detail than previous studies. We then demonstrated how the present calendar methods could be improved by the better grouping of women. This study suggested that even without integrating various biological metrics, the dataset collected by a self-tracking app can be used to develop formulas that predict the ovulation day when the data are aggregated. Because the method that we developed requires data only on the first day of menstruation, it would be the best option for couples during the early stages of their attempt to have a baby or for those who want to avoid the cost associated with other methods. Moreover, the result will be the baseline for more advanced methods that integrate other biological metrics.
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Introduction

Awareness of one’s own fertility is considered important in helping women become pregnant in a shorter period of time [1-3]. Fertility depends on the menstrual (ovarian) cycle, and in each cycle there is a “fertile window” during which women can conceive [14,5]. Studies on standard menstrual cycles suggest that the fertile window starts 5 days prior to ovulation and ends on the day of ovulation [4]. This is essentially consistent with the results of statistical studies [1,5] that estimated the day-specific pregnancy rates; the pregnancy rate starts to increase 8 days prior to ovulation, peaks after 6 days (2 days prior to ovulation), and reaches almost 0 at 2-3 days after ovulation. Hence, in order to be aware of the fertility window, it is important for a woman to be able to predict the next ovulation date in the course of her menstrual cycles.

The “calendar method” of predicting the next ovulation date was developed based on the recognition of cycles in the menstrual period and fertility, in which women record their menstrual cycles for family planning [6]. It may have been one of the most widely recorded personal health information details before the spread of mobile phones and computers. On the other hand, the recent popularity of self-tracking tools realized by ubiquitous and wearable technologies has led people to gather various kinds of self-information ranging from financial behaviors to physical activities [7,8]. These technologies are used to “help people collect personally relevant information for the purpose of self-reflection and gaining self-knowledge” and are referred to as personal informatics systems [9]. Currently, the classical calendar method of predicting the next ovulation date is integrated into personal informatics systems. There are many mobile phone apps aimed at helping women map their ovulation and menstrual cycles and facilitating successful conception (or avoiding pregnancy) [10,11]. Apps available for these purposes include Ovia Fertility (Ovuline), Glow, OvuView, Ovulation Calendar, Fertility Calendar, My Days, Period Diary, Period Tracker, Maybe Baby, and Fertility Friend [12]. As Lupton [12] mentioned, while these apps are grounded on traditional gynecological knowledge, the advantage that some of them claim is a data analytic approach that can provide greater accuracy than more traditional forms of self-tracking. These apps usually ask users to input various biological features (eg, ovulation, sexual intercourse, basal body temperature, state of cervical mucus, body weight, and the timing of menstrual bleeding).

However, it is not known how to process these features numerically to improve the ovulation prediction error. A mixture of knowledge on biological mechanisms and a statistical approach using the newly enabled biological metrics is promising [13,14], although it is still an open problem. Instead of pursuing the usage of various biological metrics, we believe that more attention should be paid to other aspects of this dataset, that is, its massiveness. It is a remarkable achievement that mobile phone apps have been able to accumulate menstrual cycle data of a vast number of women. Currently, records of more than 10,000 individuals can be a target of statistical analysis. In this study, we start from calendar-based methods that require only the recording of menstruation to predict the ovulation date [15-17]. For many couples, the calendar-based methods are the simplest options of determining the timing of the menstrual cycle [2]. Even within the simple prediction framework, a large amount of data potentially allows us to figure out individual differences better than in traditional understanding [18,19].

This study aims to clarify the above points using data obtained from a commercial women’s health care service provided as a mobile phone app in Japan. We extracted approximately 0.1% of all users of the app, resulting in 7043 subjects after data screening. This paper reports on the progressive health data ecosystem in which commercial health care mobile apps generate massive amounts of data. The results of the data analysis give feedback to the app and can be used to improve public health as well.

Methods

Data

We screened 150,000 users who wanted to conceive out of a total of 8,000,000 users of a mobile phone app from a commercial women’s health care service, Luna Luna. We used the data of 7043 women who had each recorded at least one menstrual cycle with ovulation date, suggesting that about 5% of women utilize ovulation tests to support their conception. The ovulation date had been determined by one of the methods described in the next paragraph. The total number of cycles was 135,666, and there were 12,731 cycles with an ovulation date. Any cycles in the record that were less than 20 days or greater than 45 days were removed to rule out unnatural cycle length that is due to erroneous or defective input. About 57% (7285) of the cycles had more than 8 records of past menstrual cycles after the screening, which allowed us to analyze the relationship between past and future menstrual cycles. The age distribution of the 7043 women ranged from 20-45 years with a mean of 32.94 years (95% CI 32.04-33.85), which is slightly higher than the mean maternal age of Japanese women at the time of first birth (which was 30.1 years in 2010).

Each user’s personal records consisted of the dates when they recognized menstrual bleeding (onset of menstruation) and the dates when they detected ovulation. In the log file, an identifier is attached to each ovulation record to distinguish its basis (clinical diagnosis/ovulation test kit/other reliable method). In our analysis, only clinical diagnosis–based (31%) and ovulation test kit–based (54%) ovulation records were used. Luna Luna does not ask women to record which clinical diagnostic test they used to determine the ovulation date. However, it is noted that the ovulation day in Japan is commonly determined by ultrasound scanning and occasionally with testing of blood luteinizing hormone or estrogen level.

KEYWORDS
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The Luna Luna data are the property of MTI Ltd (Shinjuku, Tokyo, Japan). The authors (KS and II) are employees of MTI Ltd and are permitted to access the Luna Luna data server. The information security committee of MTI Ltd concluded that this study does not require approval by an ethics committee because the data are anonymized appropriately; the data server used in the study is a backup of the original data server, on which anonymous IDs are placed on personally identifiable information. Hence, it was impossible for the authors to access personally identifiable information, which was controlled separately. Consent for data use and information acquisition was obtained from Luna Luna users, as stipulated in the terms of use.

Luna Luna

Luna Luna is a total health care service for female mobile phone users in Japan. Luna Luna offers its users predictions of menstrual cycles, fertility, ovulation, and related health care information, based on user-inputted personal records that are sent and stored in its data server. The data are securely stored separately from personally identifiable information. Luna Luna has been provided as a commercial service for more than 10 years since the year 2000. Luna Luna has 7 million subscribers as of 2016 and occupies a leading position among mobile health information, based on user-inputted personal records that are sent and stored in its data server. The data are securely stored separately. Consent for data use and information acquisition was obtained from Luna Luna users, as stipulated in the terms of use.

Menstrual Cycles, Timing of Ovulation, Follicular Phases, and Luteal Phases

We express the records of the first day of menstruation of woman i as,

\[ M_i = (m_{i1}, m_{i2}, \ldots, m_{it}) \]

where \( m_{ij} \) is the first day of the most recent menstruation of woman i (i=1, 2, ..., N), \( m_{i1} \) is the first day of her second most recent menstruation, and so on. Then, we defined \( C_i \) as a series of menstrual cycle lengths of woman i by,

\[ C_i = (c_{ij1}, c_{ij2}, \ldots, c_{ijT}) = (D(m_{ij1}, m_{ij2}, \ldots, D(m_{ijT-1}, m_{ijT})), \]

where \( c_{ij} \) denotes the j-th most recent menstrual cycle of woman i and \( D(m_{ij1}, m_{ij2}, \ldots, D(m_{ijT-1}, m_{ijT})) \) denotes a function that gives the elapsed days between \( m_{ij} \) and \( m_{ij+1} \). For simplicity of notation, we define the mean length of the menstrual cycles of woman i over the j-th to j’-th cycles as \( c_i = \frac{1}{j' - j + 1} \sum_{j=1}^{j'} c_{ij}(j' - j + 1) \).

\( F_i \) is the series of follicular phase lengths of woman i, where each follicular phase length, \( f_{ij} \), is defined as follows: assuming we have records of ovulation \( o_{ij}(j=1, 2, \ldots) \) between \( m_{ij} \) and \( m_{ij+1} \),

\[ f_{ij} = \ldots, f_{ij} = \ldots, D(o_{ij}, m_{ij+1}), \ldots. \]

Thus, the timing of ovulation is \( f_{ij} \) days after the day of the previous menstruation \( m_{ij+1} \). Similarly, the series of luteal phase lengths of woman i, \( L_i \), where each luteal phase length is \( l_{ij} \), is defined as,

\[ L_i = \ldots, l_{ij} = \ldots, D(m_{ij-l_{ij}}, o_{ij+1}), \ldots. \]

Here, \( o_{ij+1} \) is the day after ovulation and \( m_{ij-l_{ij}} \) is the day before the next menstruation. The timing of ovulation is \( c_{ij-l_{ij}} \) days after the first day of the previous menstruation \( m_{ij+1} \). It should be mentioned that the length of records varied among the women. We used \( T_i \) to indicate the length of records of woman i.

We investigated the relationships between the length of menstrual cycles and the length of the follicular phases or that of the luteal phases. We also analyzed the relationships between the mean length of past menstrual cycles and the length of the follicular phases or that of the luteal phases because prediction of ovulation date requires an unknown length of the next menstrual cycle.

Calendar Calculations

We evaluated the relevance of three calendar-based methods using our data. The first was the Ogino method [15], which assumes a fixed length of the luteal phase of 14 days and predicts the ovulation date as \( \left[ c_i^{\ast} \right] - 15 \) days after the onset of the previous menstruation for a particular woman when the mean length of her menstrual cycles is \( c^\ast \) (here \( c^\ast \) represents \( c^\ast \) rounded down to the nearest integer). This implies that the length of the follicular phase in the next cycle is \( \left[ c_i^{\ast} \right] - 15 \). The Ogino method is the most widespread calendar-based method relied on by Japanese women. The second method is the method proposed by Lamprecht and Grummer-Strawn [16], which assumes that the length of the next follicular phase is \( c^\ast / 2 \), and thus this method predicts a woman’s next ovulation date as \( \left[ c_i^{\ast} / 2 \right] \) days after the onset of the previous menstruation. Here, we call this method as the half cycle length (HCL) method. Because of its simplicity, we chose the HCL method over other calendar-based methods that reflect individual differences in the length of the luteal phase in a menstrual cycle. The third method is the method that was developed in this study and predicts a woman’s next ovulation date as \( f(c^\ast) \) days after the onset of the previous menstruation. As explained in the next section, \( f_i \) is a linear function that is optimized by using the relationship between the follicular phase length and \( c^\ast \). Hence, we call the third method as the Optimized method.

To analyze the relationship between the timing of ovulation and the mean length of past menstrual cycles, we evaluated the three prediction models for follicular phase length, that is, \( \mu_{Ogino} \), \( \mu_{HCL} \), and \( \mu_{OPT} \), which predict the length of the next follicular phase as \( \mu_{Ogino}(c_i, j, k) = \left[ c_i \right] - 15 \), \( \mu_{HCL}(c_i, j, k) = \left[ c_i / 2 \right] \), and \( \mu_{OPT}(c_i, j, k) = \left[ f_i(c_i, j, k) \right] \), respectively. Here, \( c_i \) is defined as \( c_i = \left[ c_i \right] + \left[ f_i(c_i, j, k) \right] \). It should be noted that if \( k = 1 \), \( c_i \) is identical to the nearest cycle length, \( c_i^{\ast} \).

To predict the timing of ovulation, we used the results of least square fitting between mean cycle length and follicular phase length. The prediction performance of the timing of ovulation using the obtained model, \( \mu_{OPT} \), and the prediction performances using the Ogino and HCL methods, \( \mu_{Ogino} \) and \( \mu_{HCL} \), respectively, were compared with different allowable prediction error levels, \( |\mu - f_i| \leq 0, 1, 2 \).

Linear Models

In our analysis, we used a linear model to describe the relationship between an explanatory variable x and a response
variable $y$. For data that consist of multiple data points from each individual, linear models are generally categorized into two types: fixed effect models and random effect models [20]. A fixed effect model is formalized as follows:

$$
y_{ij} = \alpha_x \delta_{ij} + \ldots + \alpha_m \delta_{im} + x_i \beta + \epsilon_{ij},$$

$$\delta_{ij} = 1 \text{ if } i = j \text{ else } 0,$$

where $\delta_{ij}$'s are dummy variables. The least square estimate of parameters including dummy variables is obtained as,

$$\hat{\beta}_{lsdv} = \frac{1}{N \sum_{i=1}^{N} \sum_{t=1}^{T} x_i \beta + \hat{\mu}} \sum_{i=1}^{N} \sum_{t=1}^{T} x_i \beta,$$

$$\hat{\alpha}_i = \frac{1}{N \sum_{t=1}^{T} y_i \beta + \hat{\mu}} \sum_{i=1}^{N} \sum_{t=1}^{T} y_i \beta,$$

where $x_i = 1/T \sum_{t=1}^{T} x_i \beta + \hat{\mu}$ and $y_i = 1/T \sum_{t=1}^{T} y_i \beta + \hat{\mu}$. Hence, in this model, different women have different $\alpha_i$ for the relationship between $x$ and $y$, and there is a correlation between $a$ and $x$. On the other hand, in random effect models, the random component of $\alpha_i$ is included in the random variable $\mu_{ij}$ as follows:

$$y_{ij} = \alpha + x_i \beta + \mu_{ij} = x_i \beta' + \mu_{ij}.$$

Here, we assumed that $x_{ij} = (1, x_i)$ and $\beta' = (\alpha, \beta)$. A pooled ordinary least square estimate, $\hat{\beta}_{p} = (\hat{\alpha}_p, \hat{\beta}_p)$, is obtained as,

$$\hat{\beta}_{p} = \frac{1}{\sum_{i=1}^{N} \sum_{t=1}^{T} x_i \beta + \hat{\mu}} \sum_{i=1}^{N} \sum_{t=1}^{T} x_i \beta,$$

However, the result underestimates the covariance structure in $\mu_{ij}$ $s$, which is described as a matrix,

$$\Omega = \begin{pmatrix} \alpha_{ij} & \ldots & \alpha_{1j} \\ \vdots & \ddots & \vdots \\ \alpha_{Nj} & \ldots & \alpha_{ij} \end{pmatrix},$$

$$\alpha_{ij} = \sum_{i=1}^{N} \sum_{t=1}^{T} y_i \beta + \hat{\mu}.$$

Using the result of pooled ordinary least square, the generalized least square estimate of parameters that include the effect of covariance, $\hat{\beta}_{gls} = (\hat{\alpha}_{gls}, \hat{\beta}_{gls})$, is obtained as,

$$\hat{\beta}_{gls} = (\hat{\alpha}_{gls}, \hat{\beta}_{gls}),$$

where $\alpha_{ij}$ is an element of $\Omega^{1/2}$, which is the inverse matrix of $\Omega$. To obtain $\xi_a$ and $\xi_\mu$, we first calculate,

$$\xi_a = \frac{1}{(NT-p) \sum_{j=1}^{J} \sum_{t=1}^{T} \mu_{ij}},$$

$$\xi_\mu = \frac{1}{(NT(T-1)/2-p) \sum_{j=1}^{J} \sum_{t=1}^{T} \mu_{ij}},$$

and

$$\xi_a = \frac{\sum_{i=1}^{N} \sum_{t=1}^{T} \mu_{ij}}{\xi_a},$$

$$\xi_\mu = \frac{\sum_{j=1}^{J} \mu_{ij}}{\xi_\mu},$$

In this paper, we used the Hausman test to determine which of the models better explains the data. In the Hausman test, the percenttile value of $H = \hat{\beta}_{gls} - \hat{\beta}_{lsdv} \beta^2$ in a $X^2$ distribution with one degree of freedom is calculated, and a random effect model is rejected if the $P$ value is greater than .05.

### Results

In our dataset, the mean (95% confidence interval) of the menstrual cycle length, the follicular phase length, and the luteal phase length of the 7043 women over all cycles was 29.76 (24-38), 14.84 (10-23), and 13.91 (10-19) days, respectively. Both the length of the follicular phases and of the luteal phases had a positive correlation with the length of the menstrual cycles (Table 1). The Pearson correlation coefficient between the length of the menstrual cycles and the length of the follicular phases or of the luteal phases was .75 ($P < .001$) and .37 ($P < .001$), respectively. Hence, both the follicular phase length and luteal phase length had significant positive correlations with the menstrual cycle length. For analysis of the relationship between the length of the menstrual cycles and the length of the follicular phases or of the luteal phases, we applied the random effect model because the $P$ value of the Hausman test was .001. The coefficient ($\alpha, \beta$) of the generalized least square estimate was (.501, -.088) for the follicular phase length and (.466, .088) for the luteal phase length.

We then investigated the relationship between the mean length of past cycles and the cycle length, follicular phase length, and luteal phase length of the next menstrual cycle. Table 2 shows the number of cycles having enough records to calculate $c_{ij}^{*}(k)$ for each number of $k$. For example, there were 11,640 cycles with at least one previous cycle, and there were 7285 cycles having records of 8 past cycles. Table 3 shows the Pearson correlation coefficients between $c_{ij}^{*}(k)$ and the next menstrual cycle length, follicular phase length, and luteal phase length. Both the next cycle length and the follicular phase length had strong correlations with the mean cycle length. Only a weak correlation was found between the mean cycle length and the luteal phase length, although it was statistically significant. We applied the random effect model because the $P$ value of the Hausman test was < .050 for all cases (Table 4). The coefficient ($\alpha, \beta$) of the generalized least square estimate was similar to that calculated for the actual cycle length. In summary, the menstrual cycle length had positive correlations with both the follicular phase length and luteal phase length, although the correlation was less strong with luteal phase length.

The prediction performance of the timing of ovulation using the obtained model, $\mu_{OPT}$, was compared with that of $\mu_{Ogino}$ and $\mu_{HCL}$. $\mu_{OPT}$ outperformed $\mu_{Ogino}$ when a woman’s mean cycle length was shorter than 27 days or longer than 31 days (Figure 1). $\mu_{OPT}$ outperformed $\mu_{HCL}$ when a woman’s mean cycle length was less than 28 days. As for the mean accuracy over different mean cycle lengths (Table 2), $\mu_{OPT}$ outperformed $\mu_{Ogino}$ in all cases. The prediction performances of $\mu_{OPT}$ and $\mu_{HCL}$ were similar when only small numbers of cycles were available to calculate the mean cycle length, whereas $\mu_{OPT}$ showed an advantage with increasing values of $k$. 
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Table 1. Relationship between cycle length, follicular phase length, and luteal phase length.

<table>
<thead>
<tr>
<th>Cycle length, days</th>
<th>Cycles, n</th>
<th>Mean follicular phase length, days</th>
<th>95% CI</th>
<th>Mean luteal phase length, days</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>23</td>
<td>120</td>
<td>10.5</td>
<td>(7-15)</td>
<td>11.5</td>
<td>(7-15)</td>
</tr>
<tr>
<td>24</td>
<td>324</td>
<td>11.1</td>
<td>(7-15)</td>
<td>11.9</td>
<td>(8-16)</td>
</tr>
<tr>
<td>25</td>
<td>657</td>
<td>11.5</td>
<td>(8-16)</td>
<td>12.5</td>
<td>(8-16)</td>
</tr>
<tr>
<td>26</td>
<td>1065</td>
<td>12.1</td>
<td>(9-16)</td>
<td>12.9</td>
<td>(9-16)</td>
</tr>
<tr>
<td>27</td>
<td>1407</td>
<td>12.7</td>
<td>(10-16)</td>
<td>13.3</td>
<td>(10-16)</td>
</tr>
<tr>
<td>28</td>
<td>1637</td>
<td>13.4</td>
<td>(10-17)</td>
<td>13.6</td>
<td>(10-17)</td>
</tr>
<tr>
<td>29</td>
<td>1556</td>
<td>14.1</td>
<td>(11-17)</td>
<td>13.9</td>
<td>(11-17)</td>
</tr>
<tr>
<td>30</td>
<td>1392</td>
<td>15</td>
<td>(11-19)</td>
<td>14</td>
<td>(10-18)</td>
</tr>
<tr>
<td>31</td>
<td>1144</td>
<td>15.7</td>
<td>(12-20)</td>
<td>14.3</td>
<td>(10-18)</td>
</tr>
<tr>
<td>32</td>
<td>875</td>
<td>16.4</td>
<td>(12-20)</td>
<td>14.6</td>
<td>(11-19)</td>
</tr>
<tr>
<td>33</td>
<td>707</td>
<td>17.4</td>
<td>(13-21)</td>
<td>14.6</td>
<td>(11-19)</td>
</tr>
<tr>
<td>34</td>
<td>557</td>
<td>18.1</td>
<td>(12-23)</td>
<td>14.9</td>
<td>(10-21)</td>
</tr>
<tr>
<td>35</td>
<td>395</td>
<td>18.8</td>
<td>(11-26)</td>
<td>15.2</td>
<td>(8-23)</td>
</tr>
<tr>
<td>36</td>
<td>300</td>
<td>19.6</td>
<td>(12-25)</td>
<td>15.4</td>
<td>(10-23)</td>
</tr>
<tr>
<td>37</td>
<td>204</td>
<td>20.1</td>
<td>(12-25)</td>
<td>15.9</td>
<td>(11-24)</td>
</tr>
<tr>
<td>38</td>
<td>162</td>
<td>21.5</td>
<td>(14-28)</td>
<td>15.5</td>
<td>(9-23)</td>
</tr>
<tr>
<td>39</td>
<td>145</td>
<td>21.6</td>
<td>(12-29)</td>
<td>16.4</td>
<td>(9-26)</td>
</tr>
<tr>
<td>40</td>
<td>124</td>
<td>22.3</td>
<td>(12-29)</td>
<td>16.7</td>
<td>(10-27)</td>
</tr>
</tbody>
</table>

Table 2. Number of cycles having records of k past cycles.

<table>
<thead>
<tr>
<th>Mean cycle length, days</th>
<th>k=1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>24</td>
<td>176</td>
<td>168</td>
<td>117</td>
<td>121</td>
<td>90</td>
<td>91</td>
<td>67</td>
<td>68</td>
</tr>
<tr>
<td>25</td>
<td>438</td>
<td>496</td>
<td>384</td>
<td>385</td>
<td>325</td>
<td>313</td>
<td>282</td>
<td>272</td>
</tr>
<tr>
<td>26</td>
<td>878</td>
<td>918</td>
<td>805</td>
<td>798</td>
<td>694</td>
<td>700</td>
<td>625</td>
<td>608</td>
</tr>
<tr>
<td>27</td>
<td>1253</td>
<td>1291</td>
<td>1194</td>
<td>1222</td>
<td>1129</td>
<td>1083</td>
<td>1003</td>
<td>911</td>
</tr>
<tr>
<td>28</td>
<td>1569</td>
<td>1529</td>
<td>1507</td>
<td>1440</td>
<td>1382</td>
<td>1293</td>
<td>1196</td>
<td>1154</td>
</tr>
<tr>
<td>29</td>
<td>1620</td>
<td>1541</td>
<td>1472</td>
<td>1361</td>
<td>1306</td>
<td>1270</td>
<td>1178</td>
<td>1078</td>
</tr>
<tr>
<td>30</td>
<td>1396</td>
<td>1328</td>
<td>1292</td>
<td>1238</td>
<td>1181</td>
<td>1074</td>
<td>998</td>
<td>934</td>
</tr>
<tr>
<td>31</td>
<td>1101</td>
<td>1024</td>
<td>1036</td>
<td>979</td>
<td>964</td>
<td>895</td>
<td>860</td>
<td>785</td>
</tr>
<tr>
<td>32</td>
<td>862</td>
<td>856</td>
<td>867</td>
<td>728</td>
<td>715</td>
<td>647</td>
<td>624</td>
<td>560</td>
</tr>
<tr>
<td>33</td>
<td>721</td>
<td>637</td>
<td>564</td>
<td>569</td>
<td>520</td>
<td>463</td>
<td>429</td>
<td>378</td>
</tr>
<tr>
<td>34</td>
<td>532</td>
<td>448</td>
<td>461</td>
<td>371</td>
<td>362</td>
<td>301</td>
<td>276</td>
<td>225</td>
</tr>
<tr>
<td>35</td>
<td>377</td>
<td>353</td>
<td>314</td>
<td>253</td>
<td>226</td>
<td>188</td>
<td>195</td>
<td>174</td>
</tr>
<tr>
<td>36</td>
<td>290</td>
<td>214</td>
<td>194</td>
<td>179</td>
<td>141</td>
<td>110</td>
<td>88</td>
<td>76</td>
</tr>
<tr>
<td>37</td>
<td>219</td>
<td>160</td>
<td>125</td>
<td>90</td>
<td>74</td>
<td>65</td>
<td>47</td>
<td>42</td>
</tr>
<tr>
<td>Total</td>
<td>11,640</td>
<td>11,093</td>
<td>10,421</td>
<td>9,804</td>
<td>9,154</td>
<td>8,529</td>
<td>7,898</td>
<td>7,285</td>
</tr>
</tbody>
</table>
Table 3. Pearson correlation coefficients between mean cycle length and next cycle length, follicular phase length, or luteal phase length ($P<.001$ for all cases).

<table>
<thead>
<tr>
<th></th>
<th>k=1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Next cycle length, days</td>
<td>.543</td>
<td>.574</td>
<td>.584</td>
<td>.589</td>
<td>.589</td>
<td>.593</td>
<td>.592</td>
<td>.592</td>
</tr>
<tr>
<td>Follicular phase length, days</td>
<td>.506</td>
<td>.526</td>
<td>.537</td>
<td>.547</td>
<td>.547</td>
<td>.546</td>
<td>.548</td>
<td>.547</td>
</tr>
<tr>
<td>Luteal phase length, days</td>
<td>.109</td>
<td>.129</td>
<td>.138</td>
<td>.135</td>
<td>.137</td>
<td>.144</td>
<td>.140</td>
<td>.140</td>
</tr>
</tbody>
</table>

Table 4. Results of least square fitting and the Hausman test.

<table>
<thead>
<tr>
<th></th>
<th>k=1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Follicular phase length</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>.528</td>
<td>.528</td>
<td>.527</td>
<td>.526</td>
<td>.526</td>
<td>.526</td>
<td>.525</td>
<td>.525</td>
</tr>
<tr>
<td>B</td>
<td>.039</td>
<td>.017</td>
<td>.012</td>
<td>.003</td>
<td>-.002</td>
<td>-.010</td>
<td>-.011</td>
<td>-.011</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.001</td>
<td>.001</td>
<td>.001</td>
<td>.001</td>
<td>.001</td>
<td>.001</td>
<td>.001</td>
<td>.001</td>
</tr>
<tr>
<td>Luteal phase length</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>.465</td>
<td>.467</td>
<td>.470</td>
<td>.471</td>
<td>.471</td>
<td>.472</td>
<td>.472</td>
<td>.473</td>
</tr>
<tr>
<td>B</td>
<td>.039</td>
<td>.017</td>
<td>.012</td>
<td>.003</td>
<td>-.002</td>
<td>-.010</td>
<td>-.011</td>
<td>-.011</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.001</td>
<td>.001</td>
<td>.001</td>
<td>.001</td>
<td>.001</td>
<td>.001</td>
<td>.001</td>
<td>.001</td>
</tr>
</tbody>
</table>

Figure 1. Accuracy of the Ogino, HCL, and the Optimized methods in predicting the day of the next ovulation date with allowable prediction error=0 (a-d), 1 (e-h), and 2 (i-j) for different mean cycle lengths (solid line, dashed line, and dotted line indicate the Ogino, HCL, and the Optimized methods, respectively).
Discussion

Principal Findings

In this paper, using the data obtained from the Luna Luna service, we evaluated how menstrual cycle length is related to luteal phase length and follicular phase length. As suggested in a previous study [21], the correlation between length of menstrual cycles and length of follicular phases was stronger than the correlation between length of menstrual cycles and length of luteal phases (Table 1). Furthermore, there was a positive correlation between the lengths of past and future menstrual cycles (Tables 3 and 4); this suggests that there is regularity in menstrual cycles as claimed by Creinin et al [22]. A strong positive correlation was also found between the mean length of past cycles and the mean length of follicular phases. Thus, the follicular phase length can be mostly estimated from each woman’s menstrual cycle length. However, the correlation between mean cycle length and luteal phase length was also statistically significant. Our results showed that the random effect model was relevant for modeling the relationship between menstrual cycle length and follicular phase length as well as the relationship between menstrual cycle length and luteal phase length. Furthermore, the random effect model was also relevant for modeling the relationships between mean length of past menstrual cycles and mean length of follicular phases or luteal phases. These results suggest that these relationships are shared among all women without being influenced by personal factors. The existing calendar-based methods (Ogino and HCL methods) did not explain our data well. Against the assumption of the Ogino method, the weak positive correlation between mean cycle length and luteal phase length (Tables 3 and 4) suggests that the luteal phase does not have a constant length among women with mean menstrual cycles of different lengths. This is why the Ogino method was less accurate when a woman’s mean cycle length was shorter than 27 days or longer than 32 days (Figure 1). The HCL method was less accurate when a woman’s mean cycle length was less than 28 days (Figure 1). By taking the average over different mean cycle lengths, the accuracy of the Ogino method was worse than that of the other methods as well (Figure 2). The accuracy of the HCL method was close to that of the Optimized method when there were only a small number of cycles available to calculate the mean cycle length (Figure 2). The Optimized method showed better performance with increasing numbers of available cycles. The Optimized method outperformed the HCL method in explaining the relationship between the mean cycle length and the follicular phase length when a large number of past cycles were available to calculate the mean cycle length. These results showed that the performance of the Optimized method was equivalent to or better than that of the HCL method. Hence, we recommend using the Optimized method to predict the timing of ovulation from the mean length of menstrual cycles if these data are available.

The novelty of our findings is essentially accounted for by the large number of participants. The Ogino method was developed based on the anatomical observation of ovarian follicles of 81 women with cycle lengths of between 23 and 45 days [15]. They reported that there was a variable luteal phase length (12-16 days), while the number of subjects studied was not large enough to identify the more detailed relationship between the lengths of the menstrual cycle, follicular phase, and luteal phase. Three studies with more data reported the mean (95% CI) of the follicular phase length and the luteal phase length as 16.5 (9.23) and 12.4 (8.17) [21], 15.5 (9.22) and 12.6 (9.17) [23], and 15.0 (2.1) and 13.5 (7.20) days [24], respectively. These studies reported only the mean value over all women, except for Fehring et al [21] who reported positive correlations between menstrual cycle length and follicular phase length or luteal phase length. However, their analysis was based on only 1060 cycles in 141 women. Lamprécht and Grummer-Strawn [16] suggested that follicular phase length was better estimated by c * /2 based on an analysis of 7514 cycles in 1062 women. In contrast, our study analyzed more than 65,000 cycles, which is 61 and 8.5 times greater than what was used in the studies of Fehring et al [21] and Lamprécht and Grummer-Strawn [16], respectively. This study allowed us to capture the relationships between length of menstrual cycle, follicular phase, and luteal phase in more detail.

Recently, mobile health information technology—known as “digital health,” “eHealth,” or “mHealth”—has been used in medicine and public health in various ways [25-28]. With the recent spread of smartphones and other mobile devices (eg, 77% of US adults [29], 62.6% of Japanese [30], and 62% of Chinese [31] own smartphones), digital health technologies have begun to be adapted for a wide variety of purposes. The mHealth information technologies are one of the origins of the advanced movement called “Quantified Self”, which stresses the role of patients or consumers in medicine and public health [18,19,32]. Quantified-self refers to an individual who is engaged in the self-tracking of any kind of biological, physical, behavioral, or environmental information [19]. These movements are now spreading among people who were not familiar with such technologies before [7]. For example, 60% of US adults are currently tracking their weight, diet, or exercise routine, and 33% are monitoring other factors such as blood sugar, blood
pressure, headaches, or sleep patterns [33]. There are 165,000 mobile phone health apps available on the market [34]. The self-tracked health data are regarded as the key to realizing personalized medicine and health maintenance [19].

On the other hand, there are several concerns about these technologies. First, Lupton [35] argued that they might allow our personal health data be used as “both an object of surveillance and persuasion” [35]. The author in particular claimed that the sharing of health data on social networking services (SNSs) would result in “public surveillance” where everyone would be a subject of surveillance by others. However, it is less beneficial for women to share their menstrual cycle records on SNSs because menstrual cycles strongly depend on biological and physiological factors. Furthermore, issues about menstrual cycles are “sensitive” personal information that would not likely be a topic of conversation among friends. Hence, it is unlikely that women would start sharing information on their menstrual cycles on SNSs. On the other hand, health informatics systems can integrate these data both systematically and anonymously and provide feedback knowledge at a scale that is not achieved by any person-to-person communications. These systems allow women to maximize the benefit of sharing data on their menstrual cycles (or other sensitive health information) without publicizing the data themselves. Sharon [36] argued that self-tracking health technologies reduce phenomena to numbers and “that this simultaneously displaces other, non-quantifiable yet highly insightful means of knowing and expression”. For example, a small percentage of women are aware that they have somatic symptoms around the time of ovulation, for example, ovulation pain. This self-awareness would help women recognize the timing of ovulation. However, not all women have or are aware of these symptoms. Hence, there is a benefit of summarizing regularity behind menstrual cycles in a simple rule and sharing it as social knowledge [17].

We claim that mHealth technology puts this knowledge sharing onto a new stage because it can relax the restriction that the rules must be simple enough to be handled by anyone. Of course, there is loss of information in the rule extraction process. The providers of health informatics systems should take this point seriously and should aim at designing their systems [7-9] so that users can maintain an appropriate distance between their body and its data representation [35,37]. For this purpose, the interaction between a system and its users should be studied in terms of user behavior to find a better way of presenting predictive performance, and these insights should be incorporated into the design of the system [37-39]. Most people are still sensitive about unintended use of data by for-profit companies. In a recent survey on attitudes toward personal health care data [40], more than 80% of the respondents answered that they were willing to share health and medical information with a personal physician or health care provider (88%) and with nonprofit research organizations (84%). Only 24% answered that they were willing to share their data with for-profit companies. Nevertheless, it is worth noting that 88% answered that their motivation for sharing health information was to make new health discoveries. With increasing numbers of people contributing their health data to analyzable datasets, health information data will not only empower companies and consumers but also benefit health and social systems [18].

Limitations

Our analysis lacked complete profile data for all subjects and the dataset had inevitable selection bias. Moreover, menstrual bleeding started in the middle of the night in some cases—the date taken as the menstrual start day depended on the user’s subjective choice. However, we believe that having a large-scale dataset available to carry out investigations on women’s health overcomes such limitations.

Conclusions

Our study demonstrated how the present calendar methods of predicting the ovulation date were improved by the better grouping of women, which can be supported statistically only with massive numbers of subjects. Because calendar methods require only the timing of menstruation, one of the calendar methods would be the best option for couples during the early stages of their attempt to have a baby or for those who want to avoid the cost associated with other methods. Moreover, the results of the calendar method will be the baseline for more advanced methods that integrate other biological metrics. The mobile phone‒based health care services are very efficient in obtaining large datasets because they offer easy ways for users to input and manage their personal data. This recently enabled data collection framework is complementary to existing well-controlled experimental methods and will contribute to the testing of medical hypotheses that previously could not be studied due to insufficient numbers of subjects. Users benefit from newly developed medical knowledge by using mobile phone‒based services without the need to learn intricate calculations. For medical personnel and researchers, the records accumulated by these commercial services can be a useful source of data for analysis after appropriate anonymity processing. Thus, in the mobile phone‒based services that aim at facilitating conception (or contraception), medical specialists and users form a knowledge-improving cycle that can provide quick feedback to the users from the emerging analysis results. Such systems, including other mobile phone health care services, are strongly expected to contribute to comprehensive health care for people of all ages.
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Abstract

Background: Implementation intentions are mental representations of simple plans to translate goal intentions into behavior under specific conditions. Studies show implementation intentions can produce moderate to large improvements in behavioral goal achievement. Human associative memory mechanisms have been implicated in the processes by which implementation intentions produce effects. On the basis of the adaptive control of thought-rational (ACT-R) theory of cognition, we hypothesized that the strength of implementation intention effect could be manipulated in predictable ways using reminders delivered by a mobile health (mHealth) app.

Objective: The aim of this experiment was to manipulate the effects of implementation intentions on daily behavioral goal success in ways predicted by the ACT-R theory concerning mHealth reminder scheduling.

Methods: An incomplete factorial design was used in this mHealth study. All participants were asked to choose a healthy behavior goal associated with eat slowly, walking, or eating more vegetables and were asked to set implementation intentions. N=64 adult participants were in the study for 28 days. Participants were stratified by self-efficacy and assigned to one of two reminder conditions: reminders-presented versus reminders-absent. Self-efficacy and reminder conditions were crossed. Nested within the reminders-presented condition was a crossing of frequency of reminders sent (high, low) by distribution of reminders sent (distributed, massed). Participants in the low frequency condition got 7 reminders over 28 days; those in the high frequency condition were sent 14. Participants in the distributed conditions were sent reminders at uniform intervals. Participants in the massed distribution conditions were sent reminders in clusters.

Results: There was a significant overall effect of reminders on achieving a daily behavioral goal (coefficient=2.018, standard error [SE]=0.572, odds ratio [OR]=7.52, 95% CI 0.9037-3.2594, P<.001). As predicted by ACT-R, using default theoretical parameters, there was an interaction of reminder frequency by distribution on daily goal success (coefficient=0.7994, SE=0.2215, OR=2.2242, 95% CI 0.3656-1.2341, P<.001). The total number of times a reminder was acknowledged as received by a participant had a marginal effect on daily goal success (coefficient=0.0694, SE=0.0410, OR=1.0717, 95% CI 0.90-1.2341, P<.001). The time since acknowledging receipt of a reminder was highly significant (coefficient=−0.0490, SE=0.0104, OR=0.9522, 95% CI −0.0700 to −0.2852, P<.001). A dual system ACT-R mathematical model was fit to individuals’ daily goal successes and reminder acknowledgments: a goal-striving system dependent on declarative memory plus a habit-forming system that acquires automatic procedures for performance of behavioral goals.

Conclusions: Computational cognitive theory such as ACT-R can be used to make precise quantitative predictions concerning daily health behavior goal success in response to implementation intentions and the dosing schedules of reminders.

KEYWORDS
mobile applications; models, theoretical; habits

Introduction

Background
Mobile health (mHealth) systems provide new opportunities to provide precise individualized just-in-time interventions to support behavior change [1]. mHealth provides a path for translating evidence-based interventions (EBIs) onto delivery systems that are replicable, scalable, and sustainable, with great economies of scale for health care delivery [2]. mHealth also provides new opportunities to study and apply psychological theory in the ecology of everyday life, with a focus on meaningful health-related behavior [3,4].

In this paper, we present an exploratory 28-day study in which an mHealth app delivered interventions to support people in pursuing self-selected healthy behavior change goals such as eating more vegetables, eating more slowly, and increased walking time per day. The interventions included asking people to set implementation intentions [5]—an EBI that yields medium-to-large improvements in behavior change [6]—supplemented by reminders whose delivery schedule was experimentally manipulated to explore cognitive mechanisms that might amplify the effects of implementation intentions on behavior change. The adaptive control of thought-rational (ACT-R) theory of cognition [7] is used to develop an integrated mechanistic account of the role of implementation intentions in enhancing behavior change intentions and actions; how reminders have time-varying strengthening effects on the impact of implementation interventions; and how controlled, deliberative, goal-striving behavior becomes automatic and habitual. On the basis of this account, a predictive mathematical model is fit to the data from the mHealth study.

A key driver of health care costs in the United States and other developed nations are unhealthy but changeable behaviors such as physical inactivity and eating too much, or too much of the wrong things [8]. The working assumption for our own mHealth research is that to master the complex fabric of a new healthy lifestyle, one must master and weave together a new set of healthy habits that override the old unhealthy habits. mHealth platforms are proposed as systems that can expand and intensify psychosocial and health behavior interventions beyond clinical settings into the ecology of everyday life [9] to support the formation and maintenance of desirable healthy habits.

The study and model presented in this paper are part of a larger project (called Fittle+), with several aims. First, the project involves the iterative development of an integrated pervasive computing platform for delivering and testing multiple EBIs. Second, the Fittle+ project explores how specific EBIs in the literature—such as guided enacted mastery [10] and implementation intentions—can be translated to mHealth delivery. Third, the project pursues the development of an integrated psychological model of behavior change that encompasses multiple mechanisms and addresses the dynamic effects of the EBIs and other fine-grained mHealth interventions such as reminders.

In the rest of this introduction, we present:
• A summary of the theory of planned behavior (TPB).
• A review of implementation intentions as an EBI and the hypothesized underlying cognitive mechanisms of action for implementation intentions.
• A theoretical framework for long-term behavior change based on recent cognitive neuroscience that proposes dual systems: A system of mechanisms that supports volitional goal-striving and a system that supports habit formation and execution.
• ACT-R as a mechanistic and predictive dual-system theory of goal-striving and habit formation.
• ACT-R predictions regarding the effects of different reminder schedules on the strength of memory for implementation intentions.
• A dynamical mathematical model based on ACT-R that will be fit to individuals’ daily data over the course of the 28-day mHealth behavior-change study. The model addresses effects of implementation intentions, reminder schedules, and habit formation.

Theory of Planned Behavior and Self-efficacy
The path to healthy habits is not simple. Much of the focus in behavior-change theory is on the factors that initiate and strengthen the intentional goal to change and the factors that strengthen the volitional and effortful striving to translate those goal intentions into actual behavior [11,12]. Despite criticism [13], a dominant theory of behavior change is the TPB [14]. The TPB proposes that volitional behavior change is a function of the goal intention to perform the behavior and perceived behavioral control. The goal intention is in turn a function of expectancy-value beliefs and attitudes. PBC is synonymous with the concept of self-efficacy in social cognitive theory [15,16] and predicts that the perception of the ease or difficulty of a particular intended behavior facilitates or impedes the intention to perform the behavior.

Implementation Intentions
Goal intentions are hypothesized to be mental representations of desired behavior and end states, which are to be distinguished from implementation intentions that are mental representations of simple plans to translate goal intentions into behavior under specific conditions [5,17]. Interventions designed to foster the setting of implementation intentions typically ask people to specify when, where, how, and (sometimes) with whom to act on a goal intention by using if-then statements of the form: “If I encounter situation S then I will initiate action A.” It is argued [18] that one reason to focus intervention efforts on implementation intentions rather than goal intentions is that medium-to-large changes in commitment to goal intentions (δ=0.66) only lead to small-to-medium changes in behavior (δ=0.33) [19], but implementation intentions have medium-to-large effects on goal attainment (δ=0.65) [6]. Wieber et al [18] review the experimental literature and studies of physiological correlates to bolster the hypothesis that two
processes are involved in the effectiveness of implementation intentions: (1) the mental representation of situations in which the intended behavior is to take place becomes more accessible and activates the goal intention and (2) a strong associative link between a mental representation of the situation and intended behavioral action effects a heightened readiness to perform the action and the action takes less effort.

Previous research has manipulated the situation-action associative strength of implementation intentions and their effects on behavior using priming [20]. This implicates declarative memory processes [7,21] in mediating the effects of implementation intentions. This would also suggest that other ways of strengthening the declarative memory representations of implementation intentions should enhance their effectiveness—such as the explicit use of reminders to use implementation intentions. Prestwich et al [22] presented a mHealth study that showed that SMS text message (short message service, SMS) reminders of implementation intentions promoted increased brisk walking but did not experimentally explore the specific effects of reminders.

From Volitional Goal-Striving to Habits

Habits are only gradually learned through the association of specific behaviors to triggering cues in the environment, including physical settings and previous actions. More than a hundred years of psychological research on habits suggests that there are dual systems involved in habit acquisition and strengthening [23-25]. There is (1) a deliberative or controlled goal-striving process that motivates and guides the behavior in the relevant contexts and, through repetition (2) a habit is formed that is automatically performed without effortful, controlled goal-striving. Well-practiced habits appear to be performed automatically without mediating goals, motivation, or deliberative thought (system 1) [26], but habit formation typically depends on a long period of goal-mediated, consciously controlled, exploration, repetition, and practice of behavior (system 2) [26]. A simple example of this transition is developing the habit of keeping a food diary [27]. At first, one may need to set up reminders to go through the behaviors involved in recording meals, but eventually, the habit can become triggered somewhat automatically at the end of every meal.

Research [25] suggests that the neural circuitry directing behavior undergoes changes as habits are acquired and strengthened. As new behavior is attempted, explored, and practiced, the prefrontal cortex communicates with the striatum (basal ganglia), and the striatum communicates with the midbrain and dopaminergic mechanisms aid learning and assign value to goals. Continued practice of the behavior forms a feedback loop between the sensorimotor cortex and the striatum, creating behavioral routines that appear to be units residing in the striatum. Habit learning is consistent with the learning of other (procedural) cognitive skills [25,28].

The underlying neurological mechanisms of habit learning are consistent with computational models of reinforcement learning [25] such as temporal-difference models [29] and the Rescorla-Wagner model [7,30,31]. Learning new sequences or organizations of behavior involves learning through experience the immediate value of actions that are currently available and the estimated value of future actions and basing choices on those learned value estimations.

An ACT-R Model of Implementation Intentions, Reminders, and Habit Learning

In recent years, there has been push to develop rich, fine-grained, dynamical theories that are up to the task of predicting mHealth cause-effect relations and guiding the engineering of new personalized interventions [32]. Computational predictive models of self-efficacy (or PBC) have been developed based on dynamical control principles [33] and on cognitive theory [34]. In this paper, we extend the model of Pirolli [35] to provide a computational account of the mechanisms involved in intention-to-behavior processes [17] that are hypothesized to be improved by implementation intentions, reminders, and habit learning. The model presented here is based on the ACT-R theory [7], including recent extensions [36,37].

As was summarized in Pirolli [35], ACT-R [7,21] is a unified theory of how the structure and dynamics of the brain give rise to the functioning of the mind. The ACT-R simulation environment is a computational architecture that supports the development of models.

Modules and Buffers

ACT-R is composed of modules, processing different kinds of content, which are coordinated through a centralized production module. Each module corresponds to a brain region. Each module is assumed to access and deposit information into buffers associated with the module, and the central production module can only respond to the contents of the buffers. The declarative memory module stores memories of the kind of knowledge and experience that a person can attend to, reflect upon, and usually articulate in some way (eg, by declaring it verbally or by gesture). A consciously formulated implementation intention that is later remembered and acted upon is an example of something stored in the declarative memory module. The production module stores the habits and skills we display in our behavior without conscious awareness. The goal buffer stores and retrieves information that represents the internal intention of the system and provides local coherence to behavior. More specifically, the modules and buffers relevant to this paper include

- **Goal buffer** (dorsolateral prefrontal cortex), which keeps track of active goals and internal state of the system.
- **Production module** (basal ganglia), which matches the contents of other module buffers and coordinates their activity. The production module stores production rules. A production rule is a formal specification of the flow of information from buffers in the cortex to the basal ganglia and back again. As suggested by the literature review above, the production module is where new habits are stored. Productions have a utility property that is used to select the single rule that is executed.
- **Declarative module** (temporal lobe; hippocampus) and retrieval buffer associated with the retrieval of knowledge and past experiences from long-term declarative memory. The declarative module is where goal intentions are stored.
Knowledge in the declarative module and goal buffer is represented formally in terms of **chunks** [38,39]. Chunks have *activation* levels that determine the probability and time course of chunk retrieval into a buffer. Production utilities and chunk activations are real-valued quantities produced by **subsymbolic mechanisms** in ACT-R. These subsymbolic mechanisms reflect neural-like processes that determine the time course and probability of cognitive activity and behavioral performance. The dynamics of declarative memory retrieval and production selection are determined by these subsymbolic mechanisms.

### Key Components of the ACT-R Model of Intentions, Reminders, and Habits

Pirolli [35] presented an ACT-R model motivated by Tobias [40] that is modified slightly here to suit the current experiment. The model includes the following components:

- **Goal intentions**: a goal-like representation that is stored in declarative memory as a kind of prospective memory [41,42] to be turned into an active goal, in the goal buffer, in response to the right context
- **Implementation intentions**: plan-like representations that are also stored in declarative memory to be turned into concrete behaviors by production rules
- **Reminders**: SMS text messages that cue the recall of implementation intentions and thereby, increase the activation of implementation intentions through learning mechanisms so that they are more likely to be retrieved in the right context in the future
- **Habit compilation** (i.e., production compilation): repeated execution of complex sequences of cognitive and behavioral steps (multiple production rules, multiple memory retrievals) produce new, simpler production rules that require less cognitive effort the next time around
- **Utility learning**: new habits are rewarded and slowly come to dominate over the old habits

### Mechanisms Underlying the Dynamics of Reminders and Memory

Figure 1 presents a subset of the ACT-R mechanisms relevant to the current model. The first two equations in Figure 1 define how the level of activation of chunks in declarative memory relates to the probability of their retrieval at any given time. The third equation for *base-level learning* defines how activation levels are increased by repeated experiences (practice) or decay with time (forgetting). These activation and base-level learning mechanisms are crucial to the ACT-R model of implementation intentions and the effects of reminders. Reminders for implementation intentions will increase their activation in declarative memory, but activation will decay as time goes by since those reminders were attended.

We hypothesize that the base-level strength of implementation intentions in declarative memory will be associated with improved success in achieving behavior-change goals. The dynamics of base-level strength will be related to frequency and timing of reminders, as well as the frequency and timing of actual use of the implementation intentions in performing behavior.

The base-level learning mechanisms defined in Figure 1 propose that each time an implementation intention is formulated, reminded, or put into practice, it receives an increment of activation (a practice effect). However, each increment of activation decays as a power function of time (the forgetting effect).

![Figure 1. Some key adaptive control of thought-rational (ACT-R) subsymbolic mechanisms.](http://www.jmir.org/2017/11/e397/)
The rate of decay of each increment of activation depends on the strength of activation at the time of the reminding or practice: at longer intervals between remindings or practice, the activation levels are lower, and subsequent forgetting occurs less quickly (the spacing effect). When reminding or practice is spaced closely, the forgetting occurs more quickly.

**Habit Learning Mechanisms**

The last two equations in Figure 1 define utility learning and the relation of utility to the probabilistic choice of production rules to execute. These utility mechanisms are crucial to the ACT-R model of habit formation.

Also important in the ACT-R model of habit formation is the mechanism of production compilation [7,43,44] by which new production rules are acquired. A new production rule is generated every time two production rules are executed in sequence. The mechanism works to create new rules that eliminate internal cognitive processing, such as the need to retrieve information from the declarative module or set and maintain sequences of goals. Production compilation is viewed as the mechanism underlying the acquisition of new habits. Utility learning is a variety of reinforcement learning similar to temporal-difference learning [29] and Rescorla-Wagner learning [31]. According to the utility learning equation, the utility of a new production rule (habit) is gradually adjusted until it matches the average reward for using the production.

**ACT-R Predictions About Reminding Schedules and the Memory Strength of Implementation Intentions**

Figure 2 presents the reminding schedules used in our 28-day study. The experiment manipulated the total frequency of reminders (7 or 14 reminders over 28 days) and the distribution of presentation (massed or distributed). Each vertical bar in Figure 2 indicates the day on which a reminder was sent to our participants. In the massed conditions, some reminders occur with less temporal spacing. The base-level learning parameters used to plot the base-level activation in Figure 3 are from Pavlik and Anderson [37], and they illustrate the practice, forgetting, and spacing phenomena: reminders are expected to boost up the base-level activation, but the activation decays without further practice, and distributed reminders are forgotten less quickly.

Each plot in Figure 3 also presents the predicted mean activation level of the implementation intention over the full 28 days for each condition (upper left corner of each plot). Note that at low frequency of reminders, the mean activation level in the massed condition is greater than that of the distributed condition, but at high frequency, the mean activation of the distributed condition is greater than the massed condition. Thus, there is a predicted interaction of reminder distribution (massed, distributed) by frequency (low, high) and specifically, the average activation levels for the implementation interventions are predicted to be high frequency-distributed > high frequency-massed > low frequency-massed > low frequency-distributed. Behavior-change data from the mHealth experiment will be used to test for this predicted interaction and the specific ordering of success rates predicted by the model.
A Dynamical Model of Reminding and Habit Learning Effects for Each Individual

As discussed previously, theory suggests that behavior change involves dual systems: a goal-striving system that is heavily dependent on declarative memory and a habit-forming system that acquires and reinforces more automatic procedures for performance. Figure 4 captures the dual-system model that was fit to the data from the mHealth experiment. The model presented here is consistent with the ACT-R model presented above but is also similar to that of Pavel et al [45]. It is a dual-system model that includes (1) a habit or reinforcement learning system and (2) a declarative memory system with base-level learning of memory activation. The declarative memory model includes the Pavlik and Anderson [37] mechanisms to account for effects that may occur when remindings happen at variable spacing, which were manipulated in the experiment. If a reminder happens, there is an increase in the activation of the intention memory. If a goal success happens, there is habit reinforcement, as well as a strengthening
of the activation of declarative memories for goal intentions and implementation intention memories.

Figure 5 presents the details of the model in terms of 12 equations. On a given day, in the appropriate context for doing their goal behavior, a participant may recall their goal intention or not with probability \( \Pr(G) \). If the goal intention is recalled, there are two routes to successful behavior: the goal behavior may be achieved through effortful goal striving with probability \( \Pr(S) \), or if a habit has formed, it can be achieved by the new habit routines with probability \( \Pr(H_1) \). At first, goal-striving will be more probable, and after many repetitions, the habitual behavior will be more probable. After the habit is well practiced, even if the goal intention is not explicitly recalled, it may be executed with probability \( \Pr(H_2) \).

Altogether, the probability of participant success on a given day will be given by equation 1 (Figure 5). We can rewrite this as a dynamical equation dependent on day \( t \) as equation 2 (Figure 5). Where \( \text{Success}(t) \) is the probability of success of performing the goal, \( G(t) \) is the probability of remembering the goal intention, \( H_1(t) \) is the probability of a habit routine given the goal intention has been recalled, and \( H_2(t) \) is the probability of the habit given no goal intention recall.

The probability of recall based on activation level is given in equation 3 (Figure 5), where \( A_{II} \) is the base-level activation from reminders, and \( A_H \) is the base level activation from past experiences of actually doing the behavior (declarative memory of the experiences), and \( \beta_0, \beta_1, \) and \( \beta_2 \), are scaling and slope parameters to be estimated.

As shown in Figure 1, ACT-R chooses productions based on the utility learned for those productions. The choice of goal-striving production versus habit productions is given by Equation 4 (Figure 5), where \( U_0 \) is a threshold utility that essentially captures the other behaviors competing with (or impeding) the choice of the goal behaviors. \( U_c \) is the utility of the goal-striving productions that we assume is also dependent on the activation strength of the implementation intention in memory as given in equation 5 (Figure 5).

The habits associated with the goal behavior are learned according to the utility learning equation 6 (Figure 5), where \( R \) is the reward value associated with successfully performing the targeted goal behavior. The performance of a habit competing with goal-striving is given by the probability \( H_1(t) \) in equation 7 (Figure 5). In the case where the goal intention has not been recalled, but there is a habit that is being learned, the habit productions just compete with the background threshold, and the probability of the habit is \( H_2(t) \) in equation 8 (Figure 5).

What remains to be defined is the declarative memory model that captures the base-level learning effects from the reminders and the successful behavior experience. As presented in Figure 1, each time, \( t_m \), a reminder, or experience happens, there is an increment of activation that decays as a power function with decay parameter \( d \). The total base-level activation is just the log of the sum of all those decaying increments as given in equation 9 (Figure 5). One complexity is that the decay parameter on each activation increment for a reminder or experience can vary as a function of the current level of activation, as defined in equation 10 (Figure 5), where \( c \) and \( a \) are scaling and slope parameters. This fits the observation that forgetting is slower when interpractice time is longer (spaced).

So the base-level learning for the implementation intention, in equation 11, is defined by the times at which the reminder happened \( (r_1, …, r_k) \), and the base-level activation because of successful behaviors given in equation 12 is defined by the times at which the experiences happened, \( (g_1, …, g_k) \).

Summary of Aims

A 28-day exploratory mHealth experiment was conducted to investigate ACT-R predictions about the effects on achievement of behavior-change goals of implementation intention reminders and of prior goal achievement. The experiment uses an mHealth app that engages users to select goals to do new healthy behaviors (eg, eating more vegetables, eating more slowly, and increased walking time per day) to be performed every day and to set implementation intentions to do those behaviors.

The aims of this study were to

- Perform exploratory data analyses for signature phenomena predicted by the ACT-R theory. Memory for implementation intentions is predicted to (1) improve with the cumulative frequency of reminders and cumulative frequency of performance of the goal behaviors (practice effects) and (2) diminish with the time since presentation of past reminders and time since past goal performances (forgetting effects).
- Test-specific ACT-R predictions about the effects of reminder schedules on memory for implementation intentions, as revealed in participants’ rates of daily adherence to behavior-change goals (summarized in Figures 2 and 3).
- Model each individual’s daily goal achievement data using a dynamical mathematical model based on ACT-R. The ACT-R model captures the mechanisms underlying the role of reminders in amplifying the effects of implementation intentions during the volitional goal-striving phase of behavior change, as well as the gradual learning of new habits.
Figure 5. The adaptive control of thought-rational (ACT-R) dual-system model.

<table>
<thead>
<tr>
<th>Number</th>
<th>Equation</th>
<th>Summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>$Pr (Success) = Pr (G) [Pr (S) + Pr (H_1)] + [1 - Pr (G)] Pr (H_2)$</td>
<td>Probability of goal success</td>
</tr>
<tr>
<td>(2)</td>
<td>$Success(t) = G(t)[S(t) + H_1(t)] + [1 - G(t)]H_2(t)$</td>
<td>Goal success dynamics</td>
</tr>
<tr>
<td>(3)</td>
<td>$G(t) = \frac{\exp(\beta_0 + \beta_1 t + \beta_2 t^2)}{1 + \exp(\beta_0 + \beta_1 t + \beta_2 t^2)}$</td>
<td>Probability of recall based on activation level</td>
</tr>
<tr>
<td>(4)</td>
<td>$S(t) = \frac{\exp(U_5(t))}{\exp(U_5(t)) + \exp(U_4(t)) + \exp(U_6(t))}$</td>
<td>Choice probability for goal-striving</td>
</tr>
<tr>
<td>(5)</td>
<td>$U_5(t) = \beta_3 + \beta_4 A_H(t) + \beta_5 A_A(t)$</td>
<td>Utility of goal-striving</td>
</tr>
<tr>
<td>(6)</td>
<td>$U_H(t) = U_H(t - 1) + \alpha [R - U_H(t - 1)]$</td>
<td>Utility of performing habit</td>
</tr>
<tr>
<td>(7)</td>
<td>$H_1(t) = \frac{\exp(U_H(t))}{\exp(U_H(t)) + \exp(U_S(t)) + \exp(U_H(t))}$</td>
<td>Choice probability of habit competing with goal-striving</td>
</tr>
<tr>
<td>(8)</td>
<td>$H_2(t) = \frac{\exp(U_H(t))}{\exp(U_H(t)) + \exp(U_H(t))}$</td>
<td>Choice probability of habit when no goal recalled</td>
</tr>
<tr>
<td>(9)</td>
<td>$m_n(t_1 \ldots t_n) = \ln \left( \sum_{i=1}^{n} (t_n - t_i)^{-d_i} \right)$</td>
<td>Total base-level activation for reminders and experiences</td>
</tr>
<tr>
<td>(10)</td>
<td>$d_i = c \exp(m_{i-1}) + a$</td>
<td>Memory decay as a function of current activation</td>
</tr>
<tr>
<td>(11)</td>
<td>$A_H(t) = m_n(r_1^t \ldots r_n^t)$</td>
<td>Base-level learning for an implementation intention as a function of reminders</td>
</tr>
<tr>
<td>(12)</td>
<td>$A_A(t) = m_n(g_1^t \ldots g_n^t)$</td>
<td>Base-level learning as a function of successful behavior performance</td>
</tr>
</tbody>
</table>

Methods

We first present the mHealth experiment and then summarize the analysis methods that were applied to explore the ACT-R model of implementation intentions, reminders, and habit formation.

Experiment

Design

An incomplete factorial design was used in this experiment (see Table 1). All participants were asked to choose a healthy behavior goal and to set implementation intentions. Participants were stratified by self-efficacy: their confidence to complete the selected behavior goal. Participants were assigned to one of two reminder conditions: presented versus absent. Self-efficacy and reminder conditions were crossed. Nested within the reminders presented condition was a 2 X 2 crossing of frequency of reminders sent (high, low) by distribution of reminders sent (distributed, massed). Participants in the low frequency condition were sent a total of 7 reminders, and participants in the high frequency condition were sent 14 reminders. Participants in the distributed conditions were presented reminders at uniform intervals: high frequency distributed participants were sent reminders on days 2, 4, 8, 10, 12, 14, 16, 18, 20, 22, 24, 26, and 28, whereas low frequency distributed participants were sent reminders on days 4, 8, 12, 16, 20, 24, and 28. Participants in the massed distribution conditions were sent reminders in clusters (lower row of plots in Figure 2): high frequency massed participants were sent reminders on days 3, 4, 7, 8, 11, 12, 15, 16, 19, 20, 23, 24, 27, and 28 and low frequency massed on days 3, 4, 11, 12, 19, 20, 27, and 28. In total, there were 10
conditions: 2 (self-efficacy) X 2 (frequency) X 2 (distribution)=8 in the reminder-present condition, plus 2 (self-efficacy) in the reminder-absent condition.

Participants

N=64 participants were recruited using the email list of a large university, Craigslist, and Nextdoor. Participants were paid US $50 in gift cards for their participations. Participants ranged in age from 25 to 71 years, with a median of 30 years. Internet protocol addresses suggested that participants came from eight different US states, and one came from India, with the majority coming from California and Michigan. Participants were randomly assigned to the 10 cells of the incomplete factorial design, resulting in slightly unbalanced cells with 5 to 8 participants per cell (Table 1). Pooling across the cells in Table 1, there were N=34 participants in the low self-efficacy conditions and N=30 in the high self-efficacy conditions. Pooling across reminders conditions, there were N=51 participants in the reminders presented conditions and N=15 in the reminders absent conditions. There were N=23 low frequency and N=28 high frequency participants and N=26 distributed distribution and N=25 massed distribution participants.

Materials

Four types of health behavior goals (habits) were developed by the nutrition and exercise specialist on our team: eating slowly (12 habits), walking (19 habits), food journaling (11 habits), and eating vegetables (6 habits). N=1500 participants from Mechanical Turk rated subsets of these habits on habit difficulty and perceived self-efficacy. The difficulty question was “how difficult is it for you to complete this goal everyday for the next 7 days?: 1-10 scale,” and the self-efficacy question was “how confident are you that you can complete this goal everyday for the next 7 days?: 0%-100% scale.” Reported difficulty and self-efficacy rating were highly negatively correlated. Food journaling tasks did not show much variability in difficulty ratings and were dropped from the study. For the remaining three habits: eating slowly, walking, and eating vegetables, we selected the three most difficult habits and the three easiest habits. An example habit was “Stretch for 10 minutes and walk for 30 minutes in the afternoon—at in my neighborhood with a friend.” The complete list of habits is in Multimedia Appendix 1.

PARC Coach

PARC Coach is a mobile app developed to study behavior change interventions in an mHealth setting. It implements only the most central features to reporting behavior and delivering interventions. PARC Coach has a reporting home page on which people report whether they have met their daily goal. Informational pages were available for every behavioral goal.

Procedure

Upon creating an account and first time logging in, they were asked to select a class of habit to pursue: eat slowly, walking, or eating more vegetables. Upon habit selection, participants were randomly assigned to either a high self-efficacy or low self-efficacy goal for that habit class. Upon being assigned the specific habit, participants were asked to rate their self-efficacy for achieving the assigned goal with the question “how difficult is it for you to complete this goal everyday for the next 7 days?: 1-10 scale.”

Self-reported daily goal achievement reports were collected in the PARC Coach app. The app contains a reporting page in which participants click a button to indicate whether they did their goal behavior.

Participants were then asked to set an implementation intention with the following components (possible responses in parentheses): (1) Which part of day will you do practice this habit? (morning, afternoon, evening) or which meal will you like to try this at? (breakfast, lunch, or dinner), (2) Where will you do this activity?, (3) Who will you do this activity with?, and (d) When will you do this activity? (event time).

If participants were in a reminder condition, they were additionally asked How long before the event would you like to be reminded of your task? (reminder duration). In the reminder condition, the participants’ selection of an event time and a reminder duration were combined with the reminder schedule to compute when to send the reminder.

Table 1. Number of participants assigned to cells of the incomplete factorial design.

<table>
<thead>
<tr>
<th>Self-efficacy</th>
<th>Reminders</th>
<th>Frequency</th>
<th>Distribution</th>
<th>Participants (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>Presented</td>
<td>Low</td>
<td>Distributed</td>
<td>6</td>
</tr>
<tr>
<td>Low</td>
<td>Presented</td>
<td>Low</td>
<td>Massed</td>
<td>6</td>
</tr>
<tr>
<td>Low</td>
<td>Presented</td>
<td>High</td>
<td>Distributed</td>
<td>7</td>
</tr>
<tr>
<td>Low</td>
<td>Presented</td>
<td>High</td>
<td>Massed</td>
<td>8</td>
</tr>
<tr>
<td>Low</td>
<td>Absent</td>
<td></td>
<td></td>
<td>7</td>
</tr>
<tr>
<td>High</td>
<td>Presented</td>
<td>Low</td>
<td>Distributed</td>
<td>6</td>
</tr>
<tr>
<td>High</td>
<td>Presented</td>
<td>Low</td>
<td>Massed</td>
<td>5</td>
</tr>
<tr>
<td>High</td>
<td>Presented</td>
<td>High</td>
<td>Distributed</td>
<td>7</td>
</tr>
<tr>
<td>High</td>
<td>Presented</td>
<td>High</td>
<td>Massed</td>
<td>6</td>
</tr>
<tr>
<td>High</td>
<td>Absent</td>
<td></td>
<td></td>
<td>6</td>
</tr>
</tbody>
</table>
Reminders were sent by SMS to the participants’ mobile phone. The content of the reminders was determined by the habit and the participants’ implementation intentions. Participants were expected to acknowledge reminders by clicking “OK.” The reminder was canceled if it wasn’t acknowledged until the event time. The sending of reminders and the acknowledgment of their receipt was automatically logged by the PARC Coach app.

Analyses

Exploratory Data Analyses for Signature Memory Phenomena

ACT-R predicts that the effects of reminders on the memory activation levels of implementation intentions will exhibit practice and forgetting effects. Memory activation is predicted to increase with the frequency with which reminders are processed (practice) and decrease as with decreases in the recency since reminders were processed (forgetting). When a reminder is sent to participants, there is a chance that they may ignore the reminder. When participants acknowledged the receipt of reminders, we assume that is an indicator that they actually attended to and processed the reminder.

We performed a set of exploratory analyses on the basic relationship of reminder schedules to achieving behavior-change goals (adherence). For every participant, on every day, the dependent variable of goal adherence was coded (success=1, failure=0). For every participant, on every day, we also coded how many times a reminder had been acknowledged as received since the start of the experiment (frequency acknowledged) and how many days since the last reminder had been acknowledged (recency acknowledged); how many time a reminder has been sent since the beginning of the experiment (frequency sent) and how may days since the last reminder had been sent (recency sent); and how many days adherence had been reported in the past (frequency adherence) and how may days since the last report of success (recency adherence).

We, for each type of input variable (reminder acknowledged, reminder sent, past goal adherence) at every level of frequency and recency, computed the mean probability of adherence (ranging from 0-1) and computed simple linear regressions of the form

\[ Adherence \sim \beta_{F0} + \beta_{F1} \times \text{Frequency}, \]

and

\[ Adherence \sim \beta_{R0} + \beta_{R1} \times \text{Recency}, \]

and computed the goodness-of-fit \( R^2 \) statistics. In addition, we analyzed the contribution of self-efficacy and reminder frequency and recency with a logistic regression:

\[ \text{logit(Adherence)} \sim \beta_0 + \beta_1 S + \beta_2 R \]

where \( S \)=self-efficacy (a categorical variable), \( F \)=frequency acknowledged, \( R \)=recency acknowledged, and is a random coefficient estimated for each participant \( i \).

Analysis of Specific ACT-R Predictions About Reminder Schedules

We performed a logistic regression analysis of goal adherence data within the 2 (frequency) X 2 (distribution) factorial conditions in which reminders were presented. This analysis serves as a test for the specific pattern of a priori ACT-R predictions about the effects of reminder schedules on memory for implementation intentions. Those predictions are summarized in Figures 2 and 3. Specifically, based on the mean base-level activations, ACT-R predicts an interaction of frequency X distribution with the average activation levels for the implementation interventions predicted to be high frequency-distributed > high frequency-massed > low frequency-massed > low frequency-distributed.

Fit of the ACT-R Dual-System Mathematical Model to Individual-Level Data

A fit of the ACT-R mathematical model (defined in equations 1-12) to the data for every individual and every day was obtained by minimizing the Brier score between model-predicted probability success and observed success using the R optimx package using a quasi-Newton method called limited-memory BFGS, which allows one to bound the parameter search (by providing upper and lower boundaries).

Results

Signature Practice and Forgetting Phenomena Because of Reminders and Performance

Practice and forgetting effects are key signatures of declarative and procedural memory [46,47]: improvements generally accrue with repeated practice or remindings and decay over time without continued practice or reminding. Figure 6 demonstrates that these signature phenomena are apparent in the success rates of the participants. Each point in the plots is the mean observed probability of participants reporting success at achieving a goal on a given day as a function of different frequency and recency factors. The top two plots present the probability of reported success as a function of frequency and recency of past goal success. The middle two plots present the observed probability of success as a function of frequency and recency of sent reminders. The bottom two plots present the observed probability of success as a function of the frequency and recency of sent reminders. Each plot also presents a best-fit linear regression line, as well as the adjusted \( R^2 \) for the regression.

In general, the frequency and recency of past success (adherence) tends to show medium-to-strong relationships to current success. The frequency and recency of acknowledged reminders tends to show stronger effects than the frequency and recency with which those reminders were sent. This is unsurprising, as one would expect that sent reminders could be ignored, but acknowledgment indicates that the participant actually processed the reminder.

Table 2 presents a logistic regression, with the daily success or failure as the response variable, participants as a random effect, and the predictors being the self-efficacy factor and the observed frequency and recency of reminder acknowledgment. Self-efficacy was not significant, frequency acknowledged was marginally significant, and the recency acknowledged was highly significant.
Figure 6. Factors related to the likelihood of a participant succeeding at behavioral goal on a given day. Frequency of adherence is the cumulative number of past “success report” days. Recency of adherence is the number of days since last “success report.” Frequency sent is the cumulative count of reminders previously sent. Recency sent is the number of days since the last reminder was sent. Frequency acknowledged is the cumulative count of previously acknowledged reminders. Recency acknowledged is the numbers of days since the last acknowledgement of a reminder. Adjusted $R^2$ values are based on linear regressions.

Table 2. Logistic regression of daily success in achieving self-selected goals on self-efficacy and frequency and recency of acknowledged implementation intention reminders.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Coefficient (standard error)</th>
<th>Odds ratio (95% CI)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>$-0.5696$ (0.3185)</td>
<td>0.5657 (−1.2231 to 0.0602)</td>
<td>.007</td>
</tr>
<tr>
<td>Low self-efficacy</td>
<td>$-0.1197$ (0.4180)</td>
<td>0.8872 (−0.9655 to 0.7232)</td>
<td>.77</td>
</tr>
<tr>
<td>Frequency acknowledged</td>
<td>$0.0694$ (0.0410)</td>
<td>1.0717 (−0.0116 to 1.0505)</td>
<td>.09</td>
</tr>
<tr>
<td>Recency acknowledged</td>
<td>$-0.0490$ (0.0104)</td>
<td>0.9522 (−0.0700 to −0.2852)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

An analysis of deviance also showed that including frequency acknowledged to the base model of recency acknowledged was marginally significant $\chi^2_1=2.8$ $P=.09$, and adding self-efficacy to the acknowledgment factors was not, $\chi^2_1=0.1$.

**Effects of Implementation Intention Reminder Schedules on Behavior Success: A Test of ACT-R Memory Predictions**

Table 3 shows the mean proportion of days on which participants reported succeeding at their behavior change goals. Notably,
The condition in which participants received reminders was significantly better than the conditions in which others did not receive reminders, (logistic regression on reminders vs no reminders: coefficient=2.018, SE=0.572, OR=7.52, 95% CI 0.9037-3.2594, P<.001).

The pattern of success rates in Table 3 suggests an interaction of reminder frequency by distribution, as predicted by the ACT-R base-level learning theory (Figure 3). A logistic regression was performed on the average rate of participant success in performing their goals over 28 days in the 2 X 2 factorial conditions of distribution (distributed, massed) X frequency (low, high). The results of this regression are presented in Table 4. Although there are no main effects of the frequency or distribution variables, there was a highly significant interaction. An analysis of deviance showed that the model with the interaction term was significantly better than a reduced model without the interaction term, \( \chi^2 = 13.056, P=.0003 \). Post hoc linear contrasts show that the high frequency-distributed condition produced higher participant success than the high frequency-massed, \( z=4.441, SE=0.2853, P<.001 \); the high frequency-massed produced higher success than the low frequency-massed, \( z=3.041, SE=0.2609, P=.003 \); and the low frequency-massed produced marginally higher success than the low frequency-distributed, \( z=1.929, SE=0.2663, P=.069 \).

Table 1 shows that each of the 2 X 2 cells of the frequency X distribution factorial have \( N=11 \) to \( N=14 \) participants. Gelman and Carlin [48] suggest that such small-sample experiments warrant an analysis of two kinds of potential experimental design errors: (1) the probability that the estimate of the effects is in the wrong direction (Type S [sign] error) and (2) the factor by which the magnitude of an effect might be overestimated (Type M [magnitude] error). We followed the procedure recommended by Gelman and Carlin. First, we went to the literature to identify a possible range of true effects sizes for our experiment. A recent meta-analysis [49] of the effect size (ES) of behavior-change interventions [50] indicates an ES=0.37 in improving physical activity and diet over the short term (<12 weeks), with a 95% CI 0.26-0.48. Next, using the retrodosign() function [48] we determined the power, Type S, and Type M error for the interaction effect in Table 4. At ES=0.37, the probability that a replication would be statistically significant at alpha=.05 was power=0.39, the probability that a replicated estimate would have the incorrect sign was Type S error=0.0003, and the expectation of the ratio of the estimated interaction effect to a true ES=0.37 was Type M error=1.56. It is unlikely that the sign of the significant interaction is incorrect (Type S error), and the magnitude of the interaction in Table 4 is likely overestimated by a factor of 1.56 (Type M error). For ES=0.26: power=0.22, Type S error=0.0038, Type M error=2.13; for ES=0.48: power=0.59, Type S error<0.0001, Type M error=1.30.

These analyses suggest that the pattern of participant success at their behavior-change goals over 28 days is consistent with the ACT-R theoretical predictions of how the variations in reminder schedules affect the base-level activation of participants’ implementation intentions in declarative memory.

**Fit of the ACT-R Dual-System Mathematical Model to Individual-Level Data**

Figure 7 plots the goal success predictions of the dynamical model against the observed data as functions of past adherence (frequency and recency) and reminders acknowledged (frequency and recency). The points are the observed probabilities of success, and the lines are the model predicted probabilities. Each point is the mean of the observed individual daily success for participants at a given level of recency or frequency, and similarly, the lines are the means of the model’s predictions for each individual on each day, pooled by level of frequency and recency. Parameter estimates for the fitted more are presented in Table 5. The Brier score on this fit was 0.1724. Figure 7 suggests that the model is doing a reasonable job of predicting the observed frequency and recency effects because of the reminding interventions, as well as the recency and frequency effects because of the practice of the target behavior. The model does appear to predict a more sublinear relationship between the recency of reminder acknowledgment than is present in the observed data.

The parameters estimated in Table 5 also appear to be generally reasonable. In predicting the probability of recalling a goal and striving to do a new behavior, the activation levels of implementation intentions and memory for past goal performance are both associated with nonzero positive weights (\( \beta_1 \) and \( \beta_2 \)). Similarly, the base-level activation of implementation intentions and memory for past goal performance are also positively weighted in determining the utility of goal-striving performance (\( \beta_1 \) and \( \beta_2 \)). The values of parameters, \( a \), \( c \), determining the base-level learning that we estimated are different than those found in controlled laboratory studies [37], where \( a=1.177 \) and \( c=0.217 \). It should be noted that the Pavlik and Anderson study involved multiple blocks of multiple trials within a study day, and the spacing of reminders was manipulated within a 60 to 90 min study session. In our study, we were manipulating the spacing of reminders over many days.

### Table 3. Mean proportion of days on which participants reported success in achieving their behavior-change goal (standard deviation in parentheses).

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Frequency</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low</td>
<td>High</td>
<td></td>
</tr>
<tr>
<td>Distributed, mean (SD)</td>
<td>0.32 (0.33)</td>
<td>0.55 (0.24)</td>
<td></td>
</tr>
<tr>
<td>Massed, mean (SD)</td>
<td>0.34 (0.22)</td>
<td>0.38 (0.26)</td>
<td></td>
</tr>
<tr>
<td>No reminders, mean (SD)</td>
<td>0.18 (0.23)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*SD*: standard deviation.
Table 4. Logistic regression on the average rate of participant success in performing their goals over 28 days in the 2 X 2 factorial conditions of distribution (distributed, massed) X frequency (low, high).

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Coefficient (standard error)</th>
<th>Odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>−0.6305 (0.1197)</td>
<td>0.5323 (−0.8681 to 0.3984)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>High frequency</td>
<td>0.1630 (0.1584)</td>
<td>1.1770 (−0.1467 to 0.4746)</td>
<td>.30</td>
</tr>
<tr>
<td>Distributed distribution</td>
<td>−0.1167 (0.1672)</td>
<td>1.1238 (−0.4448 to 0.2112)</td>
<td>.49</td>
</tr>
<tr>
<td>High frequency X distributed</td>
<td>0.7994 (0.2215)</td>
<td>2.2242 (0.3656-1.2341)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Figure 7. Fit of the adaptive control of thought-rational (ACT-R) dual-system model to daily success in performing behavior goals.

Table 5. Parameter estimates for the adaptive control of thought-rational (ACT-R) dual-system model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_0$</td>
<td>8.107708</td>
<td>Scaling parameter on activation for predicting goal recall</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>4.896597</td>
<td>Weight, implementation intention activation in predicting probability goal recall</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>3.535064</td>
<td>Weight, memory activation of performing goals in predicting probability goal recall</td>
</tr>
<tr>
<td>$\beta_3$</td>
<td>−0.732805</td>
<td>Scaling parameter on utility of goal striving productions</td>
</tr>
<tr>
<td>$\beta_4$</td>
<td>0.297554</td>
<td>Weight, implementation intention activation in utility of goal striving productions</td>
</tr>
<tr>
<td>$\beta_5$</td>
<td>1.396243</td>
<td>Weight, memory activation of performing goals in utility of goal striving productions</td>
</tr>
<tr>
<td>$a$</td>
<td>1.000000</td>
<td>Scaling parameter on base-level activation learning</td>
</tr>
<tr>
<td>$c$</td>
<td>0.077193</td>
<td>Slope parameter on base-level activation learning</td>
</tr>
<tr>
<td>$U_0$</td>
<td>−3.818326</td>
<td>Initial utility of new habit</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.291842</td>
<td>Utility learning rate for the habit</td>
</tr>
<tr>
<td>$R$</td>
<td>0.000000</td>
<td>Reward value for new habit</td>
</tr>
</tbody>
</table>
Discussion

Consistent with previous research on implementation intentions [22], we found that reminders of implementation intentions sent as SMS text messages have a boosting effect on success in achieving behavior change goals. Further exploratory analysis suggested that the effects of reminding on behavioral success appear to show signatures long associated with human memory: a decay of effectiveness because of forgetting and improvement with repetition. The analysis also indicates improvement with behavior practice, which is ubiquitous in the procedural learning of skills and habits. A mathematical model based on ACT-R captures the dynamics of people accomplishing their goal behaviors under the influence of implementation intentions, reminders, and their own past performance.

For practitioners, prior research had suggested the utility of using implementation intentions in mHealth [22,51]. Our results suggest that reminders can boost the effectiveness of implementation intentions in ways predicted from basic memory theory. Our results also suggest the importance of the recency factor: the number of days since a reminder was acknowledged accounts for a large proportion of the variance in goal adherence (Figure 6) and was highly significant in the analysis reported in Table 2. Attending to reminders is associated with performing the behavior soon thereafter. This might suggest that mHealth reminders be triggered by some combination of nonadherence and time since the last reminder was sent. One concern might be that sending more reminders might just cause users to decide to ignore them. As a post hoc analysis, we examined whether the acknowledgment of reminders was reduced when reminders were temporally clustered in the massed condition, in contrast to the distributed condition. We found no statistical difference, but we still were not sending reminders more than once a day.

It has been argued [52] that the current menagerie of behavior change theories [11,50] needs to be refined or replaced with precise models that yield predictions at the granularity of assessments and interventions that are delivered by mHealth systems in the ecology of everyday life. Such models would provide a rigorous foundation for engineering sophisticated, individualized interventions that are optimally delivered in the right contexts at the right time. In the present research, we worked from the existing ACT-R theory [7] to propose a model of goal-striving and habit formation that would predict the effects of implementation intentions and reminders. Previous research [18] had suggested that human declarative memory mechanisms were implicated in the effectiveness of this EBI. ACT-R predicts the dynamics of declarative memory retrieval in response to additional training or use, and so the theory was extended to make predictions about the dynamics of implementation intention effectiveness as a function of the timing of reminder interventions.

Related ACT-R models [34] have been developed to predict the dynamics of self-efficacy and goal success in users of an mHealth app called DStress [10]. In that case, there were two kinds of modeling: (1) full simulations in the ACT-R cognitive architecture and (2) dynamical mathematical models approximating the ACT-R mechanisms, similar to the approach presented here. The ACT-R–inspired mathematical models are also similar to the dynamical models presented in Pavel et al [45], which also used a dual-systems approach for goal-striving and habit formation. In other applied domains such as cognitive tutoring [53] and language learning [36], it has been useful to develop user models that are approximations to the detailed ACT-R simulation architecture, yet, still support prediction by computation (see also, [54]).

To repeat an argument made by Pirolli [34], the motivation for developing mHealth theories by extending theories of the human cognitive architectures rests on four theses [55,56]: (1) the integration thesis, that cognitive architectures provide a unified account of how the modules of the mind function together to produce coherent behavior and can provide a basis for an integration across specialized domains of EBIs, theories of behavior change, and multiple systems and mechanisms of action in behavior change; (2) the decomposition thesis, that long-term behavior change can be decomposed to learning and intervention events occurring at a much finer granularity of time; (3) the modeling thesis, that models in cognitive architectures can provide a basis for bridging those events at the small scale to the dynamics of behavior change occurring at the large scale; and (4) the relevance thesis, that long-term changes and outcomes can be improved by modeling and predicting specific just-in-time interventions in contexts that are occurring at the smaller time scales in the ecology of the everyday lives of people wishing to change.
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Abstract

Background: Major social networking platforms, such as Facebook, WhatsApp, and Twitter, have become popular means through which people share health-related information, irrespective of whether messages disseminated through these channels are authentic.

Objective: This study aims to describe the demographic characteristics of patients that may demonstrate their attitudes toward medical information shared on social media networks. Second, we address how information found through social media affects the way people deal with their health. Third, we examine whether patients initiate or alter/discontinue their medications based on information derived from social media.

Methods: We conducted a cross-sectional survey between April and June 2015 on patients attending outpatient clinics at King Abdulaziz University, Jeddah, Saudi Arabia. Patients who used social media (Facebook, WhatsApp, and Twitter) were included. We designed a questionnaire with closed-ended and multiple-choice questions to assess the type of social media platforms patients used and whether information received on these platforms influenced their health care decisions. We used chi-square test to establish the relationship between categorical variables.

Results: Of the 442 patients who filled in the questionnaires, 401 used Facebook, WhatsApp, or Twitter. The majority of respondents (89.8%, 397/442) used WhatsApp, followed by Facebook (58.6%, 259/442) and Twitter (42.3%, 187/442). In most cases, respondents received health-related messages from WhatsApp and approximately 42.6% (171/401) reported ever stopping treatment as advised on a social media platform. A significantly higher proportion of patients without heart disease (P=.001) and obese persons (P=.01) checked the authenticity of information received on social media. Social media messages influenced decision making among patients without heart disease (P=.04). Respondents without heart disease (P=.001) and obese persons (P=.01) were more likely to discuss health-related information received on social media channels with a health care professional. A significant proportion of WhatsApp users reported that health-related information received on this platform influenced decisions regarding their family’s health care (P=.001). Respondents’ decisions regarding family health care were more likely to be influenced when they used two or all three types of platforms (P=.003).

Conclusions: Health education in the digital era needs to be accurate, evidence-based, and regulated. As technologies continue to evolve, we must be equipped to face the challenges it brings with it.
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online health information-seeking behaviors; Facebook; social media; Twitter; WhatsApp
Introduction
Twitter, Facebook, and WhatsApp have become mainstream online tools that permit individuals to connect and share information. Furthermore, they permit individuals to share uncontrolled, unsupervised, and unfiltered content, irrespective of time and place [1]. Consequently, the Internet contains a lot of self-created content [2]. Many people are increasingly using social networking sites for health-related purposes. Research has demonstrated that an increasing number of patients are using social networking sites to share their experiences with health care personnel or institutions [3]. Patients also share their experiences with family members and friends via platforms such as Facebook, WhatsApp, and Twitter [4-6]. There is evidence that if social networking is used properly, then it can help patients [7]. For example, a study that promoted breastfeeding among Saudi women showed increased adherence to breastfeeding through a Twitter campaign [8]. Another study that investigated the effect of Twitter on women’s health education demonstrated that women in Saudi Arabia were interested in discussing gynecological complaints and breastfeeding-related issues on Twitter [9]. The investigators found that this strategy helped in creating awareness. Moreover, a recent study showed that Twitter was a powerful platform for health promotion strategies [10]. Influential people who have a huge number of followers can constitute an integral part of any health campaign or help in disseminating knowledge.

There are few data available regarding the impact of social media to share health experiences and information arise as the use of these sites might affect choices that patients make regarding their health [11]. Furthermore, it might affect the way patients interact with health care professionals. According to one review, information obtained from social networking sites correlated with many measures of quality of care, including performance measures such as mortality and readmission rates [12]. Nevertheless, definitive conclusions cannot be drawn from correlation tests and several questions remain unanswered regarding the impact of patients’ use of social media.

Concerns about the increasing use of social media to share health experiences and information arise as the use of these sites might affect choices that patients make regarding their health [11]. Furthermore, it might affect the way patients interact with health care professionals. According to one review, information obtained from social networking sites correlated with many measures of quality of care, including performance measures such as mortality and readmission rates [12]. Nevertheless, definitive conclusions cannot be drawn from correlation tests and several questions remain unanswered regarding the impact of patients’ use of social media.

Methods
Participants and Setting
A cross-sectional survey was conducted between April and June 2015 on patients attending King Abdulaziz University Hospital, Jeddah, Saudi Arabia. We included patients who used Facebook, WhatsApp, and Twitter, which are among the most frequently used social media platforms in Saudi Arabia [14]. Informed consent was obtained from all participants prior to recruitment. The Research Ethics Committee at King Abdulaziz University Hospital approved the study.

The initial pool included 442 participants of which 401 reported using Facebook, WhatsApp, or Twitter. The demographics reported reflect the 442 patients who agreed to participate in this survey; however, further analysis was performed only for the 401 participants who used any of the social media platforms under consideration.

Survey Instrument
We modified a previously validated questionnaire [15] to specifically target social media users and how medical information found through social media networks impacts the way they deal with their health. Furthermore, we selected highly prevalent public health issues in Saudi Arabia, such as diabetes mellitus, heart disease, hypertension, and asthma.

The questionnaire was developed with closed-ended and multiple-choice questions that were designed to be nonintrusive and simple to understand. The questionnaire was administered by medical students, who interviewed the participants. Prior to the interview, the students were trained to collect data. Participants were asked to identify their age, gender, nationality, marital status, educational level, and monthly income. They were also asked the types of social media platforms they used and whether information received on these platforms influenced their health care decisions. Returned questionnaires were reviewed and those that were filled in by respondents who did not use any of the three social media platforms (Facebook, WhatsApp, or Twitter) were excluded from analysis.

Statistical Analysis
The data were analyzed using IBM SPSS version 22. Descriptive statistics were computed for all variables. The findings are expressed as counts and percentages for categorical and nominal variables, whereas continuous variables are presented as means and standard deviations. To establish the relationship between categorical variables, chi-square test was used. This test was conducted with the assumption of normal distribution. Lastly, a conventional $P$ value $<.05$ was adopted to reject the null hypothesis.

Results
Demographic Characteristics
A total of 442 participants with a mean age of 35.4 (11.5) years filled in the questionnaires. Females comprised the majority of the sample (256/442, 71.9%). Approximately 46.0% (193/420) of the respondents had completed at least university education (Table 1). Regarding income, 97 respondents reported incomes greater than 10,000 Saudi riyals (US $2666). Approximately 74.9% (328/438) of the respondents were married and 59.8% (259/433) were Saudis (Table 1).
Type of Social Media Platforms Used

Approximately 90% (397/442) of the respondents used WhatsApp; Twitter was the least used among all three social media platforms. Approximately 32% (142/442) of respondents used all three types of social media platform (Table 2). Respondents received health-related messages more frequently on WhatsApp than Twitter or Facebook. Close to one-third of the respondents reported using all three social media platforms and respondents reported receiving health-related messages more frequently on WhatsApp than on Twitter or Facebook. Despite the number of respondents who reported receiving medical information through social media, less than one-fifth admitted that information shared across these platforms always influenced their health decisions. Further, one-quarter of the respondents admitted to never discussing health-related information with their physicians.

Table 1. Demographic characteristics of the sample (N=442).

<table>
<thead>
<tr>
<th>Variables</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>123 (27.8)</td>
</tr>
<tr>
<td>Female</td>
<td>319 (72.2)</td>
</tr>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
</tr>
<tr>
<td>≤29</td>
<td>138 (31.2)</td>
</tr>
<tr>
<td>30-39</td>
<td>123 (27.8)</td>
</tr>
<tr>
<td>40-49</td>
<td>104 (23.5)</td>
</tr>
<tr>
<td>50-59</td>
<td>49 (11.1)</td>
</tr>
<tr>
<td>≥60</td>
<td>28 (6.3)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>328 (74.9)</td>
</tr>
<tr>
<td>Single</td>
<td>110 (25.1)</td>
</tr>
<tr>
<td><strong>Nationality</strong></td>
<td></td>
</tr>
<tr>
<td>Saudi</td>
<td>259 (59.8)</td>
</tr>
<tr>
<td>Non-Saudi</td>
<td>174 (40.2)</td>
</tr>
<tr>
<td><strong>Educational attainment</strong></td>
<td></td>
</tr>
<tr>
<td>Primary</td>
<td>56 (13.3)</td>
</tr>
<tr>
<td>Secondary</td>
<td>158 (37.6)</td>
</tr>
<tr>
<td>Graduation/Postgraduation</td>
<td>193 (46.0)</td>
</tr>
<tr>
<td>None</td>
<td>13 (3.1)</td>
</tr>
<tr>
<td><strong>Occupation</strong></td>
<td></td>
</tr>
<tr>
<td>Housewife</td>
<td>190 (44.8)</td>
</tr>
<tr>
<td>Office job</td>
<td>41 (9.7)</td>
</tr>
<tr>
<td>Business</td>
<td>19 (4.5)</td>
</tr>
<tr>
<td>Doctor</td>
<td>12 (2.8)</td>
</tr>
<tr>
<td>Engineer</td>
<td>8 (1.9)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>27 (6.4)</td>
</tr>
<tr>
<td>Others</td>
<td>127 (30)</td>
</tr>
<tr>
<td><strong>Monthly income in Saudi riyals (US$)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;2000 (533)</td>
<td>46 (11.4)</td>
</tr>
<tr>
<td>2000-5000 (533-1333)</td>
<td>135 (33.3)</td>
</tr>
<tr>
<td>5000-10,000 (1333-2666)</td>
<td>127 (31.4)</td>
</tr>
<tr>
<td>10,000-20,000 (2666-5333)</td>
<td>76 (18.8)</td>
</tr>
<tr>
<td>&gt;20,000 (5333)</td>
<td>21 (5.2)</td>
</tr>
</tbody>
</table>

*Some cases have missing values.*
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Table 2. Usage and type of social media used among the respondents (N=442).

<table>
<thead>
<tr>
<th>Variables</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Type of social media platform used</strong></td>
<td></td>
</tr>
<tr>
<td>WhatsApp</td>
<td>397 (89.8)</td>
</tr>
<tr>
<td>Facebook</td>
<td>259 (58.6)</td>
</tr>
<tr>
<td>Twitter</td>
<td>187 (42.3)</td>
</tr>
<tr>
<td><strong>Number of social media platforms used</strong></td>
<td></td>
</tr>
<tr>
<td>Never use</td>
<td>41 (9.3)</td>
</tr>
<tr>
<td>Any of one</td>
<td>101 (22.9)</td>
</tr>
<tr>
<td>Any of two</td>
<td>158 (35.7)</td>
</tr>
<tr>
<td>All types</td>
<td>142 (32.1)</td>
</tr>
<tr>
<td><strong>Do you receive health-related messages on WhatsApp?</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>311 (78.3)</td>
</tr>
<tr>
<td>No</td>
<td>86 (21.7)</td>
</tr>
<tr>
<td><strong>Do you receive health-related messages on Facebook?</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>121 (46.7)</td>
</tr>
<tr>
<td>No</td>
<td>138 (53.3)</td>
</tr>
<tr>
<td><strong>Do you receive health-related messages on Twitter?</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>125 (66.8)</td>
</tr>
<tr>
<td>No</td>
<td>54 (28.9)</td>
</tr>
<tr>
<td>Not reported</td>
<td>8 (4.3)</td>
</tr>
<tr>
<td><strong>Do messages on social media platforms ever influence your decisions regarding you or your family’s health care?</strong></td>
<td></td>
</tr>
<tr>
<td>Always</td>
<td>65 (16.2)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>185 (46.1)</td>
</tr>
<tr>
<td>Never</td>
<td>116 (28.9)</td>
</tr>
<tr>
<td>Not reported</td>
<td>35 (8.7)</td>
</tr>
<tr>
<td><strong>Do you discuss the authenticity or usefulness of health-related information received on social media platforms with a doctor or other health care professionals?</strong></td>
<td></td>
</tr>
<tr>
<td>Always</td>
<td>128 (31.9)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>128 (31.9)</td>
</tr>
<tr>
<td>Never</td>
<td>104 (25.9)</td>
</tr>
<tr>
<td>Not reported</td>
<td>41 (10.2)</td>
</tr>
</tbody>
</table>

a Some cases have missing values, and some respondents used more than one social media platform.

Practices of the Participants Regarding Health-Related Information Received on Social Media Platforms

Among the 401 participants who used Facebook, WhatsApp, or Twitter, less than half admitted starting a treatment as advised on social media without asking their physician (Table 3). In most cases, respondents received health-related messages from WhatsApp and 42.6% (171/401) reported ever stopping treatment as advised on a social media platform. Approximately half (86/171) of respondents were mostly influenced by WhatsApp. Close to one-fifth of the respondents never verified the credibility of the health information received on social media platforms and about one-quarter shared the information without verifying whether it was accurate. Google was cited as the main site where people performed searches to verify the accuracy of health-related information received on social media platforms.

Discussion of Information Received on Social Media With Health Care Professionals Stratified by Health Status

A significantly higher proportion of patients without heart disease ($P=0.001$) and obese persons ($P=0.01$) checked the authenticity of information received through social medial channels (Table 4). There were no differences between persons with diabetes, hypertension, asthma, dyslipidemia, chronic disease, and those without any of these conditions.
### Table 3. Practices of social media users regarding information received on social media platforms (N=401).

<table>
<thead>
<tr>
<th>Variables</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Have you ever started any medications/treatment as advised/advertised on social media without asking your physician?</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>183 (46.6)</td>
</tr>
<tr>
<td>No</td>
<td>210 (53.4)</td>
</tr>
<tr>
<td>If yes, which social media platform influenced you most?</td>
<td></td>
</tr>
<tr>
<td>WhatsApp</td>
<td>93 (50.8)</td>
</tr>
<tr>
<td>Facebook</td>
<td>24 (13.1)</td>
</tr>
<tr>
<td>Twitter</td>
<td>32 (17.5)</td>
</tr>
<tr>
<td>Not reported</td>
<td>34 (18.6)</td>
</tr>
<tr>
<td>Have you ever stopped any medications/treatment as advised/advertised on social media without asking your physician?</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>171 (42.6)</td>
</tr>
<tr>
<td>No</td>
<td>221 (55.1)</td>
</tr>
<tr>
<td>Not reported</td>
<td>9 (2.2)</td>
</tr>
<tr>
<td>If yes, which social media platform influenced you most?</td>
<td></td>
</tr>
<tr>
<td>WhatsApp</td>
<td>86 (50.3)</td>
</tr>
<tr>
<td>Facebook</td>
<td>17 (9.9)</td>
</tr>
<tr>
<td>Twitter</td>
<td>29 (17.0)</td>
</tr>
<tr>
<td>Not reported</td>
<td>39 (22.8)</td>
</tr>
<tr>
<td>Do you verify the credibility of the health information on social media?</td>
<td></td>
</tr>
<tr>
<td>Always</td>
<td>146 (40.7)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>149 (41.5)</td>
</tr>
<tr>
<td>Never</td>
<td>64 (17.8)</td>
</tr>
<tr>
<td>If yes, which sources do you mostly use for verification?</td>
<td></td>
</tr>
<tr>
<td>Google</td>
<td>259 (90.9)</td>
</tr>
<tr>
<td>Others (PubMed/Ministry of Health website, etc)</td>
<td>26 (9.1)</td>
</tr>
<tr>
<td>Do you verify the credibility of health-related information before sharing it with other people?</td>
<td></td>
</tr>
<tr>
<td>Always</td>
<td>150 (42.3)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>116 (32.7)</td>
</tr>
<tr>
<td>Never</td>
<td>89 (25.1)</td>
</tr>
</tbody>
</table>

\(^a\)Some cases have missing values.
Table 4. Discussion of information received on social media with health care professionals stratified by health status.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Discuss the authenticity of information read on social media platforms with health care professionals, n (%)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes (n=256)</td>
<td>No (n=104)</td>
</tr>
<tr>
<td>Do you have diabetes?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>38 (64.4)</td>
<td>21 (35.6)</td>
</tr>
<tr>
<td>No</td>
<td>199 (72.1)</td>
<td>77 (27.9)</td>
</tr>
<tr>
<td>Do you have heart disease?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>5 (33.3)</td>
<td>10 (66.7)</td>
</tr>
<tr>
<td>No</td>
<td>231 (72.9)</td>
<td>86 (27.1)</td>
</tr>
<tr>
<td>Do you have hypertension?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>35 (76.1)</td>
<td>11 (23.9)</td>
</tr>
<tr>
<td>No</td>
<td>203 (70.7)</td>
<td>84 (29.3)</td>
</tr>
<tr>
<td>Do you have asthma?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>23 (67.6)</td>
<td>11 (32.4)</td>
</tr>
<tr>
<td>No</td>
<td>213 (71.2)</td>
<td>86 (28.8)</td>
</tr>
<tr>
<td>Are you obese?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>42 (87.5)</td>
<td>6 (12.5)</td>
</tr>
<tr>
<td>No</td>
<td>198 (70.0)</td>
<td>85 (30.0)</td>
</tr>
<tr>
<td>Do you have dyslipidemia (increased cholesterol)?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>29 (65.9)</td>
<td>15 (34.1)</td>
</tr>
<tr>
<td>No</td>
<td>211 (72.5)</td>
<td>80 (27.5)</td>
</tr>
<tr>
<td>Do you have any other disease?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>72 (74.2)</td>
<td>25 (25.8)</td>
</tr>
<tr>
<td>No</td>
<td>168 (72.4)</td>
<td>64 (27.6)</td>
</tr>
<tr>
<td>Do you have any chronic disease?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>108 (68.8)</td>
<td>49 (31.2)</td>
</tr>
<tr>
<td>No</td>
<td>140 (72.5)</td>
<td>53 (27.5)</td>
</tr>
</tbody>
</table>

Association Between Demographic Characteristics and Participants’ Attitudes Toward Health-Related Information Shared on Social Media Networks

There was no association between demographics and whether messages ever influenced family health care (Table 5). Married respondents did not differ significantly from single respondents in their attitudes toward medical information shared on social media (P=.99). Although participants who had completed secondary education were more likely than primary school leavers and university graduates to be influenced by health messages posted on social media, this difference was not significant (P=.52). Similarly, no association was found between respondents’ attitudes toward medical information posted on social media and sociodemographic variables, such as occupation (P=.95), gender (P=.81), nationality (P=.53), monthly incomes (P=.95), and age (P=.31).

Association Between Participants’ Health Status and Their Attitudes to Medical Information Shared on Social Media Platforms

Decision making by patients without heart disease was influenced by social media messages (P=.04), whereas patients with other chronic diseases were not significantly influenced (P=.50). Respondents without heart disease (P=.001) and obese persons (P=.01) were more likely to discuss health-related information received on social media channels with health care professional. Patients with diabetes, hypertension, asthma, dyslipidemia, or those with any other chronic disease did not differ regarding their likelihood to discuss online health information with health care personnel. Furthermore, persons without diabetes (P=.04) or without heart disease (P=.001) tended to verify the credibility of information posted on social media channels (Table 6).
Table 5. Association between demographic characteristics and participants’ attitudes toward health-related information shared on social media networks.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Messages ever influence decisions regarding family’s health care, n (%)</th>
<th>Verify the credibility of the health information on social media from other authentic sources, n (%)</th>
<th>P</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes (n=250)</td>
<td>No (n=116)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>72 (69.2)</td>
<td>32 (30.8)</td>
<td>.08</td>
<td>.58</td>
</tr>
<tr>
<td>Female</td>
<td>178 (67.9)</td>
<td>84 (32.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age group (years)</td>
<td></td>
<td></td>
<td>.31</td>
<td>.73</td>
</tr>
<tr>
<td>≤29</td>
<td>76 (62.3)</td>
<td>46 (37.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30-39</td>
<td>85 (75.2)</td>
<td>28 (24.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>40-49</td>
<td>59 (67.8)</td>
<td>28 (32.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50-59</td>
<td>19 (65.5)</td>
<td>10 (34.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥60</td>
<td>11 (73.3)</td>
<td>4 (26.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td>.86</td>
<td>.72</td>
</tr>
<tr>
<td>Married</td>
<td>181 (68.3)</td>
<td>84 (31.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>67 (68.4)</td>
<td>31 (31.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nationality</td>
<td></td>
<td></td>
<td>.53</td>
<td>.68</td>
</tr>
<tr>
<td>Saudi</td>
<td>146 (66.4)</td>
<td>74 (33.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Saudi</td>
<td>96 (69.6)</td>
<td>42 (30.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td>.52</td>
<td>.02</td>
</tr>
<tr>
<td>Primary</td>
<td>21 (63.6)</td>
<td>12 (36.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary</td>
<td>94 (70.1)</td>
<td>40 (29.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Graduation/Postgraduation</td>
<td>122 (68.9)</td>
<td>55 (31.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>1 (33.3)</td>
<td>2 (66.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employment</td>
<td></td>
<td></td>
<td>.95</td>
<td>.15</td>
</tr>
<tr>
<td>Unemployed</td>
<td>120 (69.8)</td>
<td>52 (30.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>124 (70.1)</td>
<td>53 (29.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monthly income in Saudi riyals (US $)</td>
<td></td>
<td></td>
<td>.95</td>
<td>.36</td>
</tr>
<tr>
<td>≤5000 (1333)</td>
<td>94 (69.1)</td>
<td>42 (30.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5000-10,000 (1333-2666)</td>
<td>76 (67.3)</td>
<td>37 (32.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;10,000 (2666)</td>
<td>61 (68.5)</td>
<td>28 (31.5)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The total is <401 in some cases due to missing responses.
Table 6. Association between participants’ health status and their attitudes toward information found through social media.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Messages on social media platforms influence decisions regarding family’s health care, n (%)</th>
<th>Verify the credibility of the health information on social media from other authentic sources, n (%)</th>
<th>( P )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes (n=250)</td>
<td>Yes (n=295)</td>
<td></td>
</tr>
<tr>
<td>Do you have diabetes?</td>
<td>Yes 38 (65.5) No 193 (64.8)</td>
<td>No 16 (28.6) Yes 40 (71.4)</td>
<td>.66</td>
</tr>
<tr>
<td></td>
<td>.04</td>
<td>.04</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Yes 6 (42.9) No 222 (68.9)</td>
<td>No 8 (57.1) Yes 8 (50.0)</td>
<td>.04</td>
</tr>
<tr>
<td></td>
<td>.01</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Yes 32 (69.6) No 197 (67.5)</td>
<td>No 14 (30.4) Yes 95 (32.5)</td>
<td>.78</td>
</tr>
<tr>
<td></td>
<td>.06</td>
<td>.06</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Yes 25 (73.5) No 203 (66.8)</td>
<td>No 9 (26.5) Yes 101 (33.2)</td>
<td>.43</td>
</tr>
<tr>
<td></td>
<td>.80</td>
<td>.80</td>
<td></td>
</tr>
<tr>
<td>Are you obese?</td>
<td>Yes 34 (73.9) No 192 (66.2)</td>
<td>No 12 (26.1) Yes 98 (33.8)</td>
<td>.30</td>
</tr>
<tr>
<td></td>
<td>.68</td>
<td>.68</td>
<td></td>
</tr>
<tr>
<td>Do you have asthma?</td>
<td>Yes 29 (70.7) No 203 (67.9)</td>
<td>No 12 (29.3) Yes 96 (32.1)</td>
<td>.71</td>
</tr>
<tr>
<td></td>
<td>.33</td>
<td>.33</td>
<td></td>
</tr>
<tr>
<td>Do you have dyslipidemia?</td>
<td>Yes 61 (62.2) No 172 (72.6)</td>
<td>No 37 (37.8) Yes 65 (27.4)</td>
<td>.06</td>
</tr>
<tr>
<td></td>
<td>.27</td>
<td>.27</td>
<td></td>
</tr>
<tr>
<td>Do you have any other disease?</td>
<td>Yes 150 (69.8) No 99 (66.4)</td>
<td>No 65 (30.2) Yes 50 (33.6)</td>
<td>.50</td>
</tr>
<tr>
<td></td>
<td>.23</td>
<td>.23</td>
<td></td>
</tr>
</tbody>
</table>

\( ^a \)The total is <401 due to missing responses.
professionals can use the power of social media to spread information, including recruiting patients for clinical studies and surveying patients to get their opinions on a new treatment or device; however, potential risks may ensue from the use of social media when there are no stringent regulations to share and receive health care information on these platforms. Several investigators have expressed concerns about the potential of social media to negatively impact patients and their treatment [16,17]. In this study, for example, approximately half of respondents who either started or stopped medication were influenced by WhatsApp, reflecting the importance of the way this platform influences how people deal with their health. Less than half the respondents always verified the credibility of information and 90.9% (259/285) performed a Google search to verify the authenticity of messages received through social media channels. Interestingly, 25.1% (89/355) of respondents never discussed health-related messages with their physicians. This might be due to the fact they did not have a regular physician or they did not find it relevant to discuss this with a health care professional. Furthermore, women were more likely to discuss health-related information with their physician for authenticity as compared to men. Another study demonstrated that young male patients sought medical help less frequently than women [18].

We found that patients who had attained postgraduate college degrees were more likely to verify the credibility of information received via social media channels. According to a previous systematic review [19], educational status appeared to affect the way people evaluated online health information, with individuals with a lower level of education demonstrating worse capacities to evaluate the authenticity of health information shared on social media and lower trust in online health information compared to their more educated peers. Regarding perceived quality of online health information or people’s use

### Impact of Social Media Platform Used on Participants’ Attitudes Toward Health-Related Information Shared on These Platforms

A significant proportion of WhatsApp users reported that health-related information disseminated on this platform influenced decisions regarding their family’s health care (P = 0.001; Table 7). Similarly, respondents’ decisions regarding family health care were more likely to be influenced when they used two or all three types of platforms (P = 0.003). Respondents’ decisions regarding family health care did not differ significantly between those who used Facebook or Twitter and those who did not use these platforms.

#### Discussion

In this study, we explored the impact of health-related information sharing, the influence of social media on peoples’ online health information-seeking behavior, and their diligence in following prescriptions, as well as self-medication among social media users. This study shows that most people (89.8%, 397/442) used WhatsApp and 78.3% (311/397) of social media users received health information through these channels. Less than half the respondents always verified the credibility of messages received through social media platforms. Interestingly, 25.1% (89/355) of respondents never discussed health-related messages with their physicians. This might be due to the fact they did not have a regular physician or they did not find it relevant to discuss this with a health care professional. Furthermore, women were more likely to discuss health-related information with their physician for authenticity as compared to men. Another study demonstrated that young male patients sought medical help less frequently and tended to avoid medical consultations [18].

We found that patients who had attained postgraduate college degrees were more likely to verify the credibility of information received via social media channels. According to a previous systematic review [19], educational status appeared to affect the way people evaluated online health information, with individuals with a lower level of education demonstrating worse capacities to evaluate the authenticity of health information shared on social media and lower trust in online health information compared to their more educated peers. Regarding perceived quality of online health information or people’s use

### Table 7. Association between social media type and participants’ attitudes toward medical information shared through social media.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Messages on social media platforms influence decisions regarding family’s health care, n (%)</th>
<th>Discuss authenticity of message with health care professionals, n (%)</th>
<th>Verify the credibility of the health information on social media from other authentic sources, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Do you use WhatsApp?</td>
<td>Yes (n=250) No (n=116)</td>
<td>Yes (n=256) No (n=104)</td>
<td>Yes (n=295) No (n=64)</td>
</tr>
<tr>
<td>Yes</td>
<td>221 (71.5) 88 (28.5)</td>
<td>221 (72.5) 84 (27.5)</td>
<td>250 (83.1) 51 (16.9)</td>
</tr>
<tr>
<td>No</td>
<td>26 (48.1) 28 (51.9)</td>
<td>33 (63.5) 19 (36.5)</td>
<td>42 (76.4) 13 (23.6)</td>
</tr>
<tr>
<td>Do you use Facebook?</td>
<td>Yes</td>
<td>87 (72.5) 33 (27.5)</td>
<td>91 (75.8) 29 (24.2)</td>
</tr>
<tr>
<td>No</td>
<td>84 (68.9) 38 (31.1)</td>
<td>78 (64.5) 43 (35.5)</td>
<td>94 (79) 25 (21.0)</td>
</tr>
<tr>
<td>Do you use Twitter?</td>
<td>Yes</td>
<td>88 (71.0) 36 (29.0)</td>
<td>92 (74.8) 31 (25.2)</td>
</tr>
<tr>
<td>No</td>
<td>32 (69.6) 14 (30.4)</td>
<td>28 (59.6) 19 (40.4)</td>
<td>36 (76.6) 11 (23.4)</td>
</tr>
<tr>
<td>How many of these social media platforms (Facebook, Twitter, or WhatsApp) do you use?</td>
<td>Only 1</td>
<td>54 (53.5) 47 (46.5)</td>
<td>64 (78) 18 (22.0)</td>
</tr>
<tr>
<td>2 or all 3</td>
<td>196 (65.3) 104 (34.7)</td>
<td>192 (69.1) 86 (30.9)</td>
<td>231 (84) 44 (16.0)</td>
</tr>
</tbody>
</table>

a The total is <401 due to missing responses.
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of evaluation criteria, the limited number of studies and the diversity of samples and measures do not allow us to draw conclusions about the impact of educational level or other skills-based proxies of health literacy leaving two of the main research questions of this study mainly unanswered. Similarly, we found that patients without diabetes or heart disease were more likely to verify the credibility of medical information shared on social networks. This suggests that patients who have diabetes and heart disease are less likely to verify the authenticity of health information received on social media. This is a concerning factor because patients with chronic diseases should seek medical advice and have regular follow-ups with their doctors and, consequently, should have better education regarding their disease.

The Internet and social media, in particular, provide a business platform to pharmaceutical companies and, according to a recent survey, 40% of top pharmaceutical companies use direct-to-consumer advertising on social media platforms [20]. In the clinical scenario, a physician has to balance the risks against the benefits of prescribing a particular diagnostic test or therapy. Hence, their clinical decisions are based on the patient’s understanding, informed consent after explanation of potential risks, preferences, and available resources. On the contrary, social media and other online platforms, which are typically unregulated, may pose a potential threat to patient safety by encouraging the illegal online nonmedical use of prescription drugs [21]. In our setting, for example, we have noticed that patients tend to self-medicate and use complementary medicines. They often get health-related messages on mammography or prostate cancer screening and request to have these investigations without actually understanding the risk or benefit for such diagnostic tests or particular treatment.

Several studies [21-26] have stated that social media has a positive effect on health care, including mental health and physical fitness programs. In fact, it has been suggested that the use of social networking sites to share credible health information, can help physicians fulfill the professional obligation to transmit pertinent information to patients, colleagues, and the public and help members of the public place the findings of health-related current events in proper context. Some physicians affirm that physicians have an ethical obligation to lend their voices to public discourse on health care topics online [27]. Furthermore, it is believed that physicians who use their presence on social media to broadcast their professional commitments and values help fight the unscientific but amplified voices of the media and advertisements, which may disseminate spurious and sometimes dangerously incorrect statements regarding health [28].

We believe that there is an urgent need for mass awareness campaigns to educate people that medical information received on social media channels must be critically reviewed. People should be encouraged to consult their physicians prior to making any self-imposed changes to their prescriptions. Misinformation creates confusion and jeopardizes clinical care. Only 50% of television health shows give evidence-based advice [28], although hosts of television programs perform some degree of research before broadcasting. Similarly, a content analysis of information on urology disseminated on Facebook revealed that only 13% of the posts contained relevant information, whereas 40% were advertisements of commercial products [29]. In the same line, another study that assessed how health conditions were represented on Facebook pages revealed that 32.2% of the information was commercial, whereas 20% were about health awareness [30]. Therefore, it is important that social media users check the authenticity and relevance of all health-related information received on Facebook, Twitter, or WhatsApp. Moreover, there should be cyber surveillance as part of social accountability for spreading potentially incorrect health information. This can be possible by having health professionals edit social network pages to suit patients’ needs.

In our context, this study is the first to assess the impact of social media on the way people deal with their health and how messages received on social media platforms influence self-medication practices. However, our findings are limited because this study was conducted at a tertiary care hospital, which may not represent the community setting. Moreover, because we used a cross-sectional convenience sample, we could not establish how social networking affects patients’ health decisions.

Our findings indicate that social media is an important tool for health information. In addition, it influences people’s behaviors and self-medication practices. This suggests that clinicians need to assess patients’ medication histories during every visit. Because compliance to treatment is always an issue for patients with chronic diseases, social media adds another dimension to it. It may provide unauthenticated, misleading information and grounds for unjustified use of medications. Furthermore, the interpretation of messages on social media can be difficult, confusing, and may not be fully comprehended.

Future research should focus on specific diseases such as diabetes mellitus and hypertension, and on the patient’s reasons for self-medication. Emphasis should also be placed on the types of medications that patients initiate and those that they stop as well as the consequences associated with such practices. Studies should also explore platforms that patients trust most and how they prefer health information to be communicated to them. Moreover, the reasons underlying people’s reluctance to discuss health information and self-medication practices with a physician should be explored in qualitative studies.

Patients should be educated to review all health information skeptically. Policymakers and doctors should endeavor to formulate authenticated local languages, for example, here Arabic health literacy websites where patients can check the credibility of any health-related information received on social media platforms. Health care administrators should also look ahead to plan/forecast future medical care regarding how much and how far doctors wish to be involved in online patient care (digital clinics) [31] and how this will be regularized. Many ethical questions need to be answered before we communicate treatment on Twitter or Facebook.

In conclusion, health education in the digital era needs to be accurate, evidence-based, and regulated. As technology continues to evolve, we must be equipped to face the challenges it brings with it. The two main challenges in this regard include...
legislation and patient confidentiality. Social media cannot replace proper consultation, listening to nonverbal cues, touch, physical examination, exploring patients’ ideas, expectations, and individualized care. Therefore, decisions regarding major clinical care should be encouraged in the professional setting.
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Abstract

Background: Young men can be difficult to engage in health research using traditional methods of recruitment. Social networking sites are increasingly being used to recruit participants into health research, due to their cost effectiveness, overall generalizability, and wide reach.

Objective: The aim of this study was to determine the feasibility of using Facebook to recruit young Australian men into a human papillomavirus (HPV) prevalence study.

Methods: We recruited male permanent residents of Australia, aged 18 to 35 years, into the HPV in Young Males (HYM) study through targeted advertising placed on Facebook. Consenting participants completed an online questionnaire and provided a self-collected penile swab for HPV DNA detection and genotyping. We compared sociodemographic characteristics of the study population with those of the general Australian male population, based on Australian 2011 census data.

Results: Between February 2015 and February 2017, targeted Facebook advertisements reached 1,523,239 men, resulting in 41,811 clicks through to the study website, with 1072 (2.56%) converting to lodgment of an expression of interest. Of these, 681 (63.53%) provided written informed consent and 535 (78.6% of recruited participants) completed all the study requirements. Reasons for participating in the study included altruism, past history of HPV, gaining more knowledge about HPV or the vaccine, working in the health industry, and the monetary compensation. The average advertising cost per completed study participant was Aus $48. Compared with the census population, HYM study participants were more likely to be Australian born (P<.001), be from Victoria (P=.003) or the Australian Capital Territory (P=.004), reside in a major city (P<.001), and have completed undergraduate (P<.001) or postgraduate education (P<.001). HYM study participants were less likely to report being a current smoker (P=.03), but were more likely to identify as bisexual or homosexual (294/529, 55.6%, P<.001), than the general population.

Conclusions: Using Facebook is a feasible and efficient strategy for the recruitment of men from across Australia for HPV testing. This method could be used for monitoring the impact of HPV vaccination. Additional targeting may achieve a sample that is broadly demographically representative of the Australian population. Future research should explore how the sexual risk behavior characteristics of populations recruited through Facebook compare with those of traditional recruitment methods.


KEYWORDS
social media; Facebook; human papillomavirus; HPV; online recruitment; social networking; social networking sites; SNS
Introduction

Human papillomavirus (HPV) is one of the most common sexually transmitted infections globally. Infection with HPV is mostly asymptomatic; however, its clinical sequelae include genital warts, cervical cancer, and less commonly, a proportion of vaginal, vulvar, oral, oropharyngeal, anal, and penile cancers [1-3]. Many countries have introduced female HPV vaccination into their national immunization programs, with strong evidence showing reductions in vaccine-related-type HPV infections and disease where vaccine uptake has been high [4-6]. However, despite demonstrated trial efficacy [7,8] and the growing evidence that HPV also causes cancers in men (ie, penile, anal, and oropharyngeal), there is ongoing international debate on whether boys should be included in routine vaccination programs [9-14]. Consequently, only a handful of countries, including Australia, have implemented sex-neutral HPV vaccination approaches [15,16]. Monitoring the impact of HPV vaccination in men in these settings is thus important to document reductions in HPV-related biological end points (ie, genital HPV infections and cancers) caused by vaccine-targeted HPV genotypes and to inform whether routine vaccination of boys will result in any benefits above those that have already been achieved through existing female vaccination programs [17,18].

Measuring rates of genital HPV infection in men is challenging. HPV is very common, typically asymptomatic, and usually clears spontaneously. Furthermore, cancers associated with these infections are very rare. Thus, there are no population-based registries or screening programs, which could form the sampling frame for HPV vaccine monitoring studies in the general male population [19]. In view of this, to date, most direct estimates of HPV prevalence have been achieved through dedicated studies, whereby specimens for HPV testing are collected from opportunistic sampling of males recruited from clinical or community-based settings [17,20,21]. However, such studies are often expensive and require significant resources. Linking in with existing national surveillance activities, such as those implemented as part of the National Health and Nutrition Examination Surveys in the United States [22], is an ideal option for easily reaching populations of interest. However, in the absence of such frameworks, alternative and sustainable strategies are needed to collect genital specimens for the purpose of monitoring the impact of HPV vaccination on men in the long term.

Social networking sites (SNSs) present new opportunities for recruiting young men for health research, and they may have greater reach, be less time consuming, and be cheaper than traditional recruitment methods [23,24]. An estimated 99% of 18- to 29-year-old Australians use the social networking site Facebook, with 75% accessing this site at least once a day [25]. Facebook is also accessed throughout metropolitan and regional Australia, with at least 92% of people from each state of Australia using the platform [25]. This highlights the potential for access to a demographically and geographically diverse sample of participants. Advertising through SNSs has been shown to be successful for the recruitment of young females for surveys including health promotion and sexual health screening [24,26-31]. While SNSs have been effective in recruiting males into trials and sexual health promotion campaigns and surveys, both in Australia and internationally, including a recent US-based feasibility study aimed at recruiting males into a randomized controlled trial of HPV vaccination [32], little has been published with respect to study designs involving the collection of clinical specimens [33,34].

Our group has previously shown that Facebook was a cost-effective and fast method of recruiting young Australian women for home-based HPV testing [26]. In this study, we assessed the feasibility of using targeted Facebook advertising to recruit healthy Australian men aged 18 to 35 years into a HPV prevalence study.

Methods

HPV in Young Males (HYM) is an ongoing study of HPV genotype prevalence in Australian men aged 18 to 35 years, recruited via Facebook. The study is part of a larger national surveillance program aiming to monitor circulating HPV genotypes in the Australian population, to evaluate the effectiveness of the Australian National HPV Vaccination Program [17]. The HYM study protocol was approved by the Royal Women’s Hospital Human Research and Ethics Committee (HREC Project number 14/22).

Recruitment

Recruitment to the study was based on strategies developed for the Vaccine Against Cervical Cancer Impact and Effectiveness (VACCINE) study, as previously described [6,35]. We recruited participants through targeted advertisements placed on Facebook (Facebook, Inc.) between February 2015 and February 2017. Advertisements were targeted to men who were aged 18 to 35 years and living in Australia (we specifically selected the audience criteria on the Ads Manager of Facebook: users with an Australian IP address, male, and aged 18-35 years). Each advertisement contained a short text and image, examples of which are presented in Figure 1. Once clicking on the advertisement, participants were directed to the HYM password-protected website. Here potential participants could read about the study and register their expression of interest (EOI). Only men who registered their EOI were contacted by a study researcher. A telephone call established eligibility and obtained verbal consent. The inclusion criteria confirmed verbally were (1) male, (2) aged 18 to 35 years, (3) living permanently in Australia and eligible for a Medicare number, and (4) had been sexually active (ie, had ever had penetrative or oral sex).

After we obtained verbal consent, we sent a link to an online consent form to participants via SurveyMonkey (SurveyMonkey Inc). The consent consisted of 2 parts: consent for the study and consent to confirm the participant’s vaccination status with the Australian National HPV Vaccination Program Register. Once the online consent was completed, an online questionnaire and swab pack was sent out to participants. The online questionnaire, also done through SurveyMonkey, covered questions about basic demographics, sexual history, and knowledge and attitudes toward HPV and the HPV vaccines.
The swab pack contained everything needed to perform a self-collected penile swab in the privacy of a participant’s home. Participants were able to request and obtain their HPV DNA result. Once participants completed all the study requirements, they were compensated with an Aus $20 gift voucher for their time and effort. Participants were made aware of this compensation via the study website and during verbal consent. Among participants with outstanding study requirements, 3 reminders were sent via email, before the person was deemed lost from the study.

Statistical Analysis

We used Facebook metrics to calculate the amount spent on the advertising campaign. Facebook used a bidding system to display advertisements, with a cost allocated each time an advertisement was clicked [24]. Demographics for analyses were as follows: age (grouped as 18-24 years, 25-29 years, and 30-35 years), Australian state or territory of residence, gender identity, education, geographical remoteness (major city, inner regional, or outer regional or remote [36]), Aboriginal or Torres Strait Island status, country of birth, relationship status (single or casual, or committed relationship, which included marriage and de facto relationships), smoking, income, and employment status. We compared demographics with the 2011 census data on men aged 18 to 35 years, from the Australian Bureau of Statistics [37], and the Second Australian Study of Health and Relationships published by the Commonwealth Scientific and Industrial Research Organisation [38]. Chi-square, 95% CIs, and P values <.05 were used to assess significance. Stata 14 (StataCorp LLC) was used to perform statistical analyses.

Results

Between February 2015 and February 2017, we simultaneously ran one campaign containing 5 advertisements, which reached 1,523,239 Australian male Facebook users within the target age range. In that time, the campaign was presented to users 7,029,581 times. The advertisements were seen on mobile phones or tablets (n=687,682, 45.15%), desktop computers (n=336,813, 22.11%), and other devices (n=498,744, 32.74%). There were 41,811 clicks (0.59% of total advertisement presentations) on the advertisements, resulting in 1072 (2.56% of clicks) EOIs. The advertisements were shown at all times and were viewed on average 4.61 times per day (the number varied depending on the amount of money placed on the advertisement).

Of the 1072 participants who submitted an EOI, 681 (63.53% of EOIs) provided verbal and written consent and were recruited into the study. The primary reasons for expressing an interest to participate in the study were altruism (n=577, 53.82%), being interested in the area (ie, sexual health, HPV or vaccination) (n=336,813, 22.11%), and other devices (n=498,744, 32.74%). There were 41,811 clicks (0.59% of total advertisement presentations) on the advertisements, resulting in 1072 (2.56% of clicks) EOIs. The advertisements were shown at all times and were viewed on average 4.61 times per day (the number varied depending on the amount of money placed on the advertisement).

Of the 1072 participants who submitted an EOI, 681 (63.53% of EOIs) provided verbal and written consent and were recruited into the study. The primary reasons for expressing an interest to participate in the study were altruism (n=577, 53.82%), being interested in the area (ie, sexual health, HPV or vaccination) (n=336,813, 22.11%), and other devices (n=498,744, 32.74%). There were 41,811 clicks (0.59% of total advertisement presentations) on the advertisements, resulting in 1072 (2.56% of clicks) EOIs. The advertisements were shown at all times and were viewed on average 4.61 times per day (the number varied depending on the amount of money placed on the advertisement).

Of the 1072 participants who submitted an EOI, 681 (63.53% of EOIs) provided verbal and written consent and were recruited into the study. The primary reasons for expressing an interest to participate in the study were altruism (n=577, 53.82%), being interested in the area (ie, sexual health, HPV or vaccination) (n=336,813, 22.11%), and other devices (n=498,744, 32.74%). There were 41,811 clicks (0.59% of total advertisement presentations) on the advertisements, resulting in 1072 (2.56% of clicks) EOIs. The advertisements were shown at all times and were viewed on average 4.61 times per day (the number varied depending on the amount of money placed on the advertisement).

Of the 1072 participants who submitted an EOI, 681 (63.53% of EOIs) provided verbal and written consent and were recruited into the study. The primary reasons for expressing an interest to participate in the study were altruism (n=577, 53.82%), being interested in the area (ie, sexual health, HPV or vaccination) (n=336,813, 22.11%), and other devices (n=498,744, 32.74%). There were 41,811 clicks (0.59% of total advertisement presentations) on the advertisements, resulting in 1072 (2.56% of clicks) EOIs. The advertisements were shown at all times and were viewed on average 4.61 times per day (the number varied depending on the amount of money placed on the advertisement).
Of the remaining 391 (36.47%) EOIs, the majority (n=352, 90.0%) could not be contacted to obtain verbal or written consent and were subsequently lost from the study. A further 37 (9.5%) were deemed ineligible after telephone contact, and 2 (0.5%) were yet to be contacted. The total amount of money spent on the advertisement campaign in this time period was A$25,687.64, with the average cost per click being A$0.61. The cost per EOI translated to A$23.96. The cost per completed participant was A$48.01.

Table 1 presents the demographic characteristics of the 1072 participants who submitted an EOI. The median age of respondents was 26 years (interquartile range 23-30 years). The vast majority of EOIs (n=929, 86.66%) were generated directly from clicking on Facebook advertisements. Of the remaining 143 EOIs, 84 (7.8% of the total) were derived from referrals by friends or family, 20 (1.9%) from media (eg, Flipboard), and 39 (3.6%) from other sources. The vast majority of men who submitted an EOI resided in the eastern states of Australia (882/1059, 83.29%). There were no significant differences in age, how participants heard of the study, and the state in which they resided between respondents who were recruited into the study and those who were not.

Of the 681 recruited participants, 535 (78.6%) had completed the study at the time of writing this report. The median time from the date of EOI to the date that the swab pack was returned was 5 weeks (interquartile range 3-8). Of the remaining 146 participants, 91 (13.3%) were in the process of completing the study, and 55 (8.1%) did not return the swab pack after multiple reminders and were therefore deemed lost to follow-up. There were no differences in age between participants who completed the study and those who did not return their swab pack.

Table 2 presents the sociodemographic characteristics of the 535 HYM study participants who completed the study compared with those of the general Australian age-matched male population. Compared with the general population, there was a significantly higher proportion of men aged 25 to 29 years of age participating in the study (P=.003). There was also a significant difference in location of residence between men who completed the study and the general population. Men residing in Victoria (P=.003) and the Australian Capital Territory (P=.004) were overrepresented in our cohort, while those living in Western Australia (P<.001) were underrepresented.

### Table 1. Demographic characteristics of 1072 men who expressed interest to participate in the HPV* study.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Overall (N=1072)</th>
<th>Recruited into HYM&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Not recruited into HYM (n=391)</th>
<th>P value&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group (years)</strong></td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>.07</td>
</tr>
<tr>
<td>18-24</td>
<td>384</td>
<td>240</td>
<td>144</td>
<td>38.0</td>
</tr>
<tr>
<td>25-29</td>
<td>376</td>
<td>232</td>
<td>144</td>
<td>38.0</td>
</tr>
<tr>
<td>30-35</td>
<td>300</td>
<td>209</td>
<td>91</td>
<td>24.0</td>
</tr>
<tr>
<td><strong>Heard about the study from...</strong></td>
<td></td>
<td></td>
<td></td>
<td>.09</td>
</tr>
<tr>
<td>Facebook ad</td>
<td>929</td>
<td>590</td>
<td>339</td>
<td>86.7</td>
</tr>
<tr>
<td>Friend or family</td>
<td>84</td>
<td>59</td>
<td>25</td>
<td>6.4</td>
</tr>
<tr>
<td>Media</td>
<td>20</td>
<td>8</td>
<td>12</td>
<td>3.1</td>
</tr>
<tr>
<td>Other&lt;sup&gt;e&lt;/sup&gt;</td>
<td>39</td>
<td>24</td>
<td>15</td>
<td>3.8</td>
</tr>
<tr>
<td><strong>Australian state of residence</strong></td>
<td></td>
<td></td>
<td></td>
<td>.56</td>
</tr>
<tr>
<td>Victoria</td>
<td>318</td>
<td>201</td>
<td>117</td>
<td>31.0</td>
</tr>
<tr>
<td>New South Wales</td>
<td>311</td>
<td>203</td>
<td>108</td>
<td>28.6</td>
</tr>
<tr>
<td>Queensland</td>
<td>216</td>
<td>143</td>
<td>73</td>
<td>19.3</td>
</tr>
<tr>
<td>Western Australia</td>
<td>85</td>
<td>47</td>
<td>38</td>
<td>10.0</td>
</tr>
<tr>
<td>South Australia</td>
<td>59</td>
<td>37</td>
<td>22</td>
<td>5.8</td>
</tr>
<tr>
<td>Australian Capital Territory</td>
<td>37</td>
<td>25</td>
<td>12</td>
<td>3.2</td>
</tr>
<tr>
<td>Tasmania</td>
<td>22</td>
<td>17</td>
<td>5</td>
<td>1.3</td>
</tr>
<tr>
<td>Northern Territory</td>
<td>11</td>
<td>8</td>
<td>3</td>
<td>0.8</td>
</tr>
</tbody>
</table>

*HPV: human papillomavirus.

<sup>a</sup>Numbers do not always add up to 1072 due to small amount of missing data.

<sup>c</sup>Participants who provided verbal and written consent.

<sup>d</sup>Chi-square test was used to determine P value.

<sup>e</sup>Other includes hearing about the study from university, work, or health care settings.
Table 2. Demographic characteristics of 535 HPV$^a$ in Young Males (HYM) study participants compared with the general Australian male population aged 18-35 years.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Completed the study (n=535)$^b$</th>
<th>General population (%)$^c$</th>
<th>P value$^d$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>%</td>
<td>95% CI</td>
</tr>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24 years</td>
<td>193</td>
<td>36.1</td>
<td>32.0-40.3</td>
</tr>
<tr>
<td>25-29 years</td>
<td>184</td>
<td>34.4</td>
<td>30.4-38.6</td>
</tr>
<tr>
<td>30-35 years</td>
<td>158</td>
<td>29.5</td>
<td>25.7-33.6</td>
</tr>
<tr>
<td><strong>Australian state of residence</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Victoria</td>
<td>167</td>
<td>31.2</td>
<td>27.3-35.3</td>
</tr>
<tr>
<td>New South Wales</td>
<td>161</td>
<td>30.1</td>
<td>26.2-34.2</td>
</tr>
<tr>
<td>Queensland</td>
<td>109</td>
<td>20.4</td>
<td>17.0-24.0</td>
</tr>
<tr>
<td>Western Australia</td>
<td>33</td>
<td>6.2</td>
<td>4.3-8.6</td>
</tr>
<tr>
<td>South Australia</td>
<td>24</td>
<td>4.5</td>
<td>2.9-6.6</td>
</tr>
<tr>
<td>Australian Capital Territory</td>
<td>20</td>
<td>3.7</td>
<td>2.3-5.7</td>
</tr>
<tr>
<td>Tasmania</td>
<td>14</td>
<td>2.6</td>
<td>1.4-4.4</td>
</tr>
<tr>
<td>Northern Territory</td>
<td>7</td>
<td>1.3</td>
<td>0.5-2.7</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Year 12 or below</td>
<td>110</td>
<td>20.6</td>
<td>17.2-24.2</td>
</tr>
<tr>
<td>Undergraduate or certificate</td>
<td>340</td>
<td>63.6</td>
<td>59.3-67.6</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>79</td>
<td>14.8</td>
<td>11.9-18.1</td>
</tr>
<tr>
<td><strong>Geographic region</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Major cities</td>
<td>441</td>
<td>82.4</td>
<td>78.9-85.6</td>
</tr>
<tr>
<td>Inner regional</td>
<td>54</td>
<td>10.1</td>
<td>7.7-13.0</td>
</tr>
<tr>
<td>Outer regional or remote</td>
<td>40</td>
<td>7.5</td>
<td>5.4-10.0</td>
</tr>
<tr>
<td><strong>Aboriginal or Torres Strait Islander</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>15</td>
<td>2.8</td>
<td>1.6-4.6</td>
</tr>
<tr>
<td>No</td>
<td>514</td>
<td>97.2</td>
<td>95.3-98.4</td>
</tr>
<tr>
<td><strong>Country of birth</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Australia</td>
<td>439</td>
<td>83.0</td>
<td>79.5-86.1</td>
</tr>
<tr>
<td>Other</td>
<td>90</td>
<td>17.0</td>
<td>13.9-20.5</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time</td>
<td>306</td>
<td>57.2</td>
<td>53.7-62.3</td>
</tr>
<tr>
<td>Part-time</td>
<td>141</td>
<td>26.4</td>
<td>23.0-30.8</td>
</tr>
<tr>
<td>Not in the labor force$^e$</td>
<td>47</td>
<td>8.8</td>
<td>6.6-11.7</td>
</tr>
<tr>
<td>Unemployed</td>
<td>33</td>
<td>6.2</td>
<td>4.3-8.7</td>
</tr>
<tr>
<td><strong>Gender identity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterosexual</td>
<td>235</td>
<td>44.4</td>
<td>40.1-48.8</td>
</tr>
<tr>
<td>Bisexual or homosexual</td>
<td>294</td>
<td>55.6</td>
<td>51.2-59.9</td>
</tr>
<tr>
<td><strong>Relationship status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single or casual</td>
<td>256</td>
<td>49.2</td>
<td>44.5-53.2</td>
</tr>
<tr>
<td>Committed</td>
<td>272</td>
<td>50.8</td>
<td>471-55.9</td>
</tr>
<tr>
<td><strong>Regular cigarette smoker</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>353</td>
<td>66.7</td>
<td>62.5-70.7</td>
</tr>
</tbody>
</table>
A larger proportion of HYM study participants had higher education (\(P < .001\)), lived in major cities in Australia (\(P < .001\)), were born in Australia (\(P < .001\)), had never smoked cigarettes or had quit smoking (\(P < .001\) never and past; \(P = .03\) current), were in a committed relationship (\(P < .001\)), or worked part-time (\(P < .001\)). Study participants were also more likely to identify as gay or bisexual than the underlying population (\(P < .001\)). There was no significant difference in indigenous status between the 2 populations (\(P = .92\)).

Discussion

Principal Findings

In this study, we used targeted Facebook advertising to recruit Australian men aged 18 to 35 years into a cross-sectional HPV genotype prevalence study. Consenting participants were required to complete an online questionnaire and return a self-collected penile swab for HPV detection and genotyping. Over a 2-year study period, 64% of the 1072 men who submitted an EOI were recruited, and of these, the majority (79%) completed the study requirements, making this an acceptable and effective strategy for collecting specimens, which are not routinely collected clinically. However, while the strategy was convenient and had the potential to reach a large cross-section of the population, the sociodemographic characteristics of men who participated in the HYM study were proportionally different from those of the general population of the same age as measured by the census, suggesting that additional targeting is needed to achieve a sample that is broadly demographically representative of the Australian population.

Online recruitment methods have been used for behavioral surveys among men, but few studies have reported their use for subsequent self-collection of a specimen [33,34,39]. The HYM study findings suggest that Facebook can be used to recruit young men for HPV testing and that social media could provide a potential alternative avenue for targeting young men for sexually transmitted infection screening in general. A recent Australian study showed that home-based sexually transmitted infection screening was popular among young men due to such screening being free and convenient [39]. Our study had a high return rate of self-collected specimens (79%), highlighting the feasibility of sending swabs for self-collection by mail. The high return rates are in contrast to those reported in some published studies using home-based collection kits for sexually transmitted infection screening (48.2% in Australia, 40% in Sweden, 7.8% in the United States, and 33% in the Netherlands) [39-42]. This may reflect differences in study design, namely, the option of returning specimens by mail, rather than directly to a collection center, in addition to providing multiple reminders to return the pack, rather than none or only 1 reminder.

While using Facebook was an efficient strategy for targeting men for recruitment, the cost per participant recruited was Aus $24 higher than with women participating in a similar HPV vaccine effectiveness study [26]. Our study reached more men than the number of women reached by the VACCINE study (1,523,239 men and 984,159 women), despite the shorter duration of our campaign, and had a higher click-through rate to the study website (0.6% compared with 0.04% for the VACCINE study’s female participants). This likely reflected the broader eligibility criteria of this study, with all Australian men aged 18 to 35 years targeted for recruitment, compared with the VACCINE study, where recruitment was limited to 18- to 25-year-old women living in Victoria [26]. Despite this, once on the study website, a lower proportion of men submitted an EOI compared with the female study (3% versus 6% respectively). We did not collect reasons for not wanting to participate in the HYM study; however, we hypothesize that the potentially confronting study requirements may have, to some extent, discouraged some men from taking part. Self-collecting a sample of cells from the surface of the penis is an acceptable and common form of specimen collection for HPV testing in epidemiological studies [20,43-45]. However, the method is not routine clinical practice and is likely to be unfamiliar to most men [46].

While to the best of our knowledge HYM is the first study to recruit young Australian men into an HPV prevalence survey through advertising on SNSs, elements of the study findings, with respect to cohort characteristics, are consistent with previous published research. For example, we found that our cohort was more educated than the general population. Studies recruiting through SNSs commonly recruit cohorts that are more highly educated than the general population [24,26,28,47]. Likewise, our cohort consisted of a larger proportion of younger men, which is consistent with the population of users of SNSs, who tend to be younger than the general population [25]. However, more men from Victoria and the Australian Capital Territory, and fewer men from Western Australia, submitted an EOI and completed the study. Victorian men may have been more inclined to participate, as this study was based in Victoria. Further, logistical reasons such as the time difference between

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Completed the study (n=535)(^b)</th>
<th>General population (%)(^c)</th>
<th>(P) value(^d)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>%</td>
<td>95% CI</td>
</tr>
<tr>
<td>Past</td>
<td>94</td>
<td>17.8</td>
<td>14.6-21.3</td>
</tr>
<tr>
<td>Current</td>
<td>82</td>
<td>15.5</td>
<td>12.5-18.9</td>
</tr>
</tbody>
</table>

\(^a\)HPV: human papillomavirus.
\(^b\)Numbers do not always add up to 535 due to small amount of missing data.
\(^c\)Target population data sourced from the 2011 census by the Australian Bureau of Statistics and Second Australian Study of Health and Relationships [36,37].
\(^d\)Chi-square test was used to determine \(P\) values.
\(^e\)Not in the labor force and not looking for work included full-time caregivers or students.
the eastern states and Western Australia posed a large difficulty in receiving verbal consent, contributing to lower numbers of participants from Western Australia.

Similarly to previous research, we found that a significantly higher proportion of men who identified as homosexual or bisexual participated in the study [32], despite the broad eligibility criteria and attempts to achieve sexual preference neutrality in both the images and text displayed on the recruitment advertisements (see Figure 1). The use of Internet-based social media has been widely promoted as a feasible strategy for the recruitment of men who have sex with men. Their overrepresentation observed in the HYM study may have been due to heightened knowledge and concern regarding HPV among this population, who are at increased risk of HPV-related disease [42,43,48]. This highlights the need for additional targeted advertising to achieve a sample that is broadly demographically representative of the general population. A benefit of using Facebook is the ability to readily modify how one targets specific cohorts for recruitment by adjusting the wording, images, and placement of the advertising, as has been shown in previous studies [26,49].

The main question arising from the study, with respect to the suitability of using SNSs such as Facebook for long-term HPV monitoring, is the potential impact of this form of convenience sampling on the stability of the population under surveillance, as well as the external validity of any observed HPV prevalence estimates. Future research should further explore how the demographic and sexual risk behavior characteristics of populations recruited through Facebook compare with traditional recruitment methods (ie, clinical or community-based samples), and monitor how samples of young men recruited via Facebook change over time with respect to demographic and sexual behavior characteristics.

Furthermore, it is important to note that, while Facebook is the most popular SNS in Australia, the use of other SNSs such as Twitter, Instagram, and Snapchat is on the rise [25]. Of note, SNSs that use imaging and visual components such as Snapchat and Instagram are particularly popular among younger Australians aged less than 30 years. Therefore, it will be interesting in the future for studies to assess the effectiveness of recruiting younger participants through other SNSs.

Conclusions
This study demonstrated that using Facebook was an effective strategy in recruiting young Australian men for home-based HPV testing, with high return rates of specimens. This modality could potentially be used to monitor the prevalence of circulating HPV genotypes in Australia to help determine the impact of routine HPV vaccination. Moreover, home-based swab collection is a potential avenue for future health screening among men.

Our study population was different from the general population. However, through targeting of Facebook advertisements, and collecting demographic and sexual behavior data, we can hope to mitigate this issue in future analyses. Further research is needed in assessing the demographic characteristics of men recruited through Facebook over time and compared with men recruited through more traditional methods to assess the viability of using Facebook in long-term HPV monitoring. With the exponentially fast rate of change among SNS uptake, more research is needed to inform the feasibility of using other SNSs to recruit men into health studies.
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Abstract

Background: Social media is increasingly used to deliver HIV interventions for key populations worldwide. However, little is known about the specific uses and effects of social media on human immunodeficiency virus (HIV) interventions.

Objective: This systematic review examines the effectiveness of social media interventions to promote HIV testing, linkage, adherence, and retention among key populations.

Methods: We used the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) checklist and Cochrane guidelines for this review and registered it on the International Prospective Register of Systematic Reviews, PROSPERO. We systematically searched six databases and three conference websites using search terms related to HIV, social media, and key populations. We included studies where (1) the intervention was created or implemented on social media platforms, (2) study population included men who have sex with men (MSM), transgender individuals, people who inject drugs (PWID), and/or sex workers, and (3) outcomes included promoting HIV testing, linkage, adherence, and/or retention. Meta-analyses were conducted by Review Manager, version 5.3. Pooled relative risk (RR) and 95% confidence intervals were calculated by random-effects models.

Results: Among 981 manuscripts identified, 26 studies met the inclusion criteria. We found 18 studies from high-income countries, 8 in middle-income countries, and 0 in low-income countries. Eight were randomized controlled trials, and 18 were observational studies. All studies (n=26) included MSM; five studies also included transgender individuals. The focus of 21 studies was HIV testing, four on HIV testing and linkage to care, and one on antiretroviral therapy adherence. Social media interventions were used to do the following: build online interactive communities to encourage HIV testing/adherence (10 studies), provide HIV testing services (9 studies), disseminate HIV information (9 studies), and develop intervention materials (1 study). Of the studies providing HIV self-testing, 16% of participants requested HIV testing kits from social media platforms. Existing social media platforms such as Facebook (n=15) and the gay dating app Grindr (n=10) were used most frequently. Data from four studies show that HIV testing uptake increased after social media interventions (n=1283, RR 1.50, 95% CI 1.28-1.76). In the studies where social media interventions were participatory, HIV testing uptake was higher in the intervention arm than the comparison arm (n=1023, RR 1.64, 95% CI 1.19-2.26).
Conclusions: Social media interventions are effective in promoting HIV testing among MSM in many settings. Social media interventions to improve HIV services beyond HIV testing in low- and middle-income countries and among other key populations need to be considered.

Trial Registration: International Prospective Register of Systematic Reviews (PROSPERO): CRD42016048073; http://www.crd.york.ac.uk/PROSPERO/display_record.php?ID=CRD42016048073 (Archived by WebCite at http://www.webcitation.org/6usLCJK3v)
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Introduction
Since 2000, global efforts at human immunodeficiency virus (HIV) control have had significant effects. Acquired immune deficiency syndrome (AIDS)-related deaths have been reduced [1], and 19.5 million people are accessing antiretroviral therapy (ART) [2]. To achieve the end of the AIDS epidemic by 2030, 90% of all people living with HIV (PLWH) should know their HIV status, 90% of all people with diagnosed HIV infections should receive ART, and 90% of all people receiving ART should have viral suppression by 2020 [3]. However, in 2016, only 70% of PLWH globally had been diagnosed, 53% were receiving ART, and 44% had achieved viral suppression [4]. Improved efforts are needed to reach PLWH with a comprehensive package of HIV interventions, including HIV testing, linkage to care, ART, and retention. More programs are needed for key populations who are disproportionately affected by HIV and who have difficulty accessing services across the HIV care continuum [5]. The World Health Organization defines key populations as men who have sex with men (MSM), people who inject drugs (PWID), prisoners, sex workers, and transgender people [5,6]. Barriers to HIV interventions among key populations are complex and include persistent stigma and discrimination, punitive laws, and low risk perception [7-9]. Innovative approaches to reach these populations with equitable, accessible, and acceptable services will be essential to achieve 90-90-90 targets [3].

As social media has expanded globally, these platforms have been adopted to deliver HIV interventions, especially for key populations [10,11]. Social media is defined as an Internet-based platform that allows the creation and exchange of user-generated content, usually using either mobile or Web-based technologies [12]. Popular social media platforms, such as Facebook and YouTube, have over 1.5 billion monthly active users as of June 2017 [13]. Social media possesses the characteristics of interactivity, allows users to generate content [14], and attracts high user engagement [15]. Specifically, social media can enable convenient access, at any time and place, to information and services on stigmatized diseases such as HIV. In addition, social media can be used to form online communities to seek social support, which is known to improve treatment adherence and uptake of HIV services [16].

Systematic reviews have been conducted recently on the relationship between social media and HIV outcomes [10,11,17,18]. These studies generally define social media broadly (eg, to include eHealth and mHealth interventions) or examine usage of social media for a variety of purposes, including recruitment, surveillance, communication, and HIV prevention and treatment. These studies have not focused on social media interventions among key populations [5,6]. Key populations are of special importance because they influence epidemic dynamics and likely have a disproportionate influence on the effectiveness of the response to HIV [5]. To address these gaps in a rapidly growing field, this systematic review and meta-analysis looks at the effectiveness of social media interventions in promoting HIV testing, linkage to care, adherence to treatment, and retention along the HIV care continuum among key populations.

Methods
Conduct of Systematic Review
This systematic review was conducted following the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines [19]. In August 2016, the following databases were systematically searched without restriction on publication date: PubMed, Cochrane Library, Cumulative Index to Nursing and Allied Health Literature (CINAHL), Embase, Scopus, and Sociological Abstracts. Three conference databases (Conference on Retroviruses and Opportunistic Infections; International AIDS Society Conference on HIV Science, and Youth+Tech+Health Conference) were also searched for abstracts for 2015 and 2016.

Search Strategy and Selection Criteria
The search strategy was designed with a librarian to identify studies regarding social media interventions to promote HIV testing, linkage, adherence, and retention among key populations (Multimedia Appendix 1). It was developed based on key terms, medical subject headings (MeSH) terms, synonyms, and subject headings related to three groups: (1) HIV, (2) social media or social media category or social media platform, including the most popular social networks (websites and apps) and top gay dating apps worldwide selected on the basis of their popularity and number of active users [20-22], and (3) key populations, including MSM, PWID, sex workers, and transgender persons.

Following the PRISMA guidelines [19], key study characteristics such as population, intervention, and outcomes defined the eligibility criteria. In particular, studies were included when (1) study population included key populations such as MSM, PWID, sex workers, and transgender individuals, (2) the intervention was created or implemented on at least one social media...
platform (existing platform or new platform with social networking components), and (3) outcomes included promoting HIV testing, linkage to care and treatment, adherence to ART, or retention. The inclusion criterion did not have any restrictions on geography or setting, except the language of publication as English. Studies without a comparator arm were also included. Studies in which social media were used for marketing/advertising, surveillance, recruitment, or data collection purposes only were excluded. Commentary, protocol, featured article, published articles without full text or sufficient details on interventions or outcomes, and modeling studies were also excluded.

Two investigators independently reviewed all abstracts identified through searches and screened them for eligibility. The full texts of the abstracts that met the eligibility criteria were then reviewed to confirm inclusion in the analysis. Disagreements were resolved through discussion with a third reviewer.

Data Extraction

Data extraction for the included studies was completed using a standardized extraction form in Microsoft Excel that included the following information: first author, study design (randomized controlled trial [RCT] or observational study), study date, study location, sample size, target population (MSM, PWID, transgender individuals, and/or sex worker), intervention dates/duration, social media platforms, the role of social media, the reach of social media intervention, whether there were interactions in-person or offline events, step in the HIV cascade, and study outcomes. The “role of social media” was categorized into (1) social media used to develop intervention materials for promoting HIV services, (2) social media used to establish virtual peer-mentored or online communities that promote HIV interventions, (3) social media as a platform to offer HIV-related services, such as HIV self-testing kits order and request, and (4) social media as a platform to disseminate HIV-related information [23]. Among various social media interventions, those who used interactive characteristics, tailored contents, or peer influence of social media were considered as participatory social media interventions. For studies with a comparator arm, data were abstracted on the type of interventions, participants, and outcomes for both the intervention and the comparator arm.

Quality Assessment

Two reviewers assessed the quality of the included studies using the checklist tool in Sanderson et al [24], and a third reviewer collated the results. For each study, the following six domains were used to assess risk of bias: (1) methods for selecting study participants, (2) methods for measuring exposure and outcome variables, (3) design-specific source of bias, (4) method of control confounding, (5) statistical methods, and (6) other biases (including conflict of interest and disclosure of funding sources). The Cochrane Collaboration’s recommendations [25] were used to categorize each of the six domains as “low risk of bias” (“+”) or “high risk of bias” (“−”).

Statistical Analysis

For RCTs meeting the inclusion criteria, pooled relative risks (RR) were used to compare the participants in the intervention and the comparator arm with respect to HIV testing rates among total participants. Pooled RR were also used to compare HIV testing outcomes at baseline and post social media interventions. Data from studies on HIV self-sampling were pooled to summarize (1) the proportion of total participants requesting HIV self-sampling services, (2) the proportion of participants requesting HIV self-sampling who returned their test kits, and (3) HIV positivity rates. Meta-analyses were conducted by Review Manager, version 5.3. Pooled RR and 95% confidence intervals (CI) were calculated using random-effects models.

Results

Study Characteristics

Of the 981 articles and abstracts, 26 studies met our inclusion criteria [26-51] (Figure 1). Of the 26 studies, eight were RCTs [28,33,41,42,46,47,49,50] and 18 were observational studies [26,27,29,32,34-40,43-45,48,51] (Table 1). These studies were implemented in 10 countries from 2007-2015 and published from 2011-2016. In total, 18 studies were from four high-income countries as defined by the World Bank [28,29,31-38,40,42-45,47,48,50], 10 studies were from the United States [28,33-35,38,42,43,45,47,50], five from the United Kingdom [29,31,32,36,48], two each from Australia [40,44], China [46,51], and Thailand [26,27], and one each from Taiwan [37], India [41], Peru [49], Mexico [30], and Guatemala [39]. The reach of social media interventions varied from 55 to over 17,000 individuals.

Key Populations

MSM were the primary population included in the reviewed social media interventions. All of the included studies contained MSM populations, and five also covered transgender individuals [26,27,35,42,46]. In three studies, MSM with the following specific characteristics were included: young MSM [28], young black MSM [47], and MSM living with HIV [33].

Social Media Platforms

Existing social and sexual networking sites and gay-specific websites/apps were used for interventions. Fifteen studies used Facebook [26-29,32,33,35-37,39,41,44,47,49,50] and 10 studies used Grindr, a social networking app catering to MSM [29,32,34-36,38-40,45,48]. Other generic social networking platforms included YouTube, Twitter, and QQ, and other social networking sites or apps catering to MSM included Gaydar, Jack’d, Scruff, A4A, and Radar. Six studies used both social and sexual networking sites as intervention platforms [29,32,35,36,39,51]. Five studies created their own social media platform to provide HIV services [26-28,30,33].

Role of Social Media

In one study, social media was used as a crowdsourcing tool to develop intervention materials (video) for promotion of HIV testing [46]. The study showed that the crowdsourced video arm (114/307, 37.1%) had similar results as the social marketing arm (111/317, 35.0%) in promoting HIV tests, but the cost of crowdsourced intervention was less than the social marketing intervention per first-time HIV test (US$131 vs US$238 per person) and per new HIV diagnosis (US$415 vs US$799 per person).

http://www.jmir.org/2017/11/e394/
Ten studies reported using social media to establish virtual communities where HIV services (testing and adherence) were promoted [26,33,37,40,42,43,45,47,49,50]. While two studies built their own platforms to form interactive communities [26,33], the remaining studies established these communities on Facebook, popular gay dating apps or existing chat rooms [37,40,42,43,45,47,49,50]. Interventions provided in the communities included online HIV counseling, educating people about HIV and importance of HIV testing, referral for HIV testing, and answering questions related to HIV. HIV testing uptake was higher in virtual communities that emphasized peer-to-peer interaction among participants [37,49].

Social media also served as a platform for delivering services such as HIV self-testing kits, HIV self-sampling, or home-based HIV testing (9 studies) [27,29,31,32,34,36,44,48,50]. MSM were often recruited through a broadcast message as a pop-up or a personal message or promotional banner on social media, and the most popular platforms were Facebook and Grindr [29,32,34]. Finally, HIV-related information was disseminated using social media in nine studies [28-30,35,38,39,41,44,51]. Some studies tailored the content to be distributed on social media by user’s race/ethnicity and age based on quantitative data and evaluated through community advisory boards and youth advisory boards [28]. Other studies trained outreach health educators on using gay-specific apps to provide MSM with HIV education, counseling, and testing information [38,39].

In three studies, social media played more than one role [29,44,50]. In 14 studies, the online activities that were a part of the social media interventions were augmented with offline events or in-person interaction [26,27,29-32,35,36,38,39,44,48,49,51]. For example, during or post social media interventions, HIV testing were provided at clinics or home [27,36,38,51] and in studies on HIV test home-sampling, test results were conveyed to participants over the phone or via messages [29].
<table>
<thead>
<tr>
<th>Study</th>
<th>Study design</th>
<th>Study location</th>
<th>Sample size</th>
<th>Target population</th>
<th>Intervention period/duration</th>
<th>Social media platforms</th>
<th>Role of social media</th>
<th>Interaction in-person or offline</th>
<th>Step in the HIV cascade</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anand 2016 [27]</td>
<td>Observational</td>
<td>Thailand</td>
<td>97</td>
<td>MSM &amp; transgender individuals</td>
<td>2015.12-2016.05</td>
<td>Facebook, Line, “Adam’s Love” online platform</td>
<td>Deliver kits</td>
<td>Yes</td>
<td>HIV testing</td>
</tr>
<tr>
<td>Bauermeister 2015 [28]</td>
<td>RCT</td>
<td>US</td>
<td>130</td>
<td>Young MSM</td>
<td>30 days</td>
<td>Facebook; “Get connected” platform</td>
<td>Disseminate</td>
<td>No</td>
<td>HIV testing</td>
</tr>
<tr>
<td>Brady 2014 [29]</td>
<td>Observational</td>
<td>UK</td>
<td>17,629</td>
<td>MSM</td>
<td>Phase 1: 2013.01-2013.09; Phase 2: 2013.11-2014.03</td>
<td>Grindr, Gaydar, Manhunt, Facebook, Twitter</td>
<td>Deliver kits (blood) &amp; disseminate</td>
<td>Yes</td>
<td>HIV testing and linkage to care</td>
</tr>
<tr>
<td>Buzdugan 2016 [30]</td>
<td>Observational</td>
<td>Mexico</td>
<td>61</td>
<td>MSM</td>
<td>5 weeks</td>
<td>Online game app</td>
<td>Disseminate</td>
<td>Yes</td>
<td>HIV testing</td>
</tr>
<tr>
<td>Elliot 2012 [31]</td>
<td>Observational</td>
<td>UK</td>
<td>321</td>
<td>MSM</td>
<td>2011.11.07-2012.01.11</td>
<td>Gaydar</td>
<td>Deliver kits</td>
<td>Yes</td>
<td>HIV testing</td>
</tr>
<tr>
<td>Elliot 2016 [32]</td>
<td>Observational</td>
<td>UK</td>
<td>17,361</td>
<td>MSM</td>
<td>2012-2014</td>
<td>Gaydar, Grindr, Facebook</td>
<td>Deliver kits (oral)</td>
<td>Yes</td>
<td>HIV testing and linkage to care</td>
</tr>
<tr>
<td>Horvath 2013 [33]</td>
<td>RCT</td>
<td>US</td>
<td>123</td>
<td>MSM living with HIV</td>
<td>2011.02-2011.04</td>
<td>Facebook; “Thrive with me” platform</td>
<td>Build community</td>
<td>No</td>
<td>ART adherence</td>
</tr>
<tr>
<td>Jones 2015 [36]</td>
<td>Observational</td>
<td>UK</td>
<td>305</td>
<td>MSM</td>
<td>2014.11.29-2014.11.30 (2 days)</td>
<td>Facebook, Grindr, Squirt</td>
<td>Deliver kits (blood)</td>
<td>Yes</td>
<td>HIV testing</td>
</tr>
<tr>
<td>Ko 2013 [37]</td>
<td>Observational</td>
<td>Taiwan</td>
<td>1037</td>
<td>MSM</td>
<td>2011.04-2011.09</td>
<td>Facebook</td>
<td>Build community</td>
<td>No</td>
<td>HIV testing</td>
</tr>
<tr>
<td>Lampkin 2016 [38]</td>
<td>Observational</td>
<td>US</td>
<td>903</td>
<td>MSM</td>
<td>2012.10-2013.03; 2013.10-2014.03</td>
<td>Grindr</td>
<td>Disseminate</td>
<td>Yes</td>
<td>HIV testing</td>
</tr>
<tr>
<td>Munro 2016 [40]</td>
<td>Observational</td>
<td>Australia</td>
<td>MSM</td>
<td>Not mentioned</td>
<td>2015.02-2015.05</td>
<td>Facebook, WhatsApp</td>
<td>Disseminate</td>
<td>No</td>
<td>HIV testing</td>
</tr>
<tr>
<td>Patel 2016 [41]</td>
<td>RCT</td>
<td>India</td>
<td>244</td>
<td>MSM</td>
<td>2015.02-2015.05</td>
<td>Facebook, WhatsApp</td>
<td>Disseminate</td>
<td>No</td>
<td>HIV testing</td>
</tr>
<tr>
<td>Study</td>
<td>Study design</td>
<td>Study location</td>
<td>Sample size</td>
<td>Target population</td>
<td>Intervention period/duration</td>
<td>Social media platforms</td>
<td>Role of social media</td>
<td>Interaction in-person or offline</td>
<td>Step in the HIV cascade</td>
</tr>
<tr>
<td>-----------------------</td>
<td>--------------</td>
<td>----------------</td>
<td>-------------</td>
<td>----------------------------------</td>
<td>-----------------------------</td>
<td>-----------------------------------------------</td>
<td>---------------------------------------</td>
<td>-----------------------------------</td>
<td>-------------------------</td>
</tr>
<tr>
<td>Rhodes 2016 [42]</td>
<td>RCT</td>
<td>US</td>
<td>1292</td>
<td>MSM &amp; transgender individuals</td>
<td>2013.07-2014.06</td>
<td>Adam4Adam, BlackGayChat, Craigslist, Gay.com</td>
<td>Build community</td>
<td>No</td>
<td>HIV testing</td>
</tr>
<tr>
<td>Roberts 2015 [44]</td>
<td>Observational</td>
<td>Australia</td>
<td>503</td>
<td>MSM</td>
<td>2013.11 &amp; 2014.07</td>
<td>Facebook, YouTube, Twitter</td>
<td>Deliver kits &amp; disseminate</td>
<td>Yes</td>
<td>HIV testing</td>
</tr>
<tr>
<td>Sun 2015 [45]</td>
<td>Observational</td>
<td>US</td>
<td>2709</td>
<td>MSM</td>
<td>2013.08-2014.02</td>
<td>A4A Radar, Grindr, Jack’d, Scruff</td>
<td>Build community</td>
<td>No</td>
<td>HIV testing</td>
</tr>
<tr>
<td>Tang 2016 [46]</td>
<td>RCT</td>
<td>China</td>
<td>721</td>
<td>MSM &amp; transgender individuals</td>
<td>2014.09</td>
<td>MSM dating websites</td>
<td>Develop materialsd</td>
<td>No</td>
<td>HIV testing</td>
</tr>
<tr>
<td>Washington 2016 [47]</td>
<td>RCT</td>
<td>US</td>
<td>142</td>
<td>Young black MSM</td>
<td>Not mentioned</td>
<td>Facebook</td>
<td>Build community</td>
<td>No</td>
<td>HIV testing</td>
</tr>
<tr>
<td>West 2015 [48]</td>
<td>Observational</td>
<td>UK</td>
<td>55</td>
<td>MSM</td>
<td>2014.11 (5 days)</td>
<td>Grindr</td>
<td>Deliver kits</td>
<td>Yes</td>
<td>HIV testing</td>
</tr>
<tr>
<td>Young 2015 [49]</td>
<td>RCT</td>
<td>Peru</td>
<td>556</td>
<td>MSM</td>
<td>Phase 1: 2012.03.19-2012.06.11; Phase 2: 2012.09.26-2012.12.19</td>
<td>Facebook</td>
<td>Build community</td>
<td>Yes</td>
<td>HIV testing</td>
</tr>
<tr>
<td>Young 2013 [50]</td>
<td>RCT</td>
<td>US</td>
<td>112</td>
<td>MSM</td>
<td>2010.09-2011.01</td>
<td>Facebook</td>
<td>Build community &amp; deliver kits</td>
<td>No</td>
<td>HIV testing</td>
</tr>
<tr>
<td>Zou 2013 [51]</td>
<td>Observational</td>
<td>China</td>
<td>429</td>
<td>MSM</td>
<td>2007.06-2007.08</td>
<td>Gay dating &amp; volunteer websites, QQ, online gay chatroom</td>
<td>Disseminate</td>
<td>Yes</td>
<td>HIV testing</td>
</tr>
</tbody>
</table>

a“Build community” is when social media is used to establish virtual peer-mentored or online communities that promote HIV interventions.
b“Deliver kits” is when social media serves as a platform to deliver newly designed or extant evidence-based HIV intervention.
c“Disseminate” is when social media is used as a platform to disseminate HIV-related information.
d“Develop materials” is when social media is used to develop intervention materials for promoting HIV services.

### Uptake of HIV Testing and HIV Home Sampling

We found 25 studies that used social media interventions to promote HIV testing [26-32,34-51] among MSM or MSM and transgender individuals, while one study used it for improving ART adherence [33]. Of these 25 studies, seven were RCTs [27,40,41,45,46,48,49] and the remaining 18 were observational studies [26,27,29-32,34-40,43-45,48,51]. Four studies were pooled to compare the rate of HIV testing at baseline and postintervention [37,41-43]. The meta-analysis showed that the HIV testing rate significantly increased after the social media interventions were provided (RR=1.50, 95% CI 1.28-1.76, $I^2$ 66%; Figure 2).

Data from five RCTs show that when social media interventions were participatory [28,42,46,49,50], HIV testing rates were significantly higher (RR 1.64, 95% CI 1.19-2.26, $I^2$ 75%; Figure 3) than in the comparative arm, where there were no social media interventions, or the social media interventions provided general health information or were not participatory. Of the seven RCTs, Patel et al [41] was excluded since both arms were interventional arms while Washington et al [47] was excluded from the analysis due to nonavailability of complete data. Similar to included studies, in Washington et al [47], those in the intervention arm (HIV testing video + chat) were seven times more likely to test for HIV than those in control group receiving standard HIV text information (study not included in pooled RR due to incomplete data).

Four studies in the United Kingdom and United States used social media to offer HIV self-testing services to MSM [29,31,32,50] (Tables 2.3, and 4). On average, 15.65% of the participants requested HIV testing kits (n=67,054; 95% CI 15.37-15.92), ranging from 15.50% to 36.36% (data from three studies) [30,31,49]. Nearly 57% of the participants who
requested test kits returned them (n=24,703; 95% CI 55.92-57.16). On average, the HIV positivity rate was 1.51% among those who received results (n=13,956; 95% CI 1.32-1.73) (data from three studies [29,31,32,34]).

**Quality Assessment**

There was a high risk of bias in methods for selecting study participants in 15 studies [27,29-32,34-36,38-40,42-44,48] and in measuring exposure and outcome bias in 13 studies [26,29-32,34-36,38-44,48,51]. Design-specific source of bias was present in 10 studies [27,28,30,36,41,45,46,49,50]. Concerns regarding control confounding bias were in 14 studies [26,27,29-32,34,35,37,40,44,45,48,51] and concerns of statistical methods in 15 studies [26,29-32,34-36,38-44,48,49,51] (Multimedia Appendix 2). Only two studies had low risk of bias in all the 6 dimensions [33,47]. See Multimedia Appendix 3 for results of the included studies.

**Figure 2.** Comparison between studies with baseline and postintervention data on HIV testing (n=4).

**Table 2.** Studies that use social media to provide HIV self-testing services (n=3): Request for HIV test kits.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Total participants/webpage views</th>
<th>Request testing kit</th>
<th>Request percentage (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elliot 2012 [31]</td>
<td>363</td>
<td>132</td>
<td>36.36 (31.58-41.43)</td>
</tr>
<tr>
<td>Young 2013 [50]</td>
<td>112</td>
<td>36</td>
<td>32.14 (24.21-41.26)</td>
</tr>
<tr>
<td>Total</td>
<td>67,054</td>
<td>10,491</td>
<td>15.65 (15.37-15.92)</td>
</tr>
</tbody>
</table>

**Table 3.** Studies that use social media to provide HIV self-testing services (n=4): Return rate of test kits.

<table>
<thead>
<tr>
<th>Study</th>
<th>Request for testing kit</th>
<th>Returned testing kit</th>
<th>Return percentage (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brady 2014 [29]</td>
<td>14,212</td>
<td>8,187</td>
<td>57.61 (56.79-58.42)</td>
</tr>
<tr>
<td>Elliot 2012 [31]</td>
<td>132</td>
<td>73</td>
<td>55.30 (46.79-63.52)</td>
</tr>
<tr>
<td>Elliot 2016 [32]</td>
<td>10,323</td>
<td>5,696</td>
<td>55.18 (54.22-56.13)</td>
</tr>
<tr>
<td>Young 2013 [50]</td>
<td>36</td>
<td>11</td>
<td>30.56 (18.00-46.86)</td>
</tr>
<tr>
<td>Total</td>
<td>24,703</td>
<td>13,967</td>
<td>56.54 (55.92-57.16)</td>
</tr>
</tbody>
</table>

**Table 4.** Studies that use social media to provide HIV self-testing services (n=4): HIV positivity rate.

<table>
<thead>
<tr>
<th>Study</th>
<th>Total participants tested</th>
<th>HIV positive</th>
<th>Positive rate (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brady 2014 [29]</td>
<td>8,187</td>
<td>111</td>
<td>1.36 (1.13-1.63)</td>
</tr>
<tr>
<td>Elliot 2012 [31]</td>
<td>73</td>
<td>4</td>
<td>5.48 (2.15-13.26)</td>
</tr>
<tr>
<td>Elliot 2016 [32]</td>
<td>5,696</td>
<td>96</td>
<td>1.69 (1.38-2.05)</td>
</tr>
<tr>
<td>Total</td>
<td>13,967</td>
<td>211</td>
<td>1.51 (1.32-1.73)</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

Social media have played varied roles and have been used in multiple settings to promote public health interventions. For example, social media was found to be effective in promoting physical activity [52] and smoking cessation [53]. Previous reviews have also noted that social media interventions can improve HIV-related outcomes such as promoting HIV testing and linkage to care [10,11,17,18]. This systematic review shows that social media interventions are being used to promote HIV testing among MSM and transgender populations. In the studies included, HIV testing uptake among this key population group increased after implementation of social media interventions. Also, HIV testing uptake was particularly higher when the social media interventions were participatory and peer-driven. These findings are consistent with other studies [54,55] and support implementation of social media interventions that reach MSM populations and promote MSM participation.

HIV testing is the main focus of social media interventions along the HIV care continuum and is critical for achieving the first Joint United Nations Programme on HIV/AIDS (UNAIDS) 90-90-90 target [3]. Four studies found that HIV self-testing kits distributed through social media led to large numbers of requests for and return of test kits. World Health Organization guidelines strongly recommend HIV self-testing as an additional approach to HIV testing services [56]. One study on HIV self-testing included in this review concludes that providing self-testing through social media is acceptable and cost-effective [34]. Cost per person tested was US $39 and US $26 of this cost was attributed to test kits [57]. This is comparable to other research that found self-testing (US $9.23) costs lower than facility-based testing (US $11.84) in Malawi [58]. The current studies that use social media to reach hard-to-reach populations and offer HIV self-sampling or self-testing services were implemented in high-income countries where social media penetration rates are high. More usability research on HIV self-testing using social media is needed in low- and middle-income countries. Meanwhile, all included articles reported using social media to promote HIV testing, except that one study aimed to enhance ART adherence [33]. In addition to promoting HIV testing, future research should explore how social media can be leveraged to promote other HIV care services.

Social media interventions that were participatory and peer-led resulted in higher HIV testing rates compared with those that had no social media interventions or social media interventions that did not include interactive characteristics. Engaging people to participate in the interventions can increase their perceived relevance and importance of the activities [59]. Participatory strategies of social media interventions, such as tailoring intervention contents to user’s characteristics [28,49] and encouraging peer interactions [49,50] and community contributions [46], can increase the likelihood for participants to link to HIV care and services. Provided that participatory and peer-led social media interventions allow the organizers to receive feedback from the users and can motivate users to take actions, future social media interventions should adopt established strategies or develop new strategies to improve engagement and interaction with participants.

Among the studies included in this review, a variety of social media platforms were used for promoting HIV services. They included existing online social and sexual networking platforms and standalone HIV-focused websites or apps. Over half of the studies used Facebook or one of the globally or nationally popular gay dating apps. Existing platforms may be useful for HIV interventions as they often have wide reach, high user engagement and retention, and attract specific key populations that would otherwise be difficult to recruit [60]. On the other hand, five of the 26 studies developed standalone platforms. Such platforms could be used to design more tailored and innovative interventions, but using only standalone platforms may have the drawback of poor retention and limited coverage [61]. Few studies used other popular social media platforms such as Twitter and YouTube, partly because such platforms are often used as knowledge, news, or video sharing platforms but not to develop long-term relationships for continuous service provision [62]. Research is needed to assess the appropriateness and effectiveness of these platforms to deliver HIV-specific interventions for key populations.

All studies in this review primarily focused on MSM populations. This may be due to the early adoption and popularity of social and sexual networking sites among this population. Online sex seeking sites and apps for MSM provide an important channel for seeking social support and meeting new sexual partners [63,64]. While use of these platforms has been associated with increased risk behaviors for HIV [65,66], they have also been effectively used for promotion of HIV testing [47,67]. Although several studies included transgender people in addition to MSM, results were not disaggregated and studies were not powered to evaluate differences in transgender populations. The feasibility and acceptability of social media interventions and the appropriate social media platforms to deliver HIV services within networks of PWID and sex workers is also underresearched. Given disparities along the prevention and care continuum with these populations [68] and strong within-group networks [69], the potential of using social media in these populations should be actively explored.

Limitations

This systematic review found that studies on social media intervention have several limitations. First, the current research’s methodological scoring was low due to the fact that the majority of the studies were exploratory and descriptive. Of the 26 studies, 24 had high or unclear risk of bias for at least one of the bias items in the methodological quality assessment. The high risk of bias indicates relatively low quality of studies on social media interventions, hindering more pooled analysis and causing possible bias of this meta-analysis. Second, there was also a variety of control groups used in the seven RCTs on HIV testing. For example, in the control groups, either no interventions were provided or social media was used to provide general health-related information or promote HIV services without interactive features and peer-leaders. Third, some studies used apps to improve linkage and retention in care, but for
one-way monitoring of patients instead of bidirectional interactions.

This systematic review also has its own limitations. First, it was restricted to English language publications and was not able to cover studies in other languages. However, an empirical analysis found that this was not associated with bias [70]. Second, due to the heterogeneity of intervention types and measures in outcomes, we had difficulties pooling certain data. Some pooled results were largely driven by a few studies. This meta-analysis was not able to compare effects of social media intervention on MSM versus transgender individuals and through standalone platform versus existing platforms. Last, currently many studies on this topic are underway, so the state-of-the-science will continue to grow rapidly over the next few years.

**Future Studies**

This systematic review shows the effectiveness of using social media interventions to improve HIV testing among MSM population and has implications for both future research and public policy. Gaps should be filled on using social media to promote HIV services beyond HIV testing and among key populations beyond MSM. Moreover, how to maximize the use of social media to promote HIV service needs further exploration. In addition, given that social media interventions have been found to be effective, there is an opportunity for national programs to leverage social media to support scale-up of such interventions. In particular, low- and middle-income countries, where mobile usage is rising, seem to have relatively few social media interventions.

**Conclusion**

A total of 26 articles were identified in this systematic review to examine the role of rapidly expanding social media in improving access to HIV-related interventions and its effect in promoting HIV services among key populations. Social media can contribute to creating innovative intervention programs, disseminating intervention information, building virtual communities, and especially promoting HIV self-testing and self-sampling. Social media interventions were effective in increasing HIV testing rates, especially in high-income countries, aimed at MSM. To achieve the goal of 90-90-90 by 2020 and ultimately end AIDS by 2030, adapting these social media interventions in low- to middle-income countries and other key populations may be useful.
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Abstract

Background: The prospect of assessing cognition longitudinally and remotely is attractive to researchers, health practitioners, and pharmaceutical companies alike. However, such repeated testing regimes place a considerable burden on participants, and with cognitive tasks typically being regarded as effortful and unengaging, these studies may experience high levels of participant attrition. One potential solution is to gamify these tasks to make them more engaging: increasing participant willingness to take part and reducing attrition. However, such an approach must balance task validity with the introduction of entertaining gamelike elements.

Objective: This study aims to investigate the effects of gamelike features on participant attrition using a between-subjects, longitudinal Web-based testing study.

Methods: We used three variants of a common cognitive task, the Stop Signal Task (SST), with a single gamelike feature in each: one variant where points were rewarded for performing optimally; another where the task was given a graphical theme; and a third variant, which was a standard SST and served as a control condition. Participants completed four compulsory test sessions over 4 consecutive days before entering a 6-day voluntary testing period where they faced a daily decision to either drop out or continue taking part. Participants were paid for each session they completed.

Results: A total of 482 participants signed up to take part in the study, with 265 completing the requisite four consecutive test sessions. No evidence of an effect of gamification on attrition was observed. A log-rank test showed no evidence of a difference in dropout rates between task variants ($\chi^2 = 3.0, P = .22$), and a one-way analysis of variance of the mean number of sessions completed per participant in each variant also showed no evidence of a difference ($F_{2,262} = 1.534, P = .21$, partial $\eta^2 = 0.012$).

Conclusions: Our findings raise doubts about the ability of gamification to reduce attrition from longitudinal cognitive testing studies.


KEYWORDS
behavioral research/methods; games, experimental; computers; cognition; Internet; play and playthings/psychology; boredom; task performance and analysis; executive function; inhibition (psychology)
Introduction

The prospect of assessing cognition remotely and longitudinally is attractive to researchers, health practitioners, and pharmaceutical companies alike. However, traditionally, assessments of cognitive functioning are performed in a laboratory or clinical setting, making multiple testing sessions expensive and a burden to both researchers and participants. At the time of writing, the use of Internet-based platforms for crowdsourcing participants, such as Amazon Mturk [1] and Prolific Academic [2], combined with the growing number of platforms for delivering Web-based cognitive assessments, such as Testable [3] and Gorilla [4], has newly given researchers the ability to gather data on large numbers of people within very short time spans [5-8]. These new technologies have allowed psychological experiments and interventions to be delivered via the Web easily and inexpensively [9-11].

However, one issue for Web-based studies (and particularly longitudinal studies) is that they must compete against the wealth of entertainment and distraction available on the Internet to attract and retain their participants. This is made more difficult by the fact that dropping out of a Web-based study is easier than doing so in the laboratory, that is, a participant needs to only close their browser window [12]. Many authors have reported difficulties sustaining participant numbers for the duration of their Internet-based studies [13,14], and reviews of adherence to intervention trials have documented dropout rates of around 50% [15,16], considerably higher than in laboratory studies where dropout rates are around 13% [17]. The gradual reduction in the number of participants who continue to provide study data over time is known as attrition [16,18]. High levels of attrition may cause studies to suffer from smaller than intended sample sizes, incomplete datasets, wasted participant compensation, and potentially biased results [19-21].

Attrition is often characterized as a “lack of participant engagement” [22,23], but the definition of engagement is unclear. One potential definition conceptualizes engagement in a twofold sense [24], both referring to participants’ subjective experience of taking part in a study (ie, their enjoyment of the procedure) and participants’ behavior when interacting with the study (ie, how often they return to the study website, or how quickly they drop out). Under this definition, attrition is a subcomponent of engagement: an objective behavioral measure that could be assumed to relate to the concept of engagement as a whole.

Gamification has been heralded as a potential mechanism for increasing participant engagement with Web-based studies and interventions [25-27]. The premise is that by adding gamelike features (points, graphics, levels, competition, etc) to an otherwise mundane task, we might be able to create a more enjoyable and compelling experience for the user [28-30]. By utilizing games’ ability to engage individuals, it may be possible to make the testing experience less burdensome, thereby reducing attrition. In previous studies, self-report questionnaires of participants’ enjoyment have found that gamelike experiments are typically rated as more enjoyable than their nongamelike counterparts [25,31-35]. There are also some examples of gamification increasing objective measures of engagement, such as number of optional trials completed [34] or the number of optional testing blocks chosen [36].

Two systematic reviews looked at the effect of gamification on engagement with “online programs” (mostly e-learning) [37] and Web-based mental health interventions [38]. Drawing on the data from 15 studies comparing engagement with gamified programs with nongamified programs, Loosetyn et al [37] found medium to large effects of gamification on objective measures of engagement such as time spent using the program, number of website visits, and volume of contributions. In contrast, Brown et al [38] assessed the impact of gamification on adherence to 61 Internet-based mental health interventions and found that not only was gamification applied fairly lightly (most studies used only one gamelike element) but there was also little evidence for its efficacy. These conflicting findings could be the result of the reviews’ different scopes, the lack of studies in Brown’s review which specifically assessed the impact of gamification on adherence, or the very minimal gamification found to have been applied in the reviewed mental health interventions.

The reluctance of researchers to liberally apply gamification to precisely designed mental health interventions is understandable; any small change might impact the intervention’s efficacy. Within our own field of gamified cognitive assessment, efforts to increase participant engagement and reduce attrition must be implemented carefully to avoid introducing additional cognitive load and affecting the cognitive constructs under test, thus invalidating the task. Although some studies have reported a positive effect of game mechanics on participant performance [39-41], others have found evidence that gamelike tests do not improve performance, and may in fact worsen it [31-33,42-44]. For example, Katz et al [42] found that adding a point scoring system to a working memory training task negatively impacted the task’s ability to train cognition. These contrasted findings are likely due to the diverse range of cognitive tasks being used and the variety of gamification approaches applied to them, thus highlighting the need for research, which systematically manipulates gamification techniques within a single type of task [25].

We previously conducted a study exploring the impact of two simple game mechanics (points and theme) on the data collected by, and subjective participant ratings of, a response inhibition task [43]. The points variant rewarded participants with points in accordance with their performance on the task, whereas the theme variant utilized a variety of narratively themed stimuli and task backgrounds. A nongame variant was included as a control condition. This was comparable with a clinical version of the task, with some minor graphical changes to ensure suitability for online use. We found that points were rated highest of the three variants on a subjective questionnaire of enjoyment and engagement and did not negatively affect participant performance on the test. However, we found that the narratively themed task was less liked and negatively affected participant performance. We also observed ceiling effects on participant accuracy in all three task variants because of the ease of the response inhibition task we used.

In this study, we aimed to investigate whether simple gamification could reduce participant attrition from a Web-based longitudinal cognitive testing study. Building on our previous study, we used three variants of a response inhibition task, but we switched to using the Stop Signal Task (SST) to increase task difficulty and avoid ceiling effects. We used the same gamelike features (nongame, points, and theme) as in the previous study. We aimed to assess the effect of gamification on attrition using a longitudinal design whereby participants signed up to four compulsory test sessions over 4 consecutive days before entering a 6-day voluntary period where they could continue to take part once per day if they desired. Participants were told that they would receive £4 for completing all compulsory sessions and an additional 50p for each optional session they completed.

We hypothesized that the nongame variant would have the highest attrition rate, losing participants quickly once the fourth session was complete. We expected the points variant initially to maintain high numbers before falling rapidly around day 6 and 7. Finally, we expected the theme variant to lose participants steadily at first before stabilizing to a low attrition rate, eventually retaining a higher number of participants than either the nongame or points variants. For more information on why we predicted these hypotheses, see Multimedia Appendix 1.

Methods

Design and Overview

We used a between-subjects repeated measures experimental design that took place online over 4 to 10 days. The independent variable was SST variant (nongame, points, and theme). The dependent variables of interest were participant attrition, scores on a questionnaire of enjoyment and engagement, two pilot objective measures of engagement, and stop signal reaction times (SSRTs). We preregistered the study on the Open Science Framework [45].

Participants and Procedure

Participants were recruited from the user base of Prolific Academic [2], which handles the process of checking inclusion criteria, displaying study information, and participant reimbursement. We required participants to be older than 18 years and to have English as a first language but had no further criteria. Once registered, participants were directed to the Mindgames platform where they entered their prolific ID and received a unique link, which they used to access the study thereafter. They were then randomly assigned to a single task variant for the duration of the study and completed a Web-based consent form before the testing commenced.

Participants were required to complete one 10-min session per day for the first 4 days of the study to receive £4 as compensation for their time. If participants dropped out of the study before completing four sessions and did not contact us with a reason (technical difficulties, etc), then they did not receive any compensation. This was made clear on the information sheet, which participants read before they signed up to the study, and on the study website itself. For the first four sessions, participants were sent daily reminders via the Prolific Academic messaging system. On the fourth day, participants were informed that there would be no more reminders, and that they were free to either drop out or continue to take part in the study each day thereafter for up to 6 days, with each additional session earning them 50p, for a total of between £4 and £7.

The appropriate compensation for the optional sessions was determined by way of a pilot study using the nongame variant only. We randomly allocated participants to one of the three levels of compensation, that is, 50p, £1, or £2 per optional session completed (the base compensation was still £4) and found that the average number of sessions completed per participant was 7.1, 8.4, and 9.4, respectively. Given that we anticipated the nongame variant to be the least motivating of the three variants, that we wanted to avoid ceiling effects, and that we wanted to minimize the motivational influence of the compensation, we opted for a reward of 50p per optional session.

Ethics approval was obtained from the Faculty of Science Research Ethics Committee at the University of Bristol (40361), and the study was conducted according to the revised Declaration of Helsinki [46].

Materials

The Mindgames Platform

Aside from participant recruitment, daily reminders, and reimbursement, all other elements of the study were hosted on a custom website [47]. The website was a single-page Web app written in JavaScript, with a JSON-based Firebase database [48] and PixiJS [49] as the 2D renderer. The site opened to a main menu screen from which the participant could view the number of sessions they had completed and the amount of money they had earned so far (Figures 1-3). Participants had access to a history screen, which allowed them to view their previous progress and monitor their results over time. Clicking the start button displayed a series of instruction screens, followed by the SST task and a short questionnaire. The session ended on the history screen, and the main menu’s start button became inactive until midnight that night. Each session took approximately 10 min to complete. On the first day of taking part, participants also completed a short demographic questionnaire, which collected data on age, sex, ethnicity, level of education, and the number of hours spent playing video games each week.
Figure 1. Menu screen of the nongame task variant.

Figure 2. Menu screen of the points task variant.

Figure 3. Menu screen of the theme task variant.
Stop Signal Task: Nongame Variant

The SST measures response inhibition [50,51], a key feature of executive control [52]. It tests the participant’s “action restraint” by presenting a series of stimuli to which the participant must respond as quickly as possible but are occasionally required to withhold a response. These stop trials are indicated by a visual warning that presented a brief delay after stimulus presentation. The primary outcome measure of the SST is the SSRT, which is the number of milliseconds of warning a participant needs for them to be able to successfully inhibit their planned response [52].

In this study, we decided to use the SST as opposed to the Go-NoGo task from our previous study [43]. We did this because we found many participants to be performing at ceiling in the Go-NoGo task, which limited our ability to detect differences between the task variants. The SST is more challenging than the Go-NoGo task because it dynamically adjusts the task’s difficulty to match the inhibitory control of the user, therefore reducing the likelihood of a participant performing at ceiling.

We based our SST on the widely used CANTAB SST [53,54] albeit with a visual rather than auditory stop signal and some graphical upgrades to make the task more suitable for the Web. Each trial began with a fixation cross that was displayed in the middle of the screen, with two colored zones on the left and right of the fixation cross (Figure 4). After 500 ms, a colored circle appeared over the fixation cross and participants had to respond as rapidly as possible by pressing either the left or right arrow key to indicate which colored zone matched the color of the circle (Multimedia Appendix 2). In 25% of trials, white brackets appeared around the circle after it was shown: when this occurred, the subject had to withhold their response and wait until the next trial began (each trial was displayed for 900 ms). If the participant responded before the stop signal was displayed, then the trial was recorded as failed, but white brackets were not displayed. Between each trial, there was a random intertrial interval ranging from 500 to 1000 ms. The delay between the circle onset and the bracket onset is called the stop signal delay (SSD), and was varied according to a four-staircase tracking algorithm, designed to sample across the inhibition-probability by SSD space (see Multimedia Appendix 1) [55,56]. The task consisted of five blocks of 48 trials each, with a 10s break between each block. If the participant minimized the browser window or changed tabs, then the task was paused (because of the default way in which timers in JavaScript operate). However, if the browser window was not in focus but was still visible (eg, on a second monitor), then the task was not paused.

In the nongame variant, the participant’s history was presented as a list of previous sessions, with median reaction times and estimated SSRTs (Figure 5). Hovering over a column displayed a brief explanation of the variable (eg, “The reaction time column shows the average time in milliseconds, which it took you to respond to the circles appearing in each session.”).

Stop Signal Task: Points Variant

The points variant was similar to the nongame variant but with the addition of a points mechanic and the task being framed as a game. Points are a common feature of gamified tasks [25] and are classed as “1st Step” gamification [57]. In our task, the participant’s points score was displayed at the bottom of the screen throughout (Figure 6) (Multimedia Appendix 3). The scoring system was very similar to that used in our previous study [43], which in turn was based on that used by Miranda et al [33]. The scoring system also incorporates the findings of Guitart-Masip et al [58] who found that subjects were much more successful in learning active (go) choices when rewarded for them and passive choices (stop) when punished. On each successful nonstop trial, the participant earned points equal to 0.2 × bonus × (800 - reaction time), and the number of points gained was displayed briefly in the intertrial interval. This bonus was a multiplier (×2, ×3, ×4…), which increased by 1 every 3 trials but decreased by 3 when the participant failed a stop trial. The bonus was not lost on stop trials to which the participant responded before the stop signal was displayed (to all appearances, the trial was not a stop trial). On a successful inhibition to a stop signal, the bonus was not lost, but no points were awarded (as there was no reaction time on which to base the score for that trial). Scores were maintained over blocks but not over sessions. The scoring system was outlined to the participants in the instructions for the task.

The participant’s history was presented as a list of median reaction times, SSRTs, and scores from each testing session (Figure 7). Additionally, the participant’s highest score was saved as a high score and was displayed in the top right-hand corner throughout every testing session.

Stop Signal Task: Theme Variant

The theme variant was similar to the nongame variant but with the addition of a graphical theme and a sense of progression. The task was framed as a game and featured themed graphics and stimuli, with the yellow and blue stimuli being replaced by images of objects, though still predominantly blue or yellow (Figure 8, Multimedia Appendix 4). The task was presented on a series of different graphical backgrounds (Multimedia Appendix 5) but with some shared elements: a conveyor belt on which objects appeared and two bins to the left and right into which these objects were sorted. The stop signal was explained as an automatic fault detector, which scanned objects as they sat on the conveyor.

The participant’s history was presented as a map (Figure 9), and previous sessions’ summary data were displayed when the user hovered over the corresponding icon. Each level on the map had a unique name and thematic instruction text, with the intention of creating an overarching goal, perceptual curiosity, and fostering a sense of participant progression [59-61].
Figure 4. Screenshot of the nongame stop signal task.

Figure 5. Screenshot of the nongame variant history screen.

Figure 6. Screenshot of the points variant stop signal task.
**Figure 7.** Screenshot of the points variant history screen.

**Figure 8.** Screenshot of the theme variant stop signal task.

**Figure 9.** Screenshot of the theme variant history (map) screen.
**Enjoyment and Engagement Questionnaire**

The enjoyment and engagement questionnaire was designed to collect subjective ratings of the task and was delivered after every session for all three variants. Sessions 1, 4, 7, and 10 delivered the full 10-item questionnaire, whereas the remaining sessions delivered a shorter 5-item questionnaire. These items were answered using a continuous visual analog scale, presented as a horizontal line, 500 pixels long, with a label at either end and no subdivisions. Participants marked a point between these two labels using their mouse.

The following questions were based on those used in previous studies [31,33,43] and were presented in a random order: (1) How enjoyable did you find that?, (2) How frustrating did you find that?, (3) How difficult was it to concentrate for the duration of that?, (4) How well do you think you performed on that?, (5) How mentally stimulating did you find that to be?, (6) How boring did you find that?, (7) How much effort did you put in throughout that?, (8) How repetitive did you find that?, (9) How willing would you be to do that again tomorrow?, and (10) How willing would you be to recommend the study to a friend? Questions 3, 4, 6, 7, and 10 appeared only in the long version of the questionnaire.

**Dependent Variable Calculation**

**Attrition**

Attrition was measured in two ways: First, we calculated the mean number of sessions completed per participant (sessions which were started but not finished were excluded from this calculation). Second, we calculated the percentage of participants that completed at least one session, two sessions, etc.

**Subjective Measures of Engagement**

Subjective engagement with the task was measured by calculating a mean score from the 10-item enjoyment and engagement questionnaire. Questions 2, 3, 6, and 8 were reverse-scored in this calculation. This measure was calculated for each participant's first and fourth sessions, and we also created a combined score by taking the mean of the participant's scores from sessions 1 and 4.

**Objective Measures of Engagement**

We piloted two measures that could potentially serve as objective proxies for engagement: we counted the number of times that participants hid the browser window or moved focus to another window while completing the SST, hypothesizing that unengaged participants would be more likely to briefly visit other websites while testing. We combined the counts of both these events into a single measure: loss-of-focus events. We then created an overall measure of loss-of-focus events for each participant by calculating the mean number of loss-of-focus events from their first four sessions.

We also investigated coefficients of variation, which quantify reaction time intra-individual variability with respect to mean reaction time, as there is some evidence that changes in motivation can be reflected in reaction time variation [62,63]. Coefficients of variation were calculated by dividing the standard deviation (SD) of nonstop trial reaction times by the mean nonstop trial reaction time. Similarly, we created an overall measure of reaction time variation for each participant by calculating the mean coefficient of variation from their first four sessions.

**Stop Signal Reaction Times**

We calculated SSRTs for each session separately, excluding sessions where the assumptions of the race model did not hold. The race model is a commonly used model of inhibitory control and aims to describe the relationship between stop and go processes [64]. The race model is used to derive the SSRT and so if the assumptions underlying the race model are broken, then the resultant SSRTs are not good representations of the data [50,64]. To that end, we excluded sessions where the median nonstop trial reaction time was longer than the median failed stop-trial reaction time, where SSDs were not positively correlated with their corresponding median failed stop reaction times, and where stop-trial accuracy was not negatively correlated with SSD.

For the sessions that did meet the assumptions of the race model, SSRTs were calculated by modeling an inhibition function, and using it to estimate the SSD at which the participant’s probability of inhibiting a stop signal was 50% [56]; we then used this SSD to calculate the SSRT for that session [50,51]. We also created a combined measure of SSRT for each participant by taking the mean SSRT of their first four sessions.

**Statistical Analysis**

The data that form the basis of our results are available on request from the University of Bristol Research Data Repository [65].

**Attrition**

Differences in attrition curves were assessed visually using the Kaplan–Meier method to estimate survival functions, a log-rank test, and a one-way analysis of variance (ANOVA) of number of sessions completed.

**Subjective Measures of Engagement**

We assessed differences in subjective ratings both visually, using bar charts, and using a repeated measures ANOVA of the total score with session number as the time factor and task variant as the between-subjects factor. Where there was evidence of a difference between task variants, we used post hoc t tests to investigate further.

**Objective Measures of Engagement**

We assessed differences in coefficient of variation and website loss-of-focus events between task variants using one-way ANOVAs with data combined across the first four sessions. Where there was evidence of a difference between task variants, we used post hoc t tests to investigate further.

**Stop Signal Reaction Times**

We used boxplots and a one-way ANOVA with task variant as the between-subjects factor to investigate the effects of gamification on SSRT.
Bayesian Analyses
The three task variants were designed with the aim of minimizing differences in primary task reaction time and nonstop trial accuracy. Therefore, given that frequentist statistics are not ideal for testing equivalences [66,67], we used Bayesian t test to assess the evidence for equality of means where frequentist methods failed to find a difference [68,69]. A Bayesian t test produces a Bayes Factor (BF), which compares the evidence for two hypotheses. If the evidence favors one hypothesis over the other, then the BF will reflect that, but if the evidence is equal for both hypotheses, then the BF will imply that the data are insensitive [69-71] (Table 1). We used the Bayesian t test procedure in JASP [72], with a Cauchy prior width of 0.707. Setting the Cauchy prior width to 0.707 means that in our analysis, one hypothesis is the effect size is zero and the other is the effect size is between −0.707 and 0.707. Although both hypotheses are centered on an effect size of 0, the former makes a stronger claim than the latter. As such, effect sizes that are not close to 0 are better represented by the latter hypothesis. A prior width of 0.707 was selected for our analysis because it represents the expectation of a medium-large effect, thus weighting the BF against small effects and reducing the likelihood of a false positive.

Sample Size Determination
At the time of study design, to the best of our knowledge, no other studies had investigated the impact of gamification on attrition from a cognitive testing program, and therefore, we had no previous effect size on which to base a sample size determination. Instead, we hypothesized attrition curves (see Multimedia Appendix 1) for each variant and calculated the anticipated effect size (φ=0.231) resulting from a Kaplan–Meier method and log-rank test (ie, a chi-square test) on those attrition curves. To detect this difference with alpha=0.05 and 95% power, a sample size of 290 was required. We set this to 291 to allow for equal group sizes.

Results
Characteristics of Participants
Participants were recruited in two waves: one starting in October 2016 and another starting in January 2017. In both waves, the intended sample size was met within 3 days of the study being posted on Prolific Academic. A total of 482 participants signed up to take part in the study, with 419 (86.9%) of those completing at least one session. A total of 265 (54.9%) participants completed four sessions over 4 consecutive days as was required by the study criteria (henceforth called conforming participants). We excluded 5 participants from the analysis because their reaction times or stimulus categorization accuracy scores were more than 4 interquartile ranges away from the group median. We excluded data from sessions that were started but not completed, and we removed trials from the analysis where participants responded in less than 150 ms.

The analysis below presents data from 260 participants, that is, less than our intended sample size of 291. This was because 32 participants failed to complete the required four sessions in 4 days but instead managed to complete four sessions within 5 days. During the study, we intended on including these loosely conforming participants in the analysis, and so stopped recruitment once our intended sample size was achieved. However, for simplicity and adherence to the protocol, we have now decided to present only strictly conforming participant’s data below. Analysis of the nonconforming and loosely conforming participants’ attrition is presented in Multimedia Appendix 1.

Excluding outliers, 260 conforming participants took part: 91 in the nongame variant, 86 in the points variant, and 83 in the theme. The number of hours spent playing video games was comparable between the groups, and participants typically had a high level of education (Table 2). The most common browser used to complete the experiment was Google Chrome (n=184, 70.8%), with others including Firefox (n=50, 19.2%), Netscape (n=13, 5%), Safari (n=11, 4.2%), Opera (n=1, 0.5%), and Internet Explorer (n=1, 0.5%).

Attrition
Figure 10 shows the attrition of conforming participants, whereas Table 3 shows the mean number of sessions completed per participant in each variant. A log-rank test showed no evidence of a difference between the distributions (χ²=3.0, P=.22), and a one-way ANOVA of the number of sessions completed also found no clear evidence of a difference between task variants (F2,260=1.534, P=.21, partial η²=0.0012). Given the similarity between nongame and points in mean number of sessions completed, we used a Bayesian t test to assess their equality and found substantial evidence that they were equal (BF=0.16), but there was no evidence of equality between the theme and the points variant (BF=0.49) or the nongame variant (BF=0.43).
Table 2. Conforming participants’ demographic information, shown separately by task variant.

<table>
<thead>
<tr>
<th>Demographic</th>
<th>Nongame</th>
<th>Points</th>
<th>Theme</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD)</td>
<td>36 (12)</td>
<td>35 (12)</td>
<td>34 (11)</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>43 (47)</td>
<td>49 (57)</td>
<td>42 (51)</td>
</tr>
<tr>
<td>Mean video game hours per week (SD)</td>
<td>6 (12)</td>
<td>8 (16)</td>
<td>8 (14)</td>
</tr>
<tr>
<td>Median level of education</td>
<td>Bachelor’s degree</td>
<td>Bachelor’s degree</td>
<td>Bachelor’s degree</td>
</tr>
<tr>
<td>Mode ethnicity, n (%)</td>
<td>White, 80 (88)</td>
<td>White, 74 (86)</td>
<td>White, 75 (90)</td>
</tr>
</tbody>
</table>

Figure 10. Percentage of conforming participants plotted against the number of sessions they completed, shown separately by task variant.

Table 3. Mean number of sessions completed per participant, shown separately by task variant. Conforming participants are those who completed their first four sessions within 4 days as required. All participants includes all who signed up, regardless of their number of sessions completed.

<table>
<thead>
<tr>
<th>Variant</th>
<th>All participants (95% CI)</th>
<th>Conforming participants (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nongame</td>
<td>4.9 (4.4-5.5)</td>
<td>7.4 (6.8-8.0)</td>
</tr>
<tr>
<td>Points</td>
<td>5.1 (4.5-5.6)</td>
<td>7.5 (7.0-8.0)</td>
</tr>
<tr>
<td>Theme</td>
<td>5.3 (4.7-5.9)</td>
<td>8.0 (7.5-8.6)</td>
</tr>
</tbody>
</table>

Subjective Measures of Engagement

We used a repeated measures ANOVA of mean score from the enjoyment and engagement questionnaire with session number (1 and 4) as the within-subjects factor and task variant as the between. We used only the two full-length questionnaires completed on the first and the fourth sessions and completed by all participants (for short-form questionnaire results, see Multimedia Appendix 1). We saw evidence for small effects of both task variant ($F_{2,261}=3.805$, $P=.02$, partial $\eta^2=0.028$) and time ($F_{1,261}=35.693$, $P<.001$, partial $\eta^2=0.120$), and weak evidence of an interaction ($F_{2,261}=3.014$, $P=.05$, partial $\eta^2=0.023$). We noted that ratings of all task variants decrease between the first (M=56, 95% CI 54-57) and fourth sessions (M=51, 95% CI 49-53), but it appears that the nongame and points variants were the main drivers of the interaction effect: dropping by 6% (95% CI 4-8) between sessions 1 and 4, whereas ratings of the theme task decreased only by 2% (95% CI -1 to 5). Post hoc $t$ tests on the combined scores showed no evidence for differences between nongame and points, or for nongame and theme ($p>.15$) but did show points and theme to be different (mean difference=5.7%, 95% CI 1.6-9.7, $t_{171}=2.749$, $P=.01$, $d=0.42$). Figure 11 shows the mean scores from each task variant at two time points and a combined score taking the averages of both sessions. A breakdown of ratings by individual questions is presented in Multimedia Appendix 1.

As an unplanned exploratory analysis, we were interested in whether a participant’s rating on one day predicted their return to the study on the following day. We ran a logistic regression with returned following day as the binary dependent variable and the previous day’s score on the subjective questionnaire as the predictor variable. However, we saw no evidence that subjective questionnaire scores predicted return the following day ($\beta=.008$; standard error=0.005; Wald=2.166; $P=.14$; odds ratio=1.001, 95% CI 0.997-1.019).
Objective Measures of Engagement

We analyzed reaction time coefficient of variation and website loss-of-focus events from the four compulsory sessions combined (Table 4). A one-way ANOVA of coefficient of variation showed strong evidence for a medium effect of task variant ($F_{2,260}=3.131, P=.045$, partial $\eta^2=0.024$) on participants’ reaction time variability, with lower coefficients indicating that there was less variability. Post hoc t tests showed strong evidence of a difference between the points and theme variants (mean difference=1.5%, 95% CI 0.2-2.7; $t_{170}=2.349; P=.02; d=0.36$), but no clear evidence for other differences were found ($ps>.06$).

Loss-of-focus events were rare in all task variants, with each participant switching away from the task less than once per session on average. Regardless, we assessed differences in loss-of-focus events between the three task variants using a one-way ANOVA but found no evidence of any difference ($F_{2,260}=1.137; P=.32; \text{partial } \eta^2=0.008$).

Stop Signal Reaction Times

We checked the data from each session against the assumptions of the race model. Of the 1050 sessions assessed, we excluded 161 sessions: 75 from the nongame variant, 37 from points, and 49 from theme. A total of 3 participants failed to meet the assumptions of the race model in all four compulsory sessions, resulting in their exclusion from this analysis. We then analyzed each participant’s mean SSRT, with boxplots shown in Figure 12.

A one-way ANOVA showed weak evidence for a small effect of task variant on SSRT ($F_{2,255}=2.954; P=.05; \text{partial } \eta^2=0.022$) with post hoc t tests showing a difference between the theme variant (M=289; SD=67) and points variant (M=266, SD=66; mean difference=23, 95% CI 5-42; $t_{169}=2.386; P=.05; d=0.35$). There was no evidence for other differences ($ps>.24$). Bayesian t tests showed no evidence of equality between the SSRTs of the nongame and theme variants (BF=0.59) but found substantial evidence for equality between the nongame (M=274, SD=55) and the points variants (BF=0.22).

For brevity, not all the analyses planned in the study protocol have been presented. For more detailed methods and analyses, please see Multimedia Appendix 1.

Table 4. Mean objective measures of participant engagement from the first four sessions, shown separately by task variant.

<table>
<thead>
<tr>
<th>Variant</th>
<th>Coefficient of variation (%) (95% CI)</th>
<th>Loss-of-focus events (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nongame</td>
<td>18.7% (17.9-19.6)</td>
<td>0.85 (0.50-1.19)</td>
</tr>
<tr>
<td>Points</td>
<td>19.0% (18.1-19.8)</td>
<td>0.82 (0.43-1.20)</td>
</tr>
<tr>
<td>Theme</td>
<td>17.5% (16.7-18.4)</td>
<td>1.21 (0.75-1.67)</td>
</tr>
<tr>
<td>Overall</td>
<td>18.4% (17.9-18.9)</td>
<td>0.95 (0.72-1.18)</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

Contrary to our hypotheses, we saw no clear evidence of an effect of task variant on participant attrition. This was further strengthened when we included data from loosely conforming participants (see Multimedia Appendix 1), which showed strong evidence that the mean number of sessions completed was equal in all task variants. To the best of our knowledge, this is the first empirical study examining the effects of gamification on participant attrition within a cognitive testing context, and our results raise doubts about the efficacy of gamelike tasks for reducing participant dropout.

Despite there being no difference in usage between the variants, we did find an effect of task variant on the subjective ratings of the tasks, with the points variant having the highest combined sessions mean, followed by the nongame variant and the theme. One possible explanation for these findings relates to self-determination theory, a popular theory of motivation that centers around the concept of psychological needs and need satisfaction. Self-determination theory posits that human beings have three needs, which are competence, autonomy, and relatedness and that we find activities to be intrinsically motivating if they help us to fulfill these needs [73]. In the case of our gamelike variants, the points variant would seem to address competency needs by providing constant feedback on their performance, which reinforces the player’s success [74], but we do not consider the theme variant or the nongame variant to adequately meet any of the three needs. As the points variant was the only variant to address any of these needs, this may explain why it was rated as the most enjoyable in both this study and our previous study [43].

The theme variant was rated as the worst of the three tasks, which was surprising as it maintained the highest percentage of participants until day 10. One potential explanation is that the task was framed as a game and looked like a game but offered no actual gameplay. Moreover, the map screen and changing graphical backgrounds may have hinted at player autonomy and exploration as is typical in other games, but ultimately, the player experience was railroaded. These two factors may have undermined autonomy and violated participant expectations, resulting in a dissatisfying experience [75,76]. Despite this, it is possible that the clear end goal on the map and novelty of changing backgrounds could explain the maintenance of participants in the theme variant while still not being a very satisfying or enjoyable experience.

One additional factor to consider, in the light of self-determination theory, is that paying participants in attrition studies such as this may be counterproductive to measuring true engagement. There is evidence that providing extrinsic rewards for otherwise motivating tasks may undermine participant autonomy, therefore affecting the task’s ability to meet our psychological needs [77,78]. In this study, it is not possible to determine whether intrinsic motivation to take part was affected by the incentive of 50p per additional session. This is further complicated by the potentially unrepresentative nature of a Prolific Academic sample: all of whom have voluntarily signed up to take part in science experiments over the Internet but can choose studies based on the amount of monetary compensation awarded in exchange for their data. Given these issues, one potentially informative avenue for future research in this area would be to explore the effects of these same gamification mechanisms on attrition but without providing financial incentives.

Money can be a powerful motivator; for example, Khadjesari et al [79] found that offering a £10 Amazon voucher to each participant in a longitudinal study resulted in a 9% increased response rate. In this study, it may simply be that money was the most important factor for taking part and that the similar attrition rates were driven by the identical incentives.

We also found no evidence that participant ratings of engagement and enjoyment could predict the number of optional sessions they would complete. This, combined with the disconnect between the theme variant ratings and theme variant usage, serves to highlight the split in different types of engagement that has begun to be conceptualized in the literature.
In short, the word engagement has been used in the past to refer to both engagement as subjective experience and engagement as usage, and this study is further evidence that the two concepts are not as closely related as one might assume. Evidence from the video game literature has found that game enjoyment does not relate strongly to game usage, and that game usage can be driven by many other factors, including boredom, loneliness, and need for escapism [80,81]. This highlights the need for future studies of engagement, which collect both subjective and objective measures.

Our two pilot objective measures of engagement, reaction time variation (coefficients of variation) and loss-of-focus events, were difficult to interpret. We saw no evidence that losses of focus differed between the task variants, and this is likely because such events were rare (less than one loss-of-focus event per session on average). This is a positive finding, as it shows that participants are willing to fully concentrate on Web-based cognitive tasks. With respect to coefficients of variation, the pattern of results is directly in contrast with our subjective measures of engagement: the points variant had the most variable response times but the highest subjective rating, whereas the theme variant had the lowest variability and the lowest rating. This is either evidence contrary to the premise that reaction time variability is related to motivation [62,63] or signals that our subjective ratings are not good measures of motivation. Regardless, further research is necessary to understand whether these objective measures provided are related to the broader concept of engagement.

When assessing cognitive data, we found evidence that SSRTs were equivalent between the points variant and the nongame variant. Although the points variant introduced additional elements to the task, which may have increased cognitive load, it is possible that the highly salient feedback and motivational effect of points served to increase participant performance as has been found in a number of previous studies [41,82-84].

Limitations and Conclusions

First, we consider the fact that we did not achieve our intended sample size, an important limitation of this study. However, we maintain that the results of our supplementary analyses including the loosely conforming participants are quite conclusive and strengthen our finding that there was no effect of gamification on attrition. However, we accept that a balanced group analysis would be preferable. Second, we acknowledge that our sample, recruited from Prolific Academic, with high levels of education, may not be representative of the wider population. Third, we acknowledge that the design of study used is not suitable to validate our gamelike variants as measures of response inhibition, as that would require a within-subjects design to test predictive validity [57,85]. Fourth, the gamelike features we implemented were very lightweight and certainly would not constitute a full game. Indeed, neither of our games were likely enjoyable enough that a participant would consider doing them for their own sake. Though this was necessary to try to reduce the impact of gamification on the cognitive data, it likely reduced any effect of gamification that we might have seen. Fifth, the time course of our study, which took place over days, may not be informative about attrition in studies that take place over longer periods of weeks or months. Sixth, as mentioned previously, there are issues relating to motivation and incentives, as in reality, participants completing cognitive assessments will be presented with requests to complete a study over a fixed period for a fixed fee and not with the option to continue for additional recompense. Finally, both incentives and reminders have been well established as effective methods of increasing engagement, and we used both in this study [86]. Although all three task variants had the same incentives and the same program of reminders (which stopped on day 4), it is possible that these baseline engagement strategies acted as confounders, potentially muddying the effect of gamification on attrition.

In conclusion, the theme variant had negative effects on the cognitive data and showed no clear evidence of reducing attrition. It was also rated as the least enjoyable and was the task switched away from most often. This suggests that themed gamelike tasks, at least those that use graphics alone, are nonoptimal for use in cognitive assessment studies. In contrast, and replicating our previous finding [43], subjective ratings showed the points variant to be well received. We found SSRTs from the points and nongame variants to be equal, showing that points can be an effective way of increasing participant enjoyment of a cognitive task while still collecting valid data.

Despite differences in subjective ratings between the task variants, we saw no effect of gamification on participant attrition over the 6-day optional testing period. Gamification has been promoted as a potential solution to engagement problems in both psychology and digital health care for several years, but we found no effect of gamification on engagement as usage in this case. The term gamification may have existed for a decade, but the formalization of gamification’s implementation and effectiveness is only just beginning, and there is clearly further work to be conducted to understand how we can translate differences in subjective ratings to differences in usage.
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Abstract

Background: Automated disease code classification using free-text medical information is important for public health surveillance. However, traditional natural language processing (NLP) pipelines are limited, so we propose a method combining word embedding with a convolutional neural network (CNN).

Objective: Our objective was to compare the performance of traditional pipelines (NLP plus supervised machine learning models) with that of word embedding combined with a CNN in conducting a classification task identifying International Classification of Diseases, Tenth Revision, Clinical Modification (ICD-10-CM) diagnosis codes in discharge notes.

Methods: We used 2 classification methods: (1) extracting from discharge notes some features (terms, n-gram phrases, and SNOMED CT categories) that we used to train a set of supervised machine learning models (support vector machine, random forests, and gradient boosting machine), and (2) building a feature matrix, by a pretrained word embedding model, that we used to train a CNN. We used these methods to identify the chapter-level ICD-10-CM diagnosis codes in a set of discharge notes. We conducted the evaluation using 103,390 discharge notes covering patients hospitalized from June 1, 2015 to January 31, 2017 in the Tri-Service General Hospital in Taipei, Taiwan. We used the receiver operating characteristic curve as an evaluation measure, and calculated the area under the curve (AUC) and F-measure as the global measure of effectiveness.

Results: In 5-fold cross-validation tests, our method had a higher testing accuracy (mean AUC 0.9696; mean F-measure 0.9086) than traditional NLP-based approaches (mean AUC range 0.8183-0.9571; mean F-measure range 0.5050-0.8739). A real-world simulation that split the training sample and the testing sample by date verified this result (mean AUC 0.9645; mean F-measure 0.9003 using the proposed method). Further analysis showed that the convolutional layers of the CNN effectively identified a large number of keywords and automatically extracted enough concepts to predict the diagnosis codes.

Conclusions: Word embedding combined with a CNN showed outstanding performance compared with traditional methods, needing very little data preprocessing. This shows that future studies will not be limited by incomplete dictionaries. A large amount of unstructured information from free-text medical writing will be extracted by automated approaches in the future, and we believe that the health care field is about to enter the age of big data.

Introduction

Public health surveillance systems are important for identifying unusual events of public health importance and will provide information for public health action [1]. However, most surveillance systems can only use structured data, such as International Classification of Diseases, Tenth Revision, Clinical Modification (ICD-10-CM) diagnosis codes. The current methods for collecting this structured information usually involve manual identification, but manual identification of disease codes from free-text clinical narratives is laborious and costly. Moreover, most surveillance systems do not have enough expert clinical coders for real-time surveillance, and this leads to delays in the release of disease statistics. Government health administrators need timely information to rapidly assess disease prevention and health protection priorities. A timely and computer-based disease classification approach is required to further assist public health action.

Automated surveillance methods are increasingly being researched because of the increasing volume and accessibility of electronic medical data, and a range of studies have proven the feasibility of extracting structured information from clinical narratives [2-6]. Previous studies suggested that these text mining approaches would need to effectively deal with the idiosyncrasies of the clinical sublanguage to further improve performance [7]. However, compiling a complete medical dictionary may be impossible because of the variability of clinical vocabularies. Moreover, traditional natural language processing (NLP) pipelines can deal with synonyms but not similar terms, so supervised machine learning models often face the curse of dimensionality. For example, if we only want to identify infectious disease-related medical documents, bacteria names such as *Streptococcus pneumoniae* and *Mycobacterium tuberculosis* can actually be treated as similar for classification purposes. An effective text preprocessing approach would need to learn how to combine similar concepts, and current NLP pipelines often cannot deal with this issue.

Another important challenge for automated surveillance algorithms is emerging disease. For example, influenza H1N1 broke out in 2009 and could not have been recorded in any medical records before 2008. Traditional automatic methods based on term vectors cannot use new terms [2-6]. This weakness means that traditional methods cannot possibly implement a fully automated pipeline. The key reason that human experts can successfully identify emerging diseases is that humans can learn semantics from external resources. Traditionally, these external resources usually take the form of a dictionary, and this is what will be used in the NLP pipeline. However, dictionary construction is laborious, and it is still difficult to completely include all semantic relationships. In summary, traditional NLP pipelines are complex and inefficient, and successful automated surveillance methods will also need to include automatic handling of semantics.

Word embedding is a feature learning technique where vocabularies are mapped to vectors of real numbers [8,9]. Word2vec [10] and GloVe [11] are the 2 most popular word embedding algorithms. These methods showcase interesting linear substructures in the word vector space: word vectors for similar concepts are likewise close in terms of cosine similarity and Euclidean distance. This property may help us identify concept groups and reduce the data dimensionality in future machine learning algorithms. However, clinical narratives will be transformed into a matrix, and standardization to vectors with different length is difficult for general machine learning models. Convolutional neural networks (CNNs) use layers with convolving filters that are applied to local features, and they can handle matrix input [12]. CNNs were originally invented for computer vision applications and have subsequently been shown to achieve excellent results in semantic parsing [13], search query retrieval [14], and sentence classification [15]. The key reason for the success of CNNs is their fuzzy matching using convolving filters, and we believe that convolving filters are a great way to process similar texts involving the same concepts. A lot of words and phrases that are conceptually similar can be combined in a convolving filter via fuzzy matching technology, thereby reducing the data dimensionality and avoiding overfitting.

This project aimed to compare traditional machine learning pipelines (NLP plus supervised machine learning models) versus word embedding combined with a CNN in order to identify chapter-level ICD-10-CM diagnosis codes in discharge notes. We hoped to develop an efficient and effective real-time surveillance pipeline for disease statistics. In addition, we further analyzed the convolving filters of the CNN to understand their functions.

Methods

Data Source

The Tri-Service General Hospital, Taipei, Taiwan, supplied deidentified free-text discharge notes from June 1, 2015 to January 31, 2017. Research ethics approval was given by the institutional ethical committee and medical records office of the Tri-Service General Hospital to collect data without individual consent for sites where data are directly collected. The Tri-Service General Hospital is located in the Neihu District of Taipei under the name of National Defense Medical Center and provides medical service for service members, their family dependents, and civilians. It has been rated by the Ministry of Health and Welfare in Taiwan as a first-rate teaching hospital on the level of a medical center. The hospital has about 1700 beds and 6000 inpatients per month, and most inpatients are civilians. We collected a total of 103,390 discharge notes, and corrected misspellings using the Hunspell version 2.3 package [16] and a dictionary built using English Wikipedia and Gigaword [17]. ICD-10-CM codes had been used to label these discharge notes for the purpose of requesting health insurance
fees, and the medical records department was responsible for their correctness. The Taiwan National Health Insurance Administration routinely samples a certain number of discharge notes for verification, and a wrongly labeled discharge note is punishable by a 10- to 20-fold fine. Discharge notes are often labeled with multiple ICD-10-CM codes, and all ICD-10-CM codes were truncated at the 1-character level. There are a total of 21 categories in the 2017 version. Table 1 shows the frequency distribution of 1-character-level codes. Neoplasms and diseases of the circulatory system were the most common ICD-10-CM codes in our hospital.

We used 2 testing procedures to assess the performance of the model. First, we conducted a 5-fold cross-validation test. Second, we created training and testing sets by splitting the sample by date (July 1, 2016), because this is more realistic. A classifier can only be trained using retrospective data in the real world, and it will be used to classify future data; the second testing process replicates this. All calculations were conducted on a Fujitsu RX2540M1 48-core CPU, 768 GB RAM server (Fujitsu Ltd, Tokyo, Japan), and the all-flash array was AccelStor NeoSapphire NS3505 (AccelStor, Inc, Taipei City, Taiwan) with a 5 TB serial advanced technology attachment-interface solid-state drive and connectivity of 56 GB/second FDR InfiniBand Quad Small Form-factor Pluggable (Fiberon Technologies, Inc, Westborough, MA, USA).

Table 1. Prevalence of different International Classification of Diseases, Tenth Revision, Clinical Modification (ICD-10-CM) chapter-level codes in discharge notes from the Tri-Service General Hospital, Taipei, Taiwan.

<table>
<thead>
<tr>
<th>ICD-10-CM code</th>
<th>Definition</th>
<th>Stage of the study</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Before June 30, 2016 (n=64,023)</td>
<td>After July 1, 2016 (n=39,367)</td>
<td>Full study period (n=103,390)</td>
<td></td>
</tr>
<tr>
<td>A00-B99</td>
<td>Certain infectious and parasitic diseases</td>
<td>7731 (12.1%)</td>
<td>5455 (13.9%)</td>
<td>13,186 (12.8%)</td>
<td></td>
</tr>
<tr>
<td>C00-D49</td>
<td>Neoplasms</td>
<td>20,585 (32.2%)</td>
<td>13,993 (35.5%)</td>
<td>34,578 (33.5%)</td>
<td></td>
</tr>
<tr>
<td>D50-D89</td>
<td>Diseases of the blood and blood-forming organs and certain disorders involving the immune mechanism</td>
<td>4516 (7.1%)</td>
<td>3132 (8.0%)</td>
<td>7648 (7.4%)</td>
<td></td>
</tr>
<tr>
<td>E00-E89</td>
<td>Endocrine, nutritional, and metabolic diseases</td>
<td>13,223 (20.7%)</td>
<td>8765 (22.3%)</td>
<td>21,988 (21.3%)</td>
<td></td>
</tr>
<tr>
<td>F01-F99</td>
<td>Mental, behavioral, and neurodevelopmental disorders</td>
<td>4612 (7.2%)</td>
<td>2942 (7.5%)</td>
<td>7554 (7.3%)</td>
<td></td>
</tr>
<tr>
<td>G00-G99</td>
<td>Diseases of the nervous system</td>
<td>3703 (5.8%)</td>
<td>2602 (6.6%)</td>
<td>6305 (6.1%)</td>
<td></td>
</tr>
<tr>
<td>H00-H59</td>
<td>Diseases of the eye and adnexa</td>
<td>2337 (3.7%)</td>
<td>1374 (3.5%)</td>
<td>3711 (3.6%)</td>
<td></td>
</tr>
<tr>
<td>H60-H95</td>
<td>Diseases of the ear and mastoid process</td>
<td>802 (1.3%)</td>
<td>470 (1.2%)</td>
<td>1272 (1.2%)</td>
<td></td>
</tr>
<tr>
<td>J00-J99</td>
<td>Diseases of the circulatory system</td>
<td>17,650 (27.6%)</td>
<td>11,465 (29.1%)</td>
<td>29,115 (28.2%)</td>
<td></td>
</tr>
<tr>
<td>J00-J99</td>
<td>Diseases of the respiratory system</td>
<td>7743 (12.1%)</td>
<td>5584 (14.2%)</td>
<td>13,327 (13.0%)</td>
<td></td>
</tr>
<tr>
<td>K00-K95</td>
<td>Diseases of the digestive system</td>
<td>12,849 (20.1%)</td>
<td>8444 (21.4%)</td>
<td>21,293 (20.6%)</td>
<td></td>
</tr>
<tr>
<td>L00-L99</td>
<td>Diseases of the skin and subcutaneous tissue</td>
<td>2568 (4.0%)</td>
<td>1711 (4.3%)</td>
<td>4279 (4.1%)</td>
<td></td>
</tr>
<tr>
<td>M00-M99</td>
<td>Diseases of the musculoskeletal system and connective tissue</td>
<td>9170 (14.3%)</td>
<td>5152 (13.1%)</td>
<td>14,322 (13.9%)</td>
<td></td>
</tr>
<tr>
<td>N00-N99</td>
<td>Diseases of the genitourinary system</td>
<td>9929 (15.5%)</td>
<td>7325 (18.6%)</td>
<td>17,254 (16.8%)</td>
<td></td>
</tr>
<tr>
<td>O00-O9A</td>
<td>Pregnancy, childbirth, and the puerperium</td>
<td>2509 (3.9%)</td>
<td>1271 (3.2%)</td>
<td>3780 (3.7%)</td>
<td></td>
</tr>
<tr>
<td>P00-P96</td>
<td>Certain conditions originating in the perinatal period</td>
<td>793 (1.2%)</td>
<td>493 (1.3%)</td>
<td>1286 (1.2%)</td>
<td></td>
</tr>
<tr>
<td>Q00-Q99</td>
<td>Congenital malformations, deformations, and chromosomal abnormalities</td>
<td>927 (1.4%)</td>
<td>513 (1.3%)</td>
<td>1440 (1.4%)</td>
<td></td>
</tr>
<tr>
<td>R00-R99</td>
<td>Symptoms, signs, and abnormal clinical and laboratory findings, not elsewhere classified</td>
<td>5271 (8.2%)</td>
<td>3824 (9.7%)</td>
<td>9095 (8.9%)</td>
<td></td>
</tr>
<tr>
<td>S00-T88</td>
<td>Injury, poisoning, and certain other consequences of external causes</td>
<td>6272 (9.8%)</td>
<td>4564 (11.6%)</td>
<td>10,836 (10.6%)</td>
<td></td>
</tr>
<tr>
<td>V00-Y99</td>
<td>External causes of morbidity</td>
<td>791 (1.2%)</td>
<td>68 (0.2%)</td>
<td>859 (0.8%)</td>
<td></td>
</tr>
<tr>
<td>Z00-Z99</td>
<td>Factors influencing health status and contact with health services</td>
<td>15,488 (24.2%)</td>
<td>10,093 (25.6%)</td>
<td>25,581 (24.8%)</td>
<td></td>
</tr>
</tbody>
</table>
Traditional Free-Text Classification Techniques

Traditional classification techniques often combine an NLP pipeline and a classifier to conduct free-text medical writing classification tasks. We extracted the detailed features from the discharge notes by the NLP pipeline; then ICD-10-CM codes were assigned by human experts to each discharge note. We used the labeled features to train a classifier, and we used the well-trained model to predict the unlabeled testing data.

In this study, we used a 2-part NLP pipeline to extract the discharge note features. First, word-based features were directly extracted from the free-text description and n-gram phrases (n range 2-5) were generated by the RWeka version 0.4-30 package [18]. To reduce the complexity of the data, we only included n-gram phrases with counts >10. Second, we used SNOMED CT International Edition version 20170131 categories to integrate synonyms. We used the bag-of-words model to vectorize the extracted features (1 vector per discharge note) and transformed these feature vectors into a document-term matrix using the tm version 0.7 package [19]. This matrix was then the input into the following machine learning models.

Support Vector Machine

Support vector machines (SVMs) are common classifiers in the machine learning field. They map all samples onto a hyperplane and divide them by a clear gap. In addition, kernel tricks are used to extend this hyperplane. SVMs are proven to have the best performance in free-text medical writing classification, compared with naive Bayes classifiers, C4.5 decision trees, and adaptive boosting [20]. In this study, we used the 4 most common kernel tricks: linear, polynomial (degree=3), radial basis, and sigmoid. We used the e1071 package (R package version 1.6-8) [21] as the SVM implementation and set all other parameters to their default values.

Random Forest

Random forests (RFs) construct multiple decision trees and use information from each tree to make predictions. It was the best-performing classification model in a previous text classification study [22], compared with SVMs, naive Bayes classifiers, and the k-nearest neighbors algorithm. We used the H2O version 3.10.2.2 package [23] as the RF implementation and set all other parameters to their default values.

Gradient Boosting Machine

Gradient boosting machines (GBMs) are also ensembles of weak decision trees, where the gradient boosting method is used to improve the predictive ability of each tree [24]. They use greedy function approximation to build a series of weak trees [25]. The H2O package also provides the function for the GBM implementation, and we set all parameters to their default values.

Using the “no free lunch” theorem [26], we combined a traditional NLP pipeline with the 3 abovementioned models and tested their performance on our task.

Word Embedding Combined With a Convolutional Neural Network

Traditional NLP pipelines are limited by their preexisting dictionary and need to build a complex processing flow. Herein, we propose a method combining a word embedding model and a CNN. Word embedding technology is useful for integrating synonyms, and we used a pretrained GloVe model (English Wikipedia plus Gigaword) to vectorize the words. We selected a 50-dimensional model with 400,000 words because of computing time constraints. However, we believe that this was sufficient because there were only 19,064 words in our 103,390 discharge notes. We transformed each discharge note into an n×50 matrix for subsequent classification (where n is the number of words in the discharge note) and trained a CNN using these labeled matrices.

Although CNNs with various structures have been developed, we focused on a 1-layer CNN with a filter region size of 1-5 (corresponding to 1-5 n-gram phrases) to increase comparability with traditional machine learning technologies. In fact, these simple models have recently achieved remarkably strong performance [15,27,28]. Figure 1 shows the proposed model’s architecture. We set 5 convolution channels, and their convolution layers were as follows: (1) 40 convolving filters with a 1×50 region size, to identify the important words; (2) 30 convolving filters with a 2×50 region size, to identify the important 2-gram phrases; (3) 15 convolving filters with a 3×50 region size, to identify the important 3-gram phrases; (4) 10 convolving filters with a 4×50 region size, to identify the important 4-gram phrases; and (5) 5 convolving filters with a 5×50 region size, to identify the important 5-gram phrases. These convolution layers were connected to a rectified linear unit layer to enhance the nonlinearity of the network. We then applied a max pooling layer over the feature map and took the maximum value. The above steps are similar to those of the keyword recognition process, and 100 features were extracted from each discharge note. To avoid the risk of overfitting, we used a dropout layer with a 50% drop rate after the convolution channels [29]. Finally, we used logistic regression to connect the features, and the cross-entropy loss function in the loss layer to train the CNN.

We used the MXNet version 0.8.0 package [30] to implement the above architecture. The settings used for the training model were as follows: (1) minibatch gradient descent with 1000 bench size for optimization; (2) learning rate=0.05; (3) momentum coefficient=.9; (4) L2 regularization coefficient=.0001; and (5) tolerance of early stopping per 100 iterations=.0001. Multimedia Appendix 1 shows an example code for implementing the word embedding and CNNs for free-text discharge note classification.
Figure 1. Model architecture with 5 convolution channels and 1 full connection (FC) layer. ReLU: rectified linear unit.

Model Details and Evaluation Index

We conducted oversampling processing for sufficiently regarding positive cases but not skewing by an overwhelming number of negative cases [31,32]. All the models return a continuous value to evaluate model performance. SVM-related models provide the decision values of the binary classifier; RF and GBM models provide the mean of the probabilities from the decision trees; and CNNs provide the probabilities calculated by the logistic function. We used the receiver operating characteristic curve as an evaluation measure, and the area under the curve (AUC) provided a global measure of effectiveness. Moreover, we provide the F-measure, which is calculated by following equations: 

\[
\text{precision} = \frac{\text{TruePositives}}{\text{TruePositives} + \text{FalsePositives}}; \quad \text{recall} = \frac{\text{TruePositives}}{\text{TruePositives} + \text{FalseNegatives}}; \quad \text{F-measure} = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}.
\]

Results

Cross-Validation Test

Table 2 shows the global and lowest 5 means of the training and testing AUCs in the 5-fold cross-validation test. The proposed word embedding plus CNN method provided the highest AUCs (mean testing AUC = 0.9696; mean of the lowest 5 AUCs = 0.9135) and highest F-measures (mean testing F-measure = 0.9086; mean of the lowest 5 F-measures = 0.7651). It is worth noting that the SVM with the linear kernel trick had the highest mean testing AUC of all the traditional methods (mean testing AUC = 0.9571; mean of the lowest 5 AUCs = 0.8891). The performances of the RF, GBM, and linear SVM models were similar (mean testing AUCs of 0.9570, 0.9544, and 0.9571, respectively). However, the RF and GBM models were very inefficient in some tasks (as Multimedia Appendix 2 shows). The RF and GBM models had a lower mean testing AUC owing to the V00-Y99 ICD-10-CM code identification tasks; therefore, the linear SVM was a relatively stable model.
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### Real-World Test

Table 3 shows the global and lowest 5 means of the training
and testing AUCs in the real-world test, where the testing
samples were split by date. The results of this test were similar
to those of the cross-validation test. The testing AUC in the real-world test was lower than that in the cross-validation test, possibly because the heterogeneity between the training and testing samples was higher in the real-world test owing to there being many cyclical diseases. However, our proposed method still had the highest performance on the testing set (mean testing AUC = 0.9645; mean testing F-measure = 0.9003; mean of the lowest 5 AUCs = 0.8952; mean of the lowest 5 F-measures = 0.8772) and achieved the best results in almost all tasks. Multimedia Appendix 3 shows the detailed training and testing AUCs. The testing AUC of the proposed method is only obviously worse than that of traditional methods for the
Q00-Q99 code identification tasks. In addition, the performances of all methods were bad for the V00-Y99 code identification tasks.

### Convolving Filter Analysis

We visualized 3 of the convolving filters selected for the real-world test, as Figure 2 shows. Neoplasms were the most common \text{ICD-10-CM} codes in our hospital, and we selected the
filter with highest information gain for these. Information gain can be estimated as 

\[
\text{IG}(\mathcal{C}, F) = H(\mathcal{C}) - H(\mathcal{C} | F),
\]
where \( \mathcal{C} \) is the class (a specific \text{ICD-10-CM} code), \( F \) is the feature extracted by the convolving filter, and \( H \) is the information entropy function. This filter is a word filter that identified several
cancer-related words, such as carcinoma and adenocarcinoma, when trained using the training data (Figure 2, panel A). As expected, these words, embodying similar concepts, were identified by the fuzzy matching technology. Moreover, the same words in the testing data were identified by this convolving filter (Figure 2, panel B). Figure 2, panel C shows a 2-gram
convolving filter for certain infectious and parasitic diseases,
which can identify many pathogens. It is worth mentioning that
some pathogens absent in the training data were identified by
this filter in the testing data (Figure 2, panel D). Identifying the
external causes of morbidity was the most difficult task for all of the methods, and Figure 2, panel E shows the most important
filter for this task. Some accident-related words were identified,
such as fracture and injury, but these words were widely used
in our discharge notes. The total number of discharge notes that included these words was 7855, but only 791 discharge notes
were coded as V00-Y99 in the training set. This caused the
information gain to be very low for the testing set (Figure 2, panel F).
Figure 3 shows the information gain distribution of the
convolving filters in each task, demonstrating large differences
between them. The highest-performing classification tasks often
e xtracted high information gain features using convolving filters. Moreover, when the geometric mean of the information gain ratio between the training and testing sets was over 80%, the
testing \( \text{AUC} \) was more than 0.98. It is worth noting that the
information gain ratio was very low for Q00-Q99 and V00-Y99 (19.9% and 0.9%, respectively). This may explain the lower performance in these tasks.

### Table 2. Global (and lowest 5) means of training and testing AUCs in the 5-fold cross-validation test.

<table>
<thead>
<tr>
<th>Pipeline</th>
<th>Training set</th>
<th>Testing set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AUC[^a]</td>
<td>F-measure</td>
</tr>
<tr>
<td>Traditional</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NLP[^c] + SVM[^d] (linear)</td>
<td>0.9947 (0.9836)</td>
<td>0.9546 (0.8560)</td>
</tr>
<tr>
<td>NLP + SVM (polynomial)</td>
<td>0.8627 (0.6736)</td>
<td>0.5630 (0.2498)</td>
</tr>
<tr>
<td>NLP + SVM (radial basis)</td>
<td>0.9565 (0.9146)</td>
<td>0.7984 (0.6613)</td>
</tr>
<tr>
<td>NLP + SVM (sigmoid)</td>
<td>0.9518 (0.9021)</td>
<td>0.7852 (0.6368)</td>
</tr>
<tr>
<td>NLP + RF[^e]</td>
<td>0.9999 (0.9995)^f</td>
<td>0.9864 (0.9628)</td>
</tr>
<tr>
<td>NLP + GBM[^g]</td>
<td>0.9996 (0.9990)</td>
<td>0.9868 (0.9660)</td>
</tr>
<tr>
<td>Proposed</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GloVe[^h] + CNN[^i]</td>
<td>0.9964 (0.9890)</td>
<td>0.9837 (0.9588)</td>
</tr>
</tbody>
</table>

[^a] AUC: area under the curve, calculated using the receiver operating characteristic curve.
[^b] The results are presented as the mean AUC or F-measure (mean of the lowest 5 AUCs or F-measures). Detailed AUCs and F-measures for each chapter-level International Classification of Diseases, Tenth Revision, Clinical Modification (ICD-10-CM) diagnosis code are shown in Multimedia Appendix 2.
[^c] NLP: natural language processing for feature extraction (terms, n-gram phrases, and SNOMED CT categories).
[^d] SVM: support vector machine.
[^e] RF: random forest.
[^f] The best method for a specific index.
[^g] GBM: gradient boosting machine.
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Table 3. Global (and lowest 5) means of the training and testing AUCs\(^a\) in the real-world test.

<table>
<thead>
<tr>
<th>Pipeline</th>
<th>Training set</th>
<th>Testing set</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AUC(^b)</td>
<td>F-measure</td>
<td>AUC(^b)</td>
<td>F-measure</td>
</tr>
<tr>
<td><strong>Traditional</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NLP + SVM(^d) (linear)</td>
<td>0.9921 (0.9768)</td>
<td>0.9365 (0.7983)</td>
<td>0.9477 (0.8549)</td>
<td>0.8458 (0.5984)</td>
</tr>
<tr>
<td>NLP + SVM (polynomial)</td>
<td>0.9103 (0.7975)</td>
<td>0.6316 (0.4045)</td>
<td>0.8716 (0.7400)</td>
<td>0.5761 (0.2802)</td>
</tr>
<tr>
<td>NLP + SVM (radial basis)</td>
<td>0.9577 (0.9208)</td>
<td>0.7954 (0.6484)</td>
<td>0.9349 (0.8476)</td>
<td>0.7588 (0.5258)</td>
</tr>
<tr>
<td>NLP + SVM (sigmoid)</td>
<td>0.9522 (0.9058)</td>
<td>0.7840 (0.6261)</td>
<td>0.9259 (0.8196)</td>
<td>0.7515 (0.5209)</td>
</tr>
<tr>
<td>NLP + RF(^e)</td>
<td>0.9996 (0.9985)</td>
<td>0.9869 (0.9664)</td>
<td>0.9483 (0.8484)</td>
<td>0.8582 (0.5901)</td>
</tr>
<tr>
<td>NLP + GBM(^g)</td>
<td>0.9995 (0.9985)</td>
<td>0.9821 (0.9562)</td>
<td>0.9462 (0.8416)</td>
<td>0.8568 (0.5948)</td>
</tr>
<tr>
<td><strong>Proposed</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GloVe(^h) + CNN(^i)</td>
<td>0.9956 (0.9868)</td>
<td>0.9803 (0.9523)</td>
<td>0.9645 (0.8952)</td>
<td>0.9003 (0.7204)</td>
</tr>
</tbody>
</table>

\(^a\)AUC: area under the curve, calculated using the receiver operating characteristic curve.

\(^b\)The results are presented as the mean AUC or F-measure (mean of the lowest 5 AUCs or F-measures). Detailed AUCs and F-measures for each chapter-level International Classification of Diseases, Tenth Revision, Clinical Modification (ICD-10-CM) diagnosis code are shown in Multimedia Appendix 3.

\(^c\)NLP: natural language processing for feature extraction (terms, n-gram phrases, and SNOMED CT categories).

\(^d\)SVM: support vector machine.

\(^e\)RF: random forest.

\(^f\)The best method for a specific index.

\(^g\)GBM: gradient boosting machine.

\(^h\)GloVe: a 50-dimensional word embedding model, pretrained using English Wikipedia and Gigaword.

\(^i\)CNN: convolutional neural network.
Figure 2. Visualization of selected convolving filters.
**Discussion**

**Principal Findings**

The proposed method, which combines word embedding with a CNN, had a higher testing accuracy than all traditional NLP-based approaches, regardless of the situation. Further analysis showed that convolving filters had fuzzy matching abilities, which greatly reduced the data dimension for the final classification task. Moreover, the training AUCs of the traditional methods were very close to 1. This means that there was no possibility of improvement, and the larger difference between training set and testing set performances implies overfitting.

Arbitrary free-text medical narratives include many word combinations, and there is no good way of integrating similar terms using the current NLP pipelines. Previous studies have highlighted this issue and suggested that improvements are possible by dealing more effectively with the idiosyncrasies of the clinical sublanguage [7]. We believe that our proposal has an advantage in this respect. The used fuzzy matching technology offers a real chance of reducing the risk of overfitting. This is not surprising, as CNNs have achieved excellent results in some text mining tasks [13-15,22,27,28]. This study also demonstrated the advantages of using CNNs for free-text medical narrative classification.

Our proposed method not only increased the accuracy compared with traditional methods, but also can avoid troublesome data preprocessing. Our solution for avoiding troublesome data preprocessing is based on word embedding, which can learn semantics from external resources. The vocabularies are mapped to vectors of real numbers, and the word vectors for similar concepts are likewise close. In our work, a discharge note is converted into an n×50 matrix, where n is the number of words, and CNN classifies this matrix based on our designed convolving filters. Because the word vectors for similar concepts are likewise close in terms, convolutional layers effectively identified a large number of keywords in a convolving filter (data shown in Figure 2). Finally, we used the document features extracted by these convolving filters to identify ICD-10-CM diagnosis codes. This simple idea effectively deals with the idiosyncrasies of the clinical sublanguage, so the proposed method does not require data preprocessing by external dictionaries.

All the classifiers used in this study performed poorly on V00-Y99 (external causes of morbidity) coding tasks, which may be attributed to sparse testing data (0.2%). A previous study found that classifier performance was better on common cancers than on rare cancers [2]. However, the performance of the proposed method was clearly better than that of traditional methods. The Q00-Q99 (congenital malformations, deformations, and chromosomal abnormalities) coding tasks were the next key point, as our method was obviously worse than traditional methods in these tasks. After further analysis, we found that the most common second-level ICD-10-CM diagnosis codes in Q00-Q99 are Q80-Q89 (other congenital malformations), and the words used in these discharge notes were really complex. This means that our CNN may have needed...
more convolving filters to handle this issue. After we doubled the number of filters and retrained the CNN, the testing AUC greatly improved (testing AUCs of 0.9203 and 0.9235 in the cross-validation test and the real-world test, respectively). Hence, although a simple 1-layer CNN has already shown outstanding performance in our experiments, we believe that there are many opportunities to improve the performance of the proposed model.

All traditional term-based classifiers face the problem that emerging diseases cannot possibly be correctly classified. For example, influenza H1N1 could not possibly have been recorded in clinical narratives from 2000 to 2007, so term-based classifiers could not have been aware of the H1N1 pandemic of 2009 [3]. Our method can handle this problem using fuzzy matching technology. Although H1N1 was not recorded in discharge notes from 2000 to 2007, there was enough information to allow the machine to understand that H1N1 was an influenza subtype. In our pretrained GloVe model, H1N1 was very close to some influenza-related terms, such as “swine,” “influenza,” “flu,” and “H5N1” (the cosine similarities were 0.835, 0.832, 0.831, and 0.716, respectively). Thus, we believe that convolving filters could still have correctly identified H1N1 and classified related discharge notes as A00-B99 (certain infectious and parasitic diseases), but more precise coding would have been difficult. Thus, retraining or incrementally updating the classifiers would still be necessary; otherwise, emerging diseases would be merged into similar disease categories. However, this is still an important breakthrough in the free-text medical writing classification task.

Previous studies described the classification methods used by human experts, and several rule-based approaches have demonstrated superior performance [3,33]. The only problem with rule-based approaches is that adding new diseases requires the development of new models and rules. RF models use an ensemble of decision trees, where each interior node is differentiated on the basis of 1 of the terms. We consider the similarity between RF and rule-based approaches to be higher than with the proposed CNN. The machine must imitate human behavior patterns to improve its correctness. The RF model showed better performance than traditional classifiers in most identification tasks (mean testing ranks of 3.000 and 3.190 in the cross-validation test and real-world test, respectively), possibly attributed to the RF model having a similar identification process to that of human experts. The proposed CNN architecture uses a logistic function for output, similar to a linear SVM, although nonlinear SVMs showed a lower training AUC, which may have been due to wrong assumptions about the relationship between features and the outcome. This evidence shows that the assumption of a linear relationship between extracted features and outcome is better than a nonlinear assumption, and the architecture of our CNN also follows this linear assumption in its last layer. However, rule-based approaches are more inclined to use positive terms than negative ones [3,33], so the architecture of RF or GBM is better than a linear classifier. The proposed CNN showed the highest accuracy; the key to success is not our network architecture but the fuzzy term matching technology. Fuzzy term matching reduces the hazard of overfitting, and the mean training AUCs for the RF and GBM models were higher than those for the other models, possibly indicating that overfitting is more risky in RF and GBM models. In summary, we consider that a deeper CNN may provide more accurate predictive ability. Further studies need to consider this to improve the performance of word embedding combined with a CNN.

Outbreaks of deliberate and natural infectious disease can lead to massive casualties unless public health actions are promptly instituted [34]. Thus, many countries have been building real-time infectious disease surveillance systems, such as the Real-time Outbreak and Disease Surveillance system [35]. The implementation principle of the Real-time Outbreak and Disease Surveillance system is through the structured ICD code, and it needs real-time manual identification by emergency physicians. However, this system cannot be extended to all diseases because a lot of resources are required. In addition to infectious diseases, other chronic diseases also need to be surveilled in real time [36]. Government health administrators need timely information to rapidly assess disease prevention and health protection priorities. A timely automated disease classification algorithm is required. Our proposed method provides a viable pipeline for implementing a disease surveillance system of all diseases. It not only improves classification performance but also avoids the inherent limitations of traditional methods. Subsequent studies can use this algorithm to further develop fully automated disease surveillance systems.

Limitations

Several potential limitations of this study should be acknowledged. First, we used only a 50-dimensional GloVe model to process our data, to reduce computing time. However, even a 50-dimensional model has better performance than traditional methods. Thus, we believe that this will not affect our result and that our proposal is a better solution for conducting free-text medical narrative coding tasks. Second, this study included discharge notes from only a single hospital, so we cannot confirm how well it would generalize to other data sources. Although this study only provided a feasibility assessment for extrapolation over time, we believe that it still demonstrated the superiority of our method. Third, this study conducted the classification task only in discharge notes. Discharge notes describe only the presence of the disease, but do not include negative statements. Our CNN architecture includes 3- to 5-gram phrase identifiers, but further studies are still needed to apply this approach to patient progress notes to prove its ability.

Conclusion

Our study showed that combining CNNs with word embedding is a viable analysis pipeline for disease classification from free-text medical narratives. Moreover, it showed outstanding performance compared with traditional NLP employing machine learning classifiers and may avoid troublesome data preprocessing. More complex CNNs could be used to further improve predictive performance, and future studies will not be limited by incomplete dictionaries. Because our data were collected from a single center, further studies can implement this algorithm in other hospitals. We hope our experiment will lead to a range of studies toward developing more efficient
automated classification approaches and that a large amount of unstructured information will be extracted from free-text medical writing. We have developed a Web app to demonstrate our work [37]. Public health surveillance systems would become more efficient, and government health administrators would be able to take timely and correct action for disease prevention and health protection. When previously unlabeled clinical records are labeled using such an automated approach, we can obtain more data-driven clues to help promote the progress of medicine. The health care field will then truly enter the age of big data.
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Abstract

Background: Physician rating websites (PRWs) allow patients to rate, comment, and discuss physicians’ quality. The ability of PRWs to influence patient decision making and health care quality is dependent, in part, on sufficient awareness and usage of PRWs. However, previous studies have found relatively low levels of awareness and usage of PRWs, which has raised concerns about the representativeness and validity of information on PRWs.

Objective: The objectives of this study were to examine (1) participants’ awareness, use, and contribution of ratings on PRWs and how this compares with other rating websites; (2) factors that predict awareness, use, and contribution of ratings on PRWs; and (3) participants’ attitudes toward PRWs in relation to selecting a physician.

Methods: A mailed cross-sectional survey was sent to a random sample (N=1542) from four North German cities (Nordhorn, Hildesheim, Bremen, and Hamburg) between April and July 2016. Survey questions explored respondents’ awareness, use, and contribution of ratings on rating websites for service (physicians, hospitals, and hotels and restaurants) and products (media and technical) in general and the role of PRWs when searching for a new physician.

Results: A total of 280 completed surveys were returned (280/1542, 18.16% response rate), with the following findings: (1) Overall, 72.5% (200/276) of respondents were aware of PRWs. Of the respondents who were aware of PRWs, 43.6% (86/197) had used PRWs. Of the respondents who had used PRWs, 23% (19/83) had rated physicians at least once. Awareness, use, and contribution of ratings on PRWs were significantly lower in comparison with all other rating websites, except for hospital rating websites. (2) Except for the impact of responders’ gender and marital status on the awareness of PRWs and responders’ age on the use of PRWs, no other predictors had a relevant impact. (3) Whereas 31.8% (85/267) of the respondents reported that PRWs were a very important or somewhat important information source when searching for a new physician, respondents significantly more often reported that family, friends and colleagues (259/277, 93.5%), other physicians (219/274, 79.9%), and practice websites (108/266, 40.6%) were important information sources.

Conclusions: Whereas awareness of German PRWs appears to have substantially increased, the use of PRWs and contribution of ratings remains relatively low. Further research is needed to examine the reasons why only a few patients are rating physicians. However, given the information inequality between provider and consumer will always be higher for consumers using the services of physicians, it is possible that people will always rely more on interpersonal recommendations than impersonal public information before selecting a physician.


KEYWORDS

physician rating websites; patient satisfaction
Introduction

When searching for a new physician, patients typically want to find a physician who is a good physician—clinically expert and, at the same time, interested in them, kind, courteous, empathetic, and caring [1]. Yet partly because of a lack of publicly available health care quality information, members of the public have traditionally had few ways of knowing who the good physicians are [2]. However, just as the public has used rating websites to find out information about the quality of other products and services, they are also increasingly using physician rating websites (PRWs) to obtain information about physicians, which allow the public to anonymously rate, comment, and discuss physicians’ quality as a source of information for others [3–6]. In contrast to top-down public reporting approaches (Web 1.0), which only allow passive viewing of content (eg, the public reporting of health service performance using predetermined standards), PRWs represent a bottom-up public reporting approach (Web 2.0), which allows users to also generate content in the form of ratings and comments on physicians’ quality as a form of electronic word of mouth [7–10].

Typically grounded in the assumptions of a theoretical consumer choice model [11], PRWs are a type of public reporting activity and have 2 key aims: (1) influencing patient decision making by increasing the chance that those patients who obtain information will choose better quality organizations or individuals [11–12] and (2) driving quality improvement by identifying aspects of care needing improvement so that changes can be made in practice [11–12]. A number of empirical studies indicate that PRWs are having some success in achieving these goals. For instance, a cross-sectional survey conducted in 2013 with a Web-based panel in Germany found that PRWs seem to have a meaningful influence (positive and negative) on choosing a physician [13]. A number of studies have also indicated that there is an association between PRWs and the quality of care. A cross-sectional survey of 2360 German physicians and other health care providers in 2015 reported that more than half of the responding providers used Web-based ratings to derive measures to improve patient care [14]. Furthermore, other studies have found a correlation between PRWs’ ratings and objective measures of quality [15–18]. However, a number of shortcomings of PRWs have also been identified in the literature [19]. These include rating being anonymous, and therefore, not risk-adjusted and vulnerable to fraud, and a low number of ratings that are overwhelmingly positive [19]. This has raised concerns about the representativeness, validity, and usefulness of information on PRWs [19]. Indeed, without higher number of ratings, PRWs will continue to have limited value.

The utilization of the comparative quality information by health consumers depends on a range of factors, but at the most basic level, it requires consumers to first be aware of it [20], and it has been suggested that one reason for the low usage of PRWs might be that patients are still unaware of these websites [5]. However, 2 US studies published in 2014 by Hanauer et al found that whereas 74% of parents and 65% of adults in a nationally representative sample of the US population were aware of PRWs, only 28% of parents and 23% of adults had used PRWs [21,22]. Indeed, the level of PRW awareness reported by these 2 US studies were substantially higher than those found in previous German and English studies [9,13,23], however, the level of usage was comparable with the German studies [9,13]. This suggests that even if awareness of PRWs increases, there are more important factors behind the low level of PRW usage. For example, a Web-based survey of 1006 randomly selected German patients conducted in 2012 found that younger people, women, the highly educated, and people with chronic diseases were more likely to use PRWs [9]. However, regression analyses found that sociodemographic variables and health status alone did not predict PRW usage, but once psychographic variables and information-seeking behavior variables were added, it was found that higher education, poorer health status, higher digital literacy, lower importance of family and pharmacist for health-related information, higher trust in information on PRWs, and higher appraisal of usefulness of PRWs served as significant predictors for PRW usage [9].

With the most recent previous German studies regarding PRW awareness and usage having been conducted in 2012 and 2013 [9,13], there is a need to reexamine this issue to determine where future efforts to increase the level of PRW usage and ratings of physicians should be focused. Whereas both of the most recent German studies have drawn their samples from Web-based panels, this study will take a different approach to data collection and use a random sample of the general public, which should reveal a more generalizable view of the average population compared with panel data. This study aims to examine (1) the level of awareness and usage of PRWs among the general public and how this compares with other rating websites; (2) factors that predict awareness, use, and contribution of ratings on PRWs; and (3) attitudes toward PRWs in relation to selecting a physician.

Methods

This study was approved by Hannover Medical School’s Research Ethics Committee on January 12, 2016. All participants signed an informed consent form.

Survey Implementation

A mailed survey was conducted between April and July 2016. A random sample was obtained from the Registry offices of four North German cities of various sizes, under paragraph 34 of the Federal Registry Act (Bundesmeldegesetz) that allows registration authorities to transfer data to other public bodies if certain criteria are met. Inclusion criteria for the random samples were that the person’s place of residency was Nordhorn (53,285 residents, valid December 31, 2015), Hildesheim (101,667 residents, valid December 31, 2015), Bremen (556,326, valid December 1, 2015), or Hamburg (1,787,408 residents, valid December 31, 2015) and that the person was aged between 18 and 85 years. These cities were selected to enable participants from different sized cities to be recruited (small or rural area, medium city, large city, and extra-large city). To ensure participants’ confidentiality and to allow for reminders to be sent to nonresponders, a unique identifier code was assigned to each participant from the random sample before data collection. The document with participants’ identifying information and unique ID was accessible only to the study team, password
protected, and stored separately from data documents. Surveys with participants’ unique IDs on them were mailed to a total of 1600 residents in Nordhorn (n=400), Hildesheim (n=400), Bremen (n=400), and Hamburg (n=400). Surveys were sent to residents of Nordhorn, Hildesheim, and Hamburg in the first week of April 2016, with a reminder sent to all nonrespondents 3 weeks later. Due to a late response from the Bremen Registry Office, surveys were sent to residents of Bremen in the first week of June 2016, with a reminder sent to all nonrespondents 3 weeks later. No incentives to participate in the study were provided. Fifty-eight surveys, which were returned because of out-of-date addresses or because participants had died or have a severe disability and are unable to read and write, were excluded from the study, leaving a total of 1542 surveys.

Survey Contents

Survey questions were primarily adapted from previous surveys conducted in Germany [9,12] and the United States [21,22]. The survey was pilot-tested with a convenience sample of 5 lay people using “think aloud cognitive interview” to ensure clarity and item comprehension [24]. Survey questions explored respondents’ awareness, use, and contribution of ratings on rating websites for service (physicians, hospitals, and hotels and restaurants) and products (media and technical) in general and the role of PRWs when searching for a new physician. Questions concerning the importance of different information sources when searching for a physician, the usefulness of the information in PRWs, and how strongly this information influenced the decision regarding finding a physician used a 4-point Likert scale (eg, from “very important” to “not at all important”). Demographic questions asked for respondents’ age, gender, marital status, education, whether they had previously been employed in health care, type of health insurance, whether they suffer from a chronic illness, and how often they had moved place of residence in the last 10 years (see Multimedia Appendix 1).

Data Analysis

For the questions concerning the awareness, use, and personal contribution of a rating on rating websites, there exists a cascade of questions where an inconsistent answer pattern could arise if a respondent answered “yes” to a question following a question they had answered “no” to. This inconsistency was solved by only including the first answer. Descriptive statistics included medians and means for continuous variables and percentages for categorical variables. Questions that used 4-point Likert response scales were dichotomized at the midpoint because sample sizes for some cells were often too small to be analyzed. Pearson chi-squared tests were used to analyze awareness, use, and contribution of ratings on rating sites, the role of PWRs when searching for a new physician, characteristics of respondents, and patterns of nonresponse. To test response rates between measures of the same subject (eg, awareness of PRW vs awareness of rating websites for hotels), we used the McNemar test. When comparing the percentages of participants using rating websites between two types of websites (PRWs and another), only those respondents who were aware of both types of websites were included. Similarly, when comparing the percentages of participants contributing a rating on two types of websites (PRWs and another), only those respondents who had used both types of websites were included. To assess potential predictors of the three outcomes—(1) awareness of PRWs, (2) use of PRWs, and (3) previously rated a physician—nine candidate predictors were preselected based on theoretical considerations and previous findings [9,13,21,22], including city, age, gender, marital status, education, previously worked in health care, health insurance, suffers a chronic illness, and number of times place of residence has changed in the last 10 years. We used three different models to test the impact of these predictors. First, we ran univariate logistic regression analyses for each predictor in a separate model, provided regression coefficients are unadjusted for all other predictors. Second, we used multiple logistic regression (MLR) models to test all predictors simultaneously, provided regression coefficients are adjusted for all other predictors in the model. MLRs, however, often suffer from overfitting, especially if the number of predictors is high relative to the number of cases and/or the frequency of the smaller group (in the case of dichotomous outcomes) [25], leading to models with low predictive accuracy when predicting new samples. To avoid such overfitting, we used a variable selection procedure, the least absolute shrinkage and selection operator (lasso), as a third model. In the lasso, model coefficients are deliberately shrunk by implying a penalty term to the binomial likelihood function when fitting the model. As a consequence, these models are somewhat more biased than those obtained from MLR but instead exhibit strongly increased predictive accuracy [26]. Thus, predictors whose coefficients from penalized regression have not been shrunk to 0 are likely to be predictive when replicating the study under consideration. Since the outcome variable was dichotomous, the lasso was based on a logistic regression model. The predictive accuracy of both the MLR and the lasso were determined by cross-validation [27]. We used Cohen kappa, computed between predicted and observed values, and the area under the receiver operating characteristics curves (ROC area) as measures of accuracy. A kappa value of 1 thereby denotes perfect predictive accuracy, whereas a value of 0 denotes random guessing. Accordingly, a value for ROC area of 1 denotes perfect predictive accuracy, whereas a value of 0.5 means random guessing. All predictor variables in the model were standardized before the analysis in any model, except for city and educational level.

Results

Characteristics of Respondents

Overall, a total of 280 completed surveys were returned, corresponding to an 18.16% (280/1542) response rate. Seventy-five of the completed surveys came from Nordhorn, 72 from Hildesheim, 62 from Bremen, and 71 from Hamburg. In addition, 169 formal refusals to participate in the study were received, of which 103 provided a reason for nonparticipation. Key reasons given for nonparticipation included no interest in the topic (n=21), no computer and/or Internet (n=10), not aware or do not use PRWs (n=9), health reasons (n=9), time reasons (n=5), and age reasons (n=5). Overall, 15.7% (44/280) of respondents were aged 30 years and less, 29.3% (82/280) were aged between 30 and 50 years, 38.6% (108/280) of respondents were aged between 30 and 50 years, 38.6% (108/280) of respondents...
were aged between 50 and 70 years, and 16.4% (46/280) were 70 years and older. Furthermore, 55.0% (154/280) of respondents were female, 58.9% (165/280) were married or in a civil partnership, 78.4% (218/278) had never been employed in health care, 81.4% (227/279) had public health insurance, 35.1% (98/279) suffered from a chronic illness, 29.7% (83/279) had changed their place of residence in the last 10 years 1 to 2 times, and 10.0% (28/279) had changed 3 or more times. Nonresponder analysis comparing all responders (n=280) with all nonresponders (n=1320) showed that gender composition did not significantly differ between responders and nonresponders (χ²=1.9, P=.16), whereas mean age did (responders were older by 3.14 years on average, t₁₅₃₆=2.68, P=.007); however, the effect size was small (d=0.18).

**Awareness of Rating Websites**

Overall, 72.5% (200/276) of the respondents were aware of PRWs (see Figure 1; Multimedia Appendix 2 presents the complete results). Respondents’ awareness of PRWs was significantly lower than their awareness of rating websites for hotels and restaurants (χ²=52.3, P≤.001), technical products (χ²=36.2, P≤.001), and media (χ²=18.8, P≤.001), though significantly higher than that for hospitals (χ²=33.9, P≤.001). There was also a significant difference between participants’ employment in the health care system and awareness of rating websites for physicians (χ²=8.3, P=.02; 92% of the participants currently employed in health care were aware of PRWs, 59% of the participants previously employed in health care were aware of PRWs, and 72% of the participants never employed in health care were aware of PRWs).

**Use of Rating Websites**

Of the respondents who were aware of PRWs, 43.6% (86/197) had used PRWs (see Figure 2; Multimedia Appendix 2 presents the complete results). In comparison with other rating websites, this was significantly lower than the proportion who had used rating websites for hotels and restaurants (χ²=44.2, P≤.001), technical products (χ²=23.2, P≤.001), and media (χ²=13.0, P≤.001), though significantly higher than for hospitals (χ²=8.2, P=.004). There was also a significant difference between age groups and use of PRWs (χ²=10.3, P=.02; 58%: 30 years or less, 54%: 30-50 years, 36%: 50-70 years, and 24%: 70 years and above).

**Contributing to Rating Websites**

Of the respondents who had used PRWs, 23% (19/83) had rated physicians at least once (see Figure 3; Multimedia Appendix 2 presents the complete results). This value was comparable with the proportion of ratings for the other websites except for hospitals where the respective value of 50% was significantly higher. Statistics comparing the proportions of ratings for physicians with each of the other rating sites were as follows: hotels and restaurants (χ²=11.6, P≤.001), media (χ²=4.8, P=.03), technical products (χ²=3.5, P=.06), and hospitals (χ²=0.2, P=.65).

**Figure 1.** Proportion of respondents who were aware of rating websites.
Factors Predicting Awareness and Use of PRWs

Standardized coefficients of all predictors across all 3 outcomes were generally very low, suggesting that except for the impact of responders’ gender (higher for females than for males) and marital status (higher if married or in a civil partnership than if not) on awareness of PRWs and responders’ age on use of PRWs (higher for younger), no other predictors had a relevant impact. Complete results of the tests assessing potential predictors for the outcomes “already aware of PRWs,” “previously used a PRW,” and “previously rated a physician on a PRW” are shown in Multimedia Appendix 3. Results of cross-validation are shown in Multimedia Appendix 4. Those for “rated a physician on a PRW” were below 10%, whereas for the other two outcomes class imbalance was less severe. Predictive accuracy based on cross-validation was low for both the MLR and the lasso. Kappa values varied between 0 and 0.1 and ROC area values between 0.51 and 0.63 depending on the model and the outcome used. The corresponding values based on the sample data where the models were applied were somewhat higher, pointing to the degree of overfit in the MLR.
Table 1. Selecting a new physician.

<table>
<thead>
<tr>
<th>Question</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>When searching for a new physician, how important were the following information sources? (very or somewhat important)</td>
<td></td>
</tr>
<tr>
<td>Family, friends, and colleagues                                         259 (93.5)</td>
<td></td>
</tr>
<tr>
<td>Other physicians                                                        219 (79.9)</td>
<td></td>
</tr>
<tr>
<td>Practice websites                                                       108 (40.6)</td>
<td></td>
</tr>
<tr>
<td>Physician rating sites                                                  85 (31.8)</td>
<td></td>
</tr>
<tr>
<td>Business directories                                                    51 (19.0)</td>
<td></td>
</tr>
</tbody>
</table>

Among those who answered “Yes” for used PRWs\(^a\) : How useful did you find the information on physicians rating sites when searching for a physician?

<table>
<thead>
<tr>
<th>No experience</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very useful</td>
</tr>
<tr>
<td>Somewhat useful</td>
</tr>
<tr>
<td>Less useful</td>
</tr>
<tr>
<td>Not at all useful</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>10 (12)</td>
</tr>
<tr>
<td>9 (11)</td>
</tr>
<tr>
<td>28 (33)</td>
</tr>
<tr>
<td>34 (40)</td>
</tr>
<tr>
<td>4 (5)</td>
</tr>
</tbody>
</table>

Among those who answered “Yes” for used PRWs\(^a\) : How strongly did the information on physician rating sites influence your decision regarding a new physician?

<table>
<thead>
<tr>
<th>No experience</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very strongly</td>
</tr>
<tr>
<td>Somewhat strongly</td>
</tr>
<tr>
<td>Less strongly</td>
</tr>
<tr>
<td>Not at all</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>9 (10)</td>
</tr>
<tr>
<td>7 (8)</td>
</tr>
<tr>
<td>22 (26)</td>
</tr>
<tr>
<td>33 (38)</td>
</tr>
<tr>
<td>15 (17)</td>
</tr>
</tbody>
</table>

\(^a\)PRWs: physician rating websites.

Selecting a New Physician

Whereas 31.8% (85/267) of the respondents reported that PRWs were a very important or somewhat important information source when searching for a new physician, they significantly more often reported that other factors were very important or somewhat important information sources, with 93.5% (259/277) endorsing family, friends, and colleagues, 79.9% (219/274) other physicians, and 40.6% (108/266) practice websites ($P \leq .001$ for all three comparisons; see Table 1). There were significant differences between frequency of residency changes and importance placed on PRWs as an information source when searching for a new physician, with 24% considering PRWs as somewhat or very important among those who never moved, 41% among those who moved 1 to 2 times, and 46% among those who moved 3 or more times ($\chi^2=10.3, P=.006$). For those respondents who had previously used PRWs, 44% (37/85) reported that they found the information on PRWs very useful or somewhat useful when searching for a new physician. Similarly, 34% (29/86) of the respondents who had previously used PRWs reported that the information on PRWs very strongly or somewhat strongly influenced their decision regarding a new physician, although this increased to 50% (11/22) among respondents who had previously rated a physician.

Discussion

Principal Findings

This study has resulted in three key findings. First, awareness of German PRWs was found to be high (72.5%), though the usage of PRWs (43.6%) and especially the contribution of ratings (23%) remain relatively low. Awareness, use, and contribution of ratings on PRWs were also significantly lower in comparison with all other rating websites, except for hospital rating websites. Second, respondents’ age was the only relevant predictor of use of PRWs, with younger respondents more likely to use PRWs. Third, when selecting a new physician, the importance of factors such as family and friends as information sources were endorsed more frequently than PRWs.

Respondents’ reported awareness of PRWs was substantially higher than the awareness of PRWs reported by previous German studies, which found 29% awareness in 2012 and 32% in 2013 [9,13]; however, it is similar to the 2 US studies published in 2014 by Hanauer et al, which found that 74% of parents and 65% of adults in a nationally representative sample of the US population were aware of PRWs [21,22]. It therefore appears that a lack of PRW awareness is no longer a key barrier to PRW usage (in Germany and the United States) [5]. The apparent increase in awareness of German PRWs may have been influenced by the low response rate, with responders more likely to already be aware of PRWs and the majority of nonresponders said they were not interested in the topic.

http://www.jmir.org/2017/11/e387/
However, it is also potentially due to large German public health insurers launching their own PRWs. Germany’s largest public health insurer Allgemeine Ortskrankenkasse (AOK) launched the PRW Arzt-Navigator in 2010, which was rolled out nationwide in May 2011. Two other large public health insurers, Techniker Krankenkasse (TK) and BARMER GEK, have also subsequently developed their own PRWs (TK-Ärztelführer and BARMER GEK-Arztnavi, respectively). These PRWs have received media attention that has likely led to a much greater public awareness of PRWs [28].

However, despite this increase in PRW awareness, the percentage of those who had used PRWs (among the responders who were aware of them) was substantially lower than previous German studies. For instance, whereas Emmert et al only reported that 25% of all responders had used PRWs, their data show that among those who were aware of PRWs, 79% had used PRWs [13]. Similarly, while Terlutter et al only reported 26% of all respondents used PRWs at least once, their data show that among those who were aware of PRWs, 88% had used PRWs [9]. It is noteworthy that these numbers are even higher than the rate of users of the most common rating website in our survey (hotels and restaurants: 76%). The large difference between our study and the previous German studies likely reflects the increase in awareness of German PRWs and the different methodologies used in the 2 studies. When the previous German studies were conducted, most German PRWs were still in a growth phase and awareness of German PRWs was low; furthermore, both the Emmert et al and Terlutter et al studies used Web-based surveys and recruited participants from Web-based panels [9,13]. Our study, on the other hand, has been conducted when German PRWs are in a more mature phase, and awareness of German PRWs is much higher; additionally, our study used a mailed survey and a sample of the general public. Consequently, our study’s findings more likely reflect the distribution between PRWs awareness and usage in the general public, although further research is needed to confirm this. Nevertheless, the 2 US studies by Hanauer et al involving the general public also found similar rates of PRW usage among those aware of PRWs: 38% and 37% [21,22].

Respondents’ age was found to be the only relevant predictor of use of PRWs, with younger responders more likely to use PRWs. This finding supports previous research [9,29] and the suggestion that the main impact of PRWs will likely come with the next “Facebook” generations, who use the Internet more and are more used to providing ratings on the Internet [30]. The use of PRWs is also likely influenced, in part, by the importance patients place on it as an information source when searching for a new physician. Whereas the vast majority of responders reported that family, friends, and colleagues were a very or somewhat important information source, only one-third of responders considered PRWs an important source. The 2 US studies by Hanauer et al reported that participants placed similar importance on family and friends as an information source (very or somewhat important: 85% and 89%, respectively) but substantially higher importance on PRWs (very or somewhat important: 59% and 62%, respectively) compared with the German participants in our study [21,22]. The large difference placed by US and German participants on the importance of PRWs as an information source when searching for a new physician may be partly because of differences in population mobility in the 2 countries; our study found that the proportion of German participants placing importance on PRWs increased with more changes of residency; however, research suggests that the US population is more mobile than European Union citizens [31]. Population mobility may be a fruitful area for future research to examine in relation to differences between countries in the use of PRWs.

Among the responders who had used PRWs, the percentage of those who had rated a physician was also much lower than previous German studies. For instance, whereas Emmert et al reported that only 11% of all respondents had rated a physician, their data show that among those who had used PRWs, 44% had rated a physician [13]. This higher rate of rating may also reflect the Web-based survey and Web-based panel used by Emmert et al. Previous international studies have found results similar to our study, with both US studies by Hanauer et al reporting that among those who had used PRWs, 23% had rated physicians [21,22]. As PRW users are not compensated for contributing ratings in any way, basic economic theory suggests that ratings were likely to be underprovided [32]. However, it is clear that users of other rating websites are contributing ratings more often. Whereas the lower awareness and usage of PRWs in comparison with other rating websites may remain a factor, there are clearly other factors that are leading patients not to rate their physicians given the low number of people who use PRWs going on to contribute their own rating. Of the responders who had used PRWs, under a third had contributed a rating. Two-thirds of PRW users are therefore effectively free riders, who are willing to use PRWs as a source of information but do not contribute ratings. However, without higher number of ratings, PRWs will continue to have limited value for every user. It is therefore not only a matter of reciprocity, but it is in the users’ self-interest to contribute ratings. Many PRW users may not be aware of this, and PRWs may want to consider notifying users of the importance of contributing ratings.

However, it is also useful to consider the reasons why participants’ awareness and usage of PRWs were all significantly lower in comparison with the other non–health care-related rating websites, which is consistent with the results of the 2 Hanauer et al studies [21,22]. In a recently published study by Rothenfluh et al, the choice-making processes of participants using the rating website TripAdvisor to select a hotel and the PRW Jameda to select a physician were explored [33]. Despite involving 2 service goods, major differences between the uses of the 2 rating websites were found. Whereas participants thought that choosing a hotel was more important than choosing a shopping mall, participants spent less time searching for physicians than hotels and found choosing a physician much easier. Four themes were identified as being behind these differences. First, participants used a “trial and error” approach when selecting a physician, deciding only after a visit if they wanted to stay or switch to another, whereas they felt confident in making a definite choice regarding a hotel based on the information on the rating website. Second, participants expressed high trust in the medical profession and perceived that any of the listed physicians would be competent, while their confidence
in hotels was lower. Third, although participants felt confident in evaluating the quality of a hotel, they perceived that they had an inability to properly evaluate the skills and abilities of physicians. Finally, participants reported that interpersonal connection, gut feeling, and likeability played a huge role in selecting a physician, whereas the price and offered facilities were more important in relation to hotels [33]. Drawing from the economics literature, Rothenfluh et al distinguished between different types of services goods according to the level of information asymmetry between the provider and consumer and consequently suggested that these 2 service goods (hotels and physicians) cannot be treated equally because of their unequal attributes [33].

These findings suggest that the awareness and usage of PRWs may, in fact, always be lower in comparison with the other non-health care–related rating websites because the information inequality between provider and consumer will always be higher for consumers using the services of physicians (and hospitals) than it is for consumers using other services such as hotels and restaurants, and even more so for consumers buying products such as media and technical products. Whereas changes to the way in which PRWs are currently designed may make them more useful [33], it is possible that people will always rely more on interpersonal recommendations than impersonal public information before selecting a physician, and consequently not use PRWs as often as they would other rating websites. It is therefore perhaps not very surprising that participants endorsed far more frequently the importance of family and friends as information sources than PRWs when selecting a new physician, which is consistent with previous research [21,22].

Nevertheless, there is currently limited research examining the reasons why patients are not rating their physicians on PRWs, and more research is needed regarding this issue to identify barriers that may be addressed. A recently published study by Patel et al explored patients’ views regarding rating general practitioners on PRWs, within the context of other feedback methods available in England [34]. Participants reported that they would not leave feedback on PRWs because of accessibility issues, privacy and security concerns, and because they felt feedback left on a website may be ignored [34]. Hanauer et al also asked participants in their 2012 US study to consider the implications of leaving negative comments about a physician [22]. Participants reported being concerned that their identity could be disclosed (34%) and that the physicians may take action against them for leaving negative comments (26%) [22].

Limitations
This study has a number of limitations that should be taken into account when interpreting the results. Responder bias may have influenced the results; however, as those who responded to our survey are likely to be generally more interested in the issue, the relatively low use of PRWs and low contribution of ratings should be taken seriously. Additionally, with a response rate of 18.1%, a generalization of the quantitative results to all the inhabitants of the four North German cities is likely not possible. Differences may also exist between other regions in Germany with respect to rating sites. However, the survey was mailed to a random sample of an average population from four North German cities of different sizes. The nonresponder analysis also found no significant difference in gender, and whereas responders were slightly older than nonresponders on average, the effect size was small. One of the reasons nonparticipants provided for not participating in the survey was that they were not aware of PRWs or do not use PRWs. If nonparticipants did not participate simply because they were not aware of PWRs, the average proportion of participants that is aware of PRWs is likely to be overestimated. However, out of the 169 refusals to participate in the study that were received, only 9 of them reported that they did not participate because they are not aware of PRWs or do not use PRWs. Furthermore, as there is a cascade of questions (awareness > use > contribution of ratings), there need not be an overestimation in relation to the use of PRWs and rating of a physician on a PRW at least once, since only participants who are actually aware of PWRs were included for these questions. Therefore we do not think that this issue has significantly impacted our results. Responses were self-reported, and therefore we do not know the actual use of PRWs or what PRW participants visited. Additional research involving a larger sample would be desirable.

Conclusions
This study indicates that awareness of PRWs in Germany has substantially increased in recent years. This is a positive development and suggests that a lack of awareness is no longer a key barrier for PRW usage in Germany. Nevertheless, the level of usage of PRWs remains relatively low, and moving forward, the focus should be on a better understanding of the reasons why patients are not rating their physicians on PRWs, so that barriers that may be addressed can be identified. However, given the fact that the information inequality between provider and consumer will always be higher for consumers using the services of physicians, the awareness and usage of PRWs may, in fact, remain lower in comparison with the other non-health care–related rating websites. While changes to the way in which PRWs are currently designed may make them more useful, it is possible that people will always rely more on interpersonal recommendations than impersonal public information for selecting a physician.
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Abstract

Background: A new generation of user-centric information systems is emerging in health care as patient health record (PHR) systems. These systems create a platform supporting the new vision of health services that empowers patients and enables patient-provider communication, with the goal of improving health outcomes and reducing costs. This evolution has generated new sets of data and capabilities, providing opportunities and challenges at the user, system, and industry levels.

Objective: The objective of our study was to assess PHR data types and functionalities through a review of the literature to inform the health care informatics community, and to provide recommendations for PHR design, research, and practice.

Methods: We conducted a review of the literature to assess PHR data types and functionalities. We searched PubMed, Embase, and MEDLINE databases from 1966 to 2015 for studies of PHRs, resulting in 1822 articles, from which we selected a total of 106 articles for a detailed review of PHR data content.

Results: We present several key findings related to the scope and functionalities in PHR systems. We also present a functional taxonomy and chronological analysis of PHR data types and functionalities, to improve understanding and provide insights for future directions. Functional taxonomy analysis of the extracted data revealed the presence of new PHR data sources such as tracking devices and data types such as time-series data. Chronological data analysis showed an evolution of PHR system functionalities over time, from simple data access to data modification and, more recently, automated assessment, prediction, and recommendation.

Conclusions: Efforts are needed to improve (1) PHR data quality through patient-centered user interface design and standardized patient-generated data guidelines, (2) data integrity through consolidation of various types and sources, (3) PHR functionality through application of new data analytics methods, and (4) metrics to evaluate clinical outcomes associated with automated PHR system use, and costs associated with PHR data storage and analytics.
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Introduction

The idea of patient health records (PHRs) emerged in the early 1970s [1,2] with the goal of increasing patient engagement and empowerment, which in turn was intended to enable continuity of care, error reduction [3], treatment choice, and patient-provider partnership building [1,2].
An extension of traditional electronic health records (EHRs), PHRs created a patient-centric platform supporting the new vision of health services that enables patient-provider information sharing and collaboration, with the goal of improving health outcomes and reducing costs. In recent decades, great strides have been made toward achieving these far-reaching goals in research and practice. Through the implementation in the United States of the Health Information Technology for Economic and Clinical Health (HITECH) Act passed in 2009, the use of PHR data is becoming more commonplace [4]. As defined by the program, the initial stage of meaningful use encourages providers to integrate technology into medical practice, making vast amounts of patient data available electronically. Later stages of the program focus on empowering patients by providing them with online access to their health data.

The use of PHRs has grown since the rise of mobile computing and advancement of patients’ technical aptitude. As an extension of EHRs, PHRs have been developed to enable patients to manage their own health care. These records include (1) EHR-transmitted data such as laboratory results and summary of care, and (2) patient-generated data such as symptoms. The amount of overlap in terms of data and functionalities between the EHR and PHR depends on the type of implementation: tethered, interconnected, or stand-alone [5]. Functionalities available through the PHR are intended to be used by patients, rather than by providers, and include appointment scheduling, prescription refill, and secure messaging [6]. The newly developed PHRs created a complementary source of clinical data such as patient-reported outcomes [7-9], physician ratings [10], medication adherence [11], and social support [12,13], and they allow for new data analytics techniques to detect, measure, and predict health-related outcomes. The United States has been a leader in the field of PHR data analytics. One reason for the growth of health care analytics in the United States is the incentivization of such research through federal initiatives to deliver patient-centered care and quality-driven payment models [14,15]. The Partnership for the Future of Medicare [15] states that innovative methods, such as email consultations and self-monitoring, must be used to achieve individualized, effective care. Additionally, Medicare strives to make health care data more readily available and accessible, including quality and performance metrics. Taken together, these initiatives support health care data collection and utilization in the United States, making PHR analytics more feasible. However, the full potential of PHR cannot be realized until we have a better understanding of PHR data content, formats, and sources.

Tremendous amounts of patient data are now available through PHR systems. With patients’ permission, these data, along with the application of advanced data mining and machine learning, can provide significant new opportunities in research. For instance, models in areas such as disease prediction, patient risk assessment, and early symptom detection can now be improved, leading to major advances in health outcomes and cost optimization. However, along with new opportunities provided by PHR systems come data and user-related challenges. Data-related issues such as quality, privacy, and security pertain to collection, safe storage, and processing of large quantities of patient data from distributed information systems. Also, patients previously excluded from access to such systems may lack the expertise to understand the data [16].

This review assessed the scope of data and functionalities in PHR systems with the goal of understanding how these affect research on health information systems. The platforms today lack a global standard and vary widely in terms of functionalities, goals, privacy issues, and legal frameworks. Hence, looking at the evolution of PHR data elements through a literature review of US studies, we also investigated opportunities and challenges associated with this emerging platform. While our review and implications are US centric, many of the broader research ideas have emerged from global applications.

### Methods

We conducted a review of US literature published from 1950 through 2015 to assess the scope and functionalities available through the PHR, along with associated data elements, formats, and sources. We summarized the results and classified the data content through functional categorization and chronological analysis, and identified gaps in the literature. Based on our findings, we present recommendations for health information systems research.

### Eligibility Criteria

In this review, we defined PHR as an electronic record designed for patients to self-manage care [6]. Thus, we focused on data that were either entered by or transmitted to the patient to enable self-care management, regardless of PHR type or brand. We considered US studies from 1950 through 2015. We limited our search to US-based studies because of variation in ontologies and legal and privacy frameworks across countries. Because we were interested in specific data content available in the PHR, rather than patients’ extent of system use, we excluded articles focusing on PHR adoption. Furthermore, we excluded articles containing data intended to be used only by health care providers, and that not to be viewed by patients. For example, articles reporting on physician use of patients’ hormone levels to assess risk factors and clinical outcomes were excluded from the analysis because this information was not intended to be used or viewed by patients. Finally, after reviewing the body of articles selected based on title and abstract, we excluded articles that focused on general concepts and did not mention specific data elements present in the PHR.

### Data Sources and Search Strategy

To conduct our review, and using used PubMed’s Medical Subject Headings (MeSH) database as our starting point, we identified 5 search phrases referring to the PHR: (1) personal health record, (2) personal medical record, (3) patient health record, (4) computerized patient record, and (5) personal electronic health record. A search of eligible US studies on PubMed from 1950 to 2015 and on Embase and MEDLINE from 1966 to 2015 using the previously defined phrases resulted in 1822 articles (Figure 1). The search results comprised articles containing any of the search phrases in all fields including titles and abstracts.
Title and abstract screening based on the inclusion and exclusion criteria by 2 reviewers (authors LB and AI) resulted in consideration of 334 articles. Data elements, associated data sources, and analytics techniques were described. The reviewers met after screening every 20 articles to compare results and adjudicate. Consensus was reached regarding (1) the final list of articles to be considered for full-text screening and (2) information extracted from the selected articles.

The full body screening resulted in a total of 106 articles used for data element extraction. Whenever available, reviewers LB and AI recorded the following information in an Excel 2010 (Microsoft Corporation) spreadsheet from each article reviewed in this study: (1) title, (2) author(s), (3) year of publication, (4) PHR data element(s) (i.e., data collected by or shared via the PHR), (5) data type(s) (character, number, string, etc), (6) platform(s) (website, app, etc), (7) data storage (Excel database, Oracle, etc), (8) data entry (manual or electronic), (9) source, (10) receiver, (11) details regarding patient use, (12) barriers and issues, and (13) benefits.

Data Categorization
A list of all data elements extracted from the 106 selected articles was further grouped by the reviewers into major data categories. The data categories were based on a taxonomy created in a PHR systematic review published in 2011 by Archer et al [6], which served as a foundation for this work. Categories found in our review but not included in Archer et al’s review were identified and validated by a group of clinical informatics experts.
We categorized the PHR data and refined them after consultation with an informal focus group of clinicians. In cases where different terms referred to the same data element (e.g., medications, pills, and drugs), we chose 1 of the terms and grouped all synonymous data elements together under this term. Metadata pertaining to PHR functionalities were extracted from the articles and categorized based on content. For instance, articles mentioning the PHR reminder functionality were listed as references for data elements such as appointment reminders and prescription reminders, and were categorized under scheduling and treatments, respectively, as opposed to grouping all reminders under an umbrella “reminders” category. Additionally, some of the PHR data elements could have been included in different categories, depending on the user’s perspective. For example, the data elements described as prevention adherence could be viewed by the patient as part of a prevention plan but perceived by the provider as compliance with recommended health procedures and activities. We refined and ordered data categories listed in the results table based on their typical sequence of patient health care delivery. For example, scheduling data were listed before treatment data, which were listed before outcomes.

**Functional Taxonomy and Chronological Analysis**

Following PHR data extraction and categorization, we performed a cross-categorical analysis of the data by percentage, source, and format. Additionally, we completed a longitudinal analysis of the time of first mention of the data element in the literature.

**Results**

**Extraction Results**

The literature review identified 13 major categories of PHR (Multimedia Appendix 1 [17-117]). At least one data element was included within each of the main categories, and details on the data elements and their corresponding references are provided. In addition to the data elements previously reported in Archer et al’s systematic review, this research identified 22 new data elements. Additionally, we distinguished 3 data elements from Archer et al’s review in the more recent PHR literature and separated them into more than one data element.

Patient data elements reported in the literature are available in Multimedia Appendix 1.

The comparable data elements identified in both reviews were personal information, problem lists, surgical history (procedures, hospitalizations), medical history (family history), provider information (provider list), allergies, home monitoring data, medical history, psychographics (social history, lifestyle), immunizations, prescription medications, and notes.

The data elements not previously reported in Archer et al and that we identified in this research were (1) genetic data, (2) preferences, (3) PHR settings, (4) facility information, (5) personalized search results, (6) visit preparation information, (7) compliance, (8) medical equipment and supplies, (9) self-treatment, (10) treatment plan, (11) outcomes, (12) patient-provider message, (13) incentive programs data, (14) patient health education material, (15) trainings, (16) personalized health advice, (17) environmental information, (18) assessment information, (19) personal health goals, (20) health care cost management, (21) insurance data, and (22) health status.

In our research, we were also able to separate Archer et al’s preventive health recommendations into (1) preventive care and (2) prevention adherence. We broke examinations and diagnoses down into (1) vital signs and anthropometric data, (2) physiological information, and (3) diagnosis. We further distinguished laboratory tests and appointments as (1) results, (2) imaging, and (3) appointments.

**Functional Taxonomy and Chronological Analysis**

Results

We grouped PHR data elements by source, format, and time of first mention. Analysis of data elements mentioned in the literature allowed for description of information available for analytics use. This analysis also revealed the capabilities available to patients through PHR systems.

**Patient Health Record Systems Data—Scope**

The bar graph in Figure 2 displays the frequency of data elements described in the articles we reviewed. To obtain the percentages, we divided the total number of citations for each of the major data categories by the total number of citations for all major data categories combined. Figure 2 shows a wide range in the frequency of data categories described in the literature, with health history being the most frequently occurring data category, accounting for 88 out of 450 (19.6%) total citations, and outcomes being the least frequently mentioned, accounting for 2 out of 450 (0.4%) citations.
The 4 most frequently occurring data elements (health history, treatments, patient general information, and diagnostics) accounted for 269 out of 450 (59.8%) total citations and were typically added to PHRs through extraction from the patients’ EHR. In addition to data elements extracted from the EHR, a significant amount of data, such as information about medication adherence and self-care, is entered by patients. However, we found PHR-entered data less frequently in our review, representing about 27% of the 450 total citations: 34 (7.6%) citations related to educational resources, 31 (6.9%) citations related to scheduling, 19 (4.2%) citations related to communication, 17 (3.8%) citations related to visits, 9 (2.0%) citations related to daily living patterns, 3 (0.7%) citations related to patient environment, and 2 (0.4%) citations related to outcomes. These likely reflect new functionalities provided to patients through their PHR during our review period. Administrative data accounted for 18 (4.0%) of total citations and consisted of information on health care cost management and insurance data. Health care cost management included information on admissions and discharges and on health spending. Insurance information, on the other hand, provided patients with information such as insurance claims, benefits, copays, and reimbursement.

Data available in the PHR were generated by a multitude of devices, and were entered by different parties (ie, patients and providers) through various platforms (Table 1). We found that data elements related to the patient-provider encounter, such as patient general information, diagnostics, psychosocial status, treatments, visits, and outcomes data, were generally extracted from the EHR. More recent data elements were entered through patient portals (such as educational resources and patient environment data), or transmitted by sensors and tracking devices (such as daily living patterns).

The variety of PHR platforms led to the generation of different data formats (Table 1). Newly generated patient data were not limited to plain text and numbers in structured tables. Electronic messages, for example, were composed of text and metadata describing the time of transmission and the identity of sending and receiving parties. Templated documents and forms were used for standard reports such as legal documents, care plans, and insurance reports [46]. Images, also prevalent in PHRs today, were used by patients and providers to capture, store, and transmit health data, such as radiology results (2-dimensional x-rays, 3-dimensional computed tomography scans, positron emission tomography scans, magnetic resonance imaging scans, 4-dimensional beating heart) [84], signs and symptoms (wound images) [91], camera uploads [31], health trends (growth charts) [46], mood graphs [37], blood sugar graphs[99], laboratory flow sheets [31], and legal documentation (power of attorney for children and adolescents) [22]. Audio and video were used to capture phone call content [46] and record visits [46]. Newer data formats generated by patient tools and mobile apps included Google Maps for facility information and Google Calendar entries associated with appointment scheduling [31].

http://www.jmir.org/2017/11/e388/
Table 1. Patient health record data: common formats and sources.

<table>
<thead>
<tr>
<th>Main data source and data category</th>
<th>Main data type</th>
<th>Text</th>
<th>Number</th>
<th>Image</th>
<th>Video</th>
<th>Voice</th>
<th>Time series</th>
<th>GIS(^a) or map</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Electronic health record</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient general information</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diagnostics</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Psychosocial status</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatments</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visits</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outcomes</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Patient portal or mobile device</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Educational resources</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scheduling</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Patient environment</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient-provider communication</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient-provider communication</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Administrative record</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Administrative data</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Sensors or tracking devices</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prevention data</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daily living patterns</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)GIS: geographic information system.

Figure 3. Patient health record (PHR) data elements by year of first mention.

Patient Health Record Systems Data—Evolution Over Time

Next, we analyzed the data elements extracted by the year of first mention (Figure 3). In the early 1990s, PHR data elements mentioned in the literature pertained to researchers’ and practitioners’ visions of potential future systems. These included general patient data, such as demographics, and medical encounter information, such as visit summary.

After initial uses of PHR systems in the early 2000s, new data elements such as appointments, preferences, and system settings
emerged. More recently, PHR data included reminders (eg, appointment reminders [51,99,101], medication reminders [93,110,114], screening and laboratory work reminders [42,46,110], immunization reminders [29,30,55,57,82,90], preventive care reminders [21,59,60], and health maintenance reminders [82]), in addition to alerts [22,76,77,99], identification of personal health goals [19,24,38-40,43,72,74], and disease prevention [76,77,99,110,115]. Tracking and monitoring data via e-journals [82] and diaries [50] also became available.

Today, PHR data are generated through different tools and devices. Tracking devices, now transmitting time-series PHR data, are used to monitor patients’ vital signs, such as blood pressure and glucose level (biomonitoring devices) [74,99], and to detect abnormal events, such as alerts from implantable cardioverter defibrillators [117].

Patient Health Record Systems Functionalities—Scope

PHR data were mainly used to provide added functionalities to patients. The provider search results [20,22,47,49,64], for example, helped patients locate health care providers and health-related services. Similar functionalities enabled patients to obtain health advice from support groups. Other functionalities assisted patients with preparing for medical encounters through visit preparation questionnaires [24,46,66,70-72]. Functionalities such as incentive programs [43,56,66,73,74] empowered patients through self-health monitoring. Finally, a unique PHR data category discovered in our review, environmental information [36,50,56,67], captured community health concerns and environmental domains, which can be linked to functionalities such as assessment of environment-related risk factors and recommendations for preventive care.

Patient Health Record Functionality Evolution Over Time

Description of the data extracted revealed which functionalities were available to the patient through the PHR and indicated an interesting evolution of PHR functionalities (Figure 4).

The evolution of PHR data elements over time (Figure 4) illustrates the general inclination in the early stages toward providing the patient with access to health information regarding their medical encounter.

Even though the giving patients access to their own health data was initiated in the 1970s, PHR systems were not widely used until the early 2000s. Because of the infancy of PHR systems, research in this domain has focused on system adoption and how it relates to patient satisfaction. Only limited research is available on how to leverage PHR data to improve health outcomes.

Starting in 2005, data elements reported in the literature indicate a shift toward a more interactive view of the PHR system and the introduction of several new attributes and functionalities. Patient PHR settings, including security and privacy preferences, became more prevalent. The most significant development of this time period of PHR evolution was the interaction and engagement of the patient with the system. Functionalities such as patient-provider secure messaging and appointment scheduling were becoming more common.
More recently, the PHR system has seen a greater inclusion of patient tracking and monitoring functionalities as daily reported data from patients and caregivers become more prevalent. Albeit rare, PHR systems also increasingly allow for cost measurement and management.

**Discussion**

**Implications and Future Directions—PHR Data**

Overall, the results indicate an increasing focus in the literature on newer types and sources of data, as well as on providing patients with access to their health data. Yet some of these may be progressing so rapidly that important related issues are somewhat neglected. Few studies, for instance, have examined the impact of user interface design on patients’ understanding of data and system use. Issues associated with the use of PHRs are mainly related to patients’ understanding of the underlying information presented. Problems related to understanding of health data may lead to stress and anxiety [63], which could outweigh the potential benefits of data access. Hence, research is needed in the area of data visualization and representation models specifically targeted for patient use. Examples of such models available in the literature are the what-if analysis, [99] brief intervention [109], and traffic-light feedback system [74]. These methods indicate the risks associated with specific health activities, along with related outcomes and recommended
interventions. The traffic-light feedback system, for example, provides patients with an effective visualization tool to track their progress toward attainment of blood pressure goals.

In addition, more research is needed to investigate and improve the quality of patient-entered data. Today, more than 35,000 mobile health apps are available for the iOS and Android operating systems, generating large amounts of data [118]. Data are also increasingly entered through patient forums and portals. While new platforms allow the generation and availability of large data volumes, the wide variety of levels of expertise could lead to reliability and validity issues. Patient-entered data have been shown to be reliable for simple measures such as demographics and symptoms, but less reliable when they pertain to reporting more complicated measures such as laboratory values [5]. One method for improving accuracy could be to provide patients with standardized measures and guidelines for entering their own data, but even that needs to be part of a broader strategy to verify accuracy of data through triangulation from multiple sources.

As the variety of PHR data sources increases, special care is needed for data curation [119] and harmonization [120]. Processes need to be established to produce usable patient-reported data that can be used for research [121]. Standards need to be developed to improve interoperability between different components of the new PHR systems [122]. Data integration methods, such as entity stream mining [123], might be required to cross-reference patient data generated by different tools and devices.

In the coming years, PHR systems will create many data-related challenges, such as quality, heterogeneity, openness, security, scalability, and transparency. Abundant patient data might also trigger information overload. While potentially beneficial for improving health outcomes, streaming patient data can amount to very large volumes, creating new data quality, storage, and analysis issues. All of these challenges open doors for valuable research in health information systems.

The large amounts of data generated by sensors and devices might also require storage and analysis on the cloud [118], potentially increasing storage and analysis costs. Sharing patient data between networks may also create a risk of personal health information disclosure [124], generating additional costs for preserving patient privacy and security. This could also necessitate stronger methods for patient data protection beyond today’s practice, which opens up yet another important avenue for health informatics research.

Implications and Future Directions—PHR Functionalities

Overall, PHR data evolution indicates a general trend toward greater patient engagement and health tracking. Moving forward, a continuation of these trends will lead to accumulation of vast amounts of rich data. If patients provide permission, research on PHR data can pave the way for patient-centered care.

The design of patient-centered decision support systems that use a combination of comprehensive individual patient information and aggregate data (collections of patient records) to provide personalized patient recommendations will be a significant area of research.

While past literature has listed patient-provider messaging as an important communication tool for patients and providers, secure message content may potentially provide a valuable patient data source for analysis. Based on their reported intended use, patient secure messages may contain information regarding health-related concerns such as new symptoms and adverse events. Among other possibilities, information retrieved from secure messages could, therefore, be used in research to identify treatment side effects and build patient risk models. However, it is important to keep in mind that terminology used by patients is likely to differ from terminology used by providers. Hence, natural language processing models traditionally used to extract patient information from provider notes may need to be adapted to fit the patient context.

Recently developed and highly effective deep learning algorithms could also be used to extract, search, sort, and analyze information from the tremendous amounts of image, voice, and video data [125] available in the PHR. Other new techniques might be needed to analyze relational data, such as from Google Maps and Google Calendars.

Also, current methods used to store, extract, and analyze EHR data are not adequate for analysis of large volumes of time-series data. Nonrelational databases might be needed to store tracking information. Stream learning algorithms [126] would also need to be applied to extract meaningful information from the terabytes of streaming data analyzed.

As patient-centered decision support systems are being implemented, it is important to ensure the validity of the generated output. Misclassification errors can be dangerous in this domain. Patient systems, which are embedded in mobile devices, need to be evaluated and approved by medical experts. Data transmitted from different sources can potentially be leveraged by providers to improve patient and population health outcomes. However, accurate measures are still needed to assess and improve the performance of such systems. In addition, these metrics need to account for biases present in patient-generated data. Prior research indicated that PHR systems are mostly used by patients who are typically more sick. Those are patients with comorbidities, such as cancer survivors [127]. Therefore, findings and models generated from analyzing these data might not be generalizable to other patient populations.

The new health care vision in the United States is characterized by automation and collaboration, creating the need for adaptation by all actors in the industry. Empowered patients today have the opportunity to leverage PHR systems data and functionalities. This, however, requires some level of technical expertise for system access and interaction, and medical knowledge in order to understand and interpret the medical information presented. Similarly, medical providers now have to learn and adopt new technologies in order to report medical data and communicate with patients. As a major actor in the health care industry, insurance companies also need to adapt to the new industry environment. Insurance firms today need to access the value of virtual medical encounters and automated care, and process new types of patient data such as secure
messages. Adaptation methods by all health industry players are yet to be assessed and optimized.

Limitations

A limitation of this study is its focus on PHR data reported in the literature. The evolution of PHRs as described in this study might not necessarily reflect the state of the practice. More research is therefore needed to extract and evaluate PHR scope and the functionalities of the various PHR systems available in practice. Also, as mentioned above, this study focused on US studies, thereby limiting the scope of our analysis. Research comparing PHR systems in the United States with those used in other countries would help improve future data uses.

Conclusions

Digital health platforms have changed drastically in recent years. The introduction of distributed PHR systems enabled a shift toward more personalized and increasingly automated health care. The multisayer nature of PHR systems also facilitated patient-to-provider and patient-to-patient information sharing. Yet these changes generated opportunities and challenges at the user, system, and industry levels. Our assessment here of the state of the patient digital infrastructure serves as a valuable foundation for future research. Research implications identified also offer ways to significantly advance health information systems research. Identifying available PHR data also facilitates the development of intelligent health systems. Although primarily aimed at health information systems researchers, implications listed in this study can be further extended to health practitioners, insurance providers, and policy makers.
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Abstract

Background: Despite the large body of literature demonstrating the effectiveness of cognitive behavioral treatments for agoraphobia, many patients remain untreated because of various barriers to treatment. Web-based and mobile-based interventions targeting agoraphobia may provide a solution to this problem, but there is a lack of research investigating the efficacy of such interventions.

Objective: The objective of our study was to evaluate for the first time the effectiveness of a self-guided mobile-based intervention primarily targeting agoraphobic symptoms, with respect to a generic mobile app targeting anxiety.

Methods: A Web-based randomized controlled trial (RCT) compared a novel mobile app designed to target agoraphobia (called Agoraphobia Free) with a mobile app designed to help with symptoms of anxiety in general (called Stress Free). Both interventions were based on established cognitive behavioral principles. We recruited participants (N=170) who self-identified as having agoraphobia and assessed them online at baseline, midpoint, and end point (posttreatment) over a period of 12 weeks. The primary outcome was symptom severity measured by the Panic and Agoraphobia Scale.

Results: Both groups had statistically significant improvements in symptom severity over time (difference –5.97, 95% CI –8.49 to –3.44, P<.001 for Agoraphobia Free and –6.35, 95% CI –8.82 to –3.87, P<.001 for Stress Free), but there were no significant between-group differences on the primary outcome (difference 0.38, 95% CI –1.96 to 3.20, P=.64).

Conclusions: This is, to our knowledge, the first RCT to provide evidence that people who identify as having agoraphobia may equally benefit from a diagnosis-specific and a transdiagnostic mobile-based intervention. We also discuss clinical and research implications for the development and dissemination of mobile mental health apps.

Trial Registration: International Standard Randomized Controlled Trial Number (ISRCTN): 98453199; http://www isrctn.com/ISRCTN98453199 (Archived by WebCite at http://www webcitation.org/6uR5vsdZw)
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Introduction

People with agoraphobia have considerable impairment in their daily lives as a result of persisting avoidance of places and situations. Lifetime prevalence of agoraphobia with and without panic disorder in the adult population has been reported to range from 0.8% to 2.6% in American and European community samples [1,2]. Agoraphobia has been ranked as one of the most chronically persistent disorders [3], with higher rates of work-related inactivity and disability than with other chronic conditions [4,5].
The standard psychological treatment for agoraphobia symptoms is cognitive behavioral therapy (CBT), which is also recommended by the UK National Institute of Health and Care Excellence [6]. People with agoraphobia have catastrophic ideas regarding the likelihood of threat in a situation or environment, such as fainting and being ignored or ridiculed by others [7,8], and as a consequence engage in “safety behaviors” to prevent the expected catastrophe and reduce anxiety. Such safety behaviors preserve and might even enhance the maladaptive beliefs and thus maintain anxiety [9,10]. In CBT, cognitive restructuring is used to challenge catastrophic cognitions and unrealistic predictions, and to generate alternative, more realistic expectations. Behavioral experiments may be conducted to help disconfirm such beliefs and drop safety behaviors [8]. Moreover, imaginal or in vivo exposure to the feared situations is used to reduce situational avoidance and phobic anxiety. Breathing and relaxation exercises are sometimes employed to help the patient cope with overwhelming stress.

The effectiveness of CBT in the treatment of agoraphobia has been demonstrated in several studies. A systematic review and meta-analysis [11] examined the effectiveness of psychotherapy and pharmacotherapy in the treatment of panic disorder, with the majority of participants also having agoraphobia. They identified 23 randomized controlled trials (RCTs) and showed that, although combined psychotherapy and pharmacotherapy produced the best results in the short term, in the long term combined treatment was as effective as psychotherapy alone, and both treatment groups were superior to pharmacotherapy alone. Among the different types of psychotherapy, CBT had the strongest evidence. More recent studies have also provided support for CBT as an effective treatment in agoraphobia patients [12-15] in line with earlier studies [16].

Even though CBT has been established as the preferred and most effective treatment for agoraphobia and panic, many people remain untreated. From the population of people with anxiety disorders in developed countries, only 16.7% seek help from a mental health professional, and only 21.3% of those receive CBT [17]. Despite the fact that CBT has nowadays become more widely available, certain barriers to treatment may explain the low levels of self-seeking in people with agoraphobia. For example, fear of stigmatization, lack of psychoeducation, long waiting lists, transportation problems, and time constraints significantly limit access to CBT [18-20]. In addition, the very nature of agoraphobia, which may include fears of leaving the house and using public transport, may make it even more difficult for people to actively seek professional help. To overcome such barriers, effective interventions that are easily accessible and do not require therapist face-to-face contact should be available.

Internet-based or computerized interventions can be considered as acceptable alternatives to standard treatments, as they can be clinically effective and minimize treatment barriers for users. Such interventions can be self- or therapist guided, presenting materials of cognitive behavioral principles and methods in a series of lessons, which are typically accompanied by homework tasks and supplementary information. Systematic reviews show that computerized CBT (CCBT) is as beneficial as therapist-led CBT in the treatment of anxiety disorders such as panic disorder, and is more effective than treatment as usual or waiting list conditions [21,22]. CCBT can also reduce therapist time [21] and have good acceptability, as shown by adherence and satisfaction levels [22]. A more recent review of Internet CBT, including 8 trials of panic disorder with and without agoraphobia, concluded that Internet CBT was as efficacious as face-to-face CBT and more efficacious than waiting list, attention, information, and online discussion control groups [23].

One promising mode of delivering computerized interventions are mobile phones, because of their relatively low cost and widespread use [24]. Since users carry their mobile devices with them in almost any situation, mobile phones, and particularly smartphones, might facilitate engagement with exposure exercises in the users’ natural environments. Although mobile apps have been tested for several conditions, such as unipolar depression [25], borderline personality disorder, and substance abuse [26], to date there has been no study testing an app that primarily targets agoraphobic symptoms. Because of the isolative nature of agoraphobia and the extreme avoidance behaviors, an app that could be easily downloaded over the Internet onto patients’ phones or tablets, requiring no traveling to sites, might be especially appealing and convenient for this population.

This study was a Web-based RCT aiming to test the clinical effectiveness of a novel mobile app for agoraphobia in a community-based sample. The treatment app, Agoraphobia Free, developed by Health eLiving Partnership Ltd (HeLP) for the iOS and Android operating systems, provides an interactive game-based intervention using cognitive behavioral techniques that target agoraphobia and panic. The comparator was a stress-reduction app (Stress Free), which does not address agoraphobic symptoms or panic, but stress and anxiety in general. Both interventions were self-guided and were evaluated over a period of 12 weeks. Adults that self-identified with agoraphobia were randomly allocated to the 2 treatment arms and completed self-reported assessments at baseline, midpoint (6 weeks), and end point (12 weeks) of the trial. The primary objective was to examine whether an agoraphobia-specific intervention would be more effective than a generic, anxiety-related intervention. A secondary aim was also to assess the level of engagement with these interventions and the feasibility of conducting such a trial over the Web.

**Methods**

**Design**

The study was a Web-based, assessor-blinded, parallel-group RCT with an active control group. Participants were individually randomly allocated (ratio of 1:1) to either the treatment group or the control group at baseline and were given an equal amount of time to complete each intervention (12 weeks). Data were gathered automatically through online collection of anonymized data, without any researcher intervention. The primary outcome was the degree of symptom severity, as measured by the self-reported version of the Panic and Agoraphobia Scale [27] at end point.
Participants

Inclusion Criteria

Participants needed to be adults (aged ≥18 years) and identify themselves as having agoraphobia. Participants also had to be willing and able to provide informed consent to participate in the trial.

We used no diagnostic check, as the aim was to recruit a community sample that would reflect the nature of the population that would use the apps in a real-world setting, where no screening or check would be required.

Exclusion Criteria

The exclusion criteria were as follows: (1) inability to give informed consent due to significant cognitive or intellectual impairment, (2) no adequate understanding of English as a first language, and (3) not having a mobile device than could run the app as designed.

Recruitment and Setting

A website was set up for the trial on which advertisements and all relevant information and updates were posted. The website was hosted by HeLP Ltd (currently known as Thrive Therapeutic Software). Advertisements of the trial were also posted on social media (eg, Facebook, Twitter), support groups and forums, websites of relevant organizations such as Anxiety UK, blogs, and university websites. We also individually contacted members of anxiety support groups via Facebook or forum messages. We created a mailing list of people subscribing their interest in the trial, whom we encouraged to stay in touch until the trial commenced. Moreover, contacts of the Chief Investigator that were working in health-related settings were encouraged to inform any relevant clients or representatives about the study. There were 2 rounds of recruitment in order to achieve a larger number of participants.

We always contacted participants via email. Initially, those who expressed interest in participating followed a link to the online information sheet and consent form, which outlined the eligibility criteria and information about the trial. Through consenting to participate and answering a series of questions, participants confirmed that they met the criteria and understood the purpose of the study. Participants also provided their email addresses and names, though the latter was optional. Participant codes were then assigned to those who consented, and details about their mobile devices (smartphones or tablets) and demographics (age and sex) were obtained. Participants were instructed to use only their participant code to identify themselves.

Participants received invitations for the apps, which were available to use for free. Emails also contained links to weekly surveys on app use and links to questionnaires, a description of the specific survey questionnaire, links to the calendar and the main website of the trial, information about the upcoming survey, and useful contact details. A Frequently Asked Questions section was set up on the main website. Data were collected online and could only be accessed by the researchers.

Interventions

Agoraphobia Free

The treatment app was Agoraphobia Free (version 0.8), developed by Thrive Therapeutic Software for the treatment of agoraphobia, and this was the first time that it was evaluated. The app was a game-based interactive intervention, with 3-dimensional characters and situations that simulate real-life environments. Specifically, the app presented a case example of a virtual character who had agoraphobia. The user was required to guide her, through the help of the virtual therapist, to complete the different therapeutic tasks. Those tasks were based on CBT principles, comprising psychoeducation, reflection, cognitive restructuring, interoceptive exposure, and systematic desensitization. The 3 overarching goals were to decrease the virtual character’s catastrophic cognitions, safety behaviors, and physiological arousal. In this way, users were able to progress through the character’s recovery journey, and build the formulation of her difficulties. At the same time, users were asked to apply the techniques they used in the case example to their own situation. Therefore, by using the character’s recovery journey as a template, users learned how to reduce their catastrophic thinking, their safety behaviors, and physiological arousal.

At the beginning of the intervention, we asked participants to set a hierarchy of goals they would like to achieve (eg, going out of the house, going to the supermarket). At the end of each session, they were required to complete each one of those goals in order, using the techniques and strategies they had learned in the intervention. The sessions were designed so that the tasks became increasingly more challenging as participants progressed through the intervention. The sessions needed to be completed in the order they were presented in for the next ones to become unlocked. There were 10 sessions in total, and the participants were asked to complete 1 or 2 sessions per week at their own pace, and reminders for those were sent weekly. Multimedia Appendix 1 shows an outline of each session.

Stress Free

The control app was Stress Free (version 1.3) developed by Thrive Therapeutic Software, which focused on teaching relaxation techniques and generic CBT skills though a virtual therapist. The app also included a few distraction techniques presented in the form of games that required attention to help individuals cope with acute anxiety. The intervention was presented initially as a linear training program using video and audio guides. The user first learned diaphragmatic breathing, then differential deep muscle relaxation, then self-hypnosis, and finally meditation. These relaxation techniques have been previously shown to be effective in reducing stress [28,29]. Participants rated their anxiety before and after relaxation sessions using a visual analog scale. After completing the training, they were familiarized with CBT concepts such as negative automatic thoughts and the process of challenging them. Finally, we gave participants a daily goal to complete, such as doing 3 sessions of diaphragmatic breathing or a 10-minute session of meditation. In between sessions, participants were prompted to record their anxiety on a CBT journal. The app only targeted stress and anxiety in general, so...
it was not specific to agoraphobia. In the original version, there was no maximum limit of sessions that users could go through until they mastered the techniques. However, for the purpose of the trial, we asked participants to complete 10 sessions in total, so as to match the number of sessions required from the treatment group.

Table 1 compares the 2 apps by showing which components and exercises were present in each. Although some components were common to both apps, in Agoraphobia Free they were specifically tailored to agoraphobia. In Stress Free the exercises addressed stress and anxiety in general without referring to agoraphobia. The 2 apps were matched for the number of sessions required and time to complete the interventions (minimum: 6 weeks, maximum: 12 weeks). No training, supervision, or guidance was offered before or during the trial, and only a basic description of each app was provided. Any questions participants had regarding the app or any technical issues they encountered were resolved through email. Weekly reminders and short surveys were sent to promote engagement and monitor progress, and the completion of 1 to 2 sessions per week was recommended for both groups. We also informed participants at the beginning of the trial that, when they completed the intervention, they would receive a link to download the app they did not receive for free, as a reward for taking part and an additional incentive to complete their assigned intervention. Participants were assured that they would not be asked any questions about the second app, as it would not be part of the research.

The 2 apps were available on Android and iOS. Multimedia Appendix 2 shows screenshots of the apps.

**Outcomes**

The primary outcome was the severity of agoraphobic and panic symptoms, measured by the PAS [27]. The questionnaire was administered online in a self-report format at baseline, midpoint (6 weeks), and end point (12 weeks) of the trial. Reminders were emailed to those who did not reply to the questionnaires before the prespecified deadline. Participants rated the symptoms they experienced in the previous week on a 5-point scale. The questionnaire comprises 14 items, although only 13 of those are used to calculate severity scores. The items are grouped into 5 subscales: (1) Panic Attacks, assessing frequency, severity, and duration of panic attacks, (2) Agoraphobic Avoidance, assessing frequency of avoidance, and number and relevance of avoided situations, (3) Anticipatory Anxiety, assessing frequency and severity of anxiety, (4) Disability, assessing impairment in family life, social relationships, and employment, and (5) Worries about Health, assessing worries about damage to health and assumption of organic disease. The scale was originally validated in a sample of 235 panic patients and has shown good internal consistency (Cronbach alpha=.88), test-retest reliability, and good internal and external validity [27,30]. Cronbach alphas for this study’s sample indicated good internal consistency, with alpha=.84 for the overall scale. Coefficients for individual subscales ranged from .41 to .88. The scale has been shown to be sensitive to change due to treatment in 2 clinical trials [31,32].

The secondary outcomes were completion of the intervention and engagement with the apps. Completion of the interventions was assessed in the short online surveys that were sent weekly, by asking participants if they had used the app, how much time they used it for over the past week, and how many sessions they had completed. Participants were asked to give reasons.

**Sample Size**

We estimated the sample size on the basis of using the self-rated version of the PAS (SD 10.3) as the primary outcome measure. At least 68 participants in each arm were needed to detect a 5-point between-group difference, with a 2-sided significance level set at 5% and power at 80%. Given the high dropout rates in Web-based trials [33], the aim was to recruit at least 150 participants in total.

Table 1. The different features present (indicated by “X”) in each app.

<table>
<thead>
<tr>
<th>App features</th>
<th>Stress Free app</th>
<th>Agoraphobia Free app</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relaxation technique training</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Automated activity goals</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>CCBT&lt;sup&gt;a&lt;/sup&gt; basic tutorial</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>CCBT journal with prompts</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Maintenance sessions</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Self-soothing strategies</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Distraction techniques</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Structured CCBT program</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Goal setting by user</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Construction of exposure hierarchy</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Development of a formulation</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Relapse prevention session</td>
<td></td>
<td>X</td>
</tr>
</tbody>
</table>

<sup>a</sup>CCBT: computerized cognitive behavioral therapy.
Randomization
We used a random computer-generated sequence to randomly allocate participants to the 2 intervention groups. The random allocation sequence was retrieved from a website that generates truly random numbers [34], by a person outside the research team. We applied block randomization to ensure equal numbers of participants in each group (ratio of 1:1). Participants were automatically allocated to intervention groups by a formula on Excel version 14.6.6 (Microsoft Corporation) using the random number sequence, which was coordinated by another contact who was not a member of the research team. The random sequence and the allocation of participants to groups were concealed from research staff throughout the trial. The same person sent emails to participants containing the link to the assigned app after they had returned the baseline questionnaire.

Blinding
The trial was assessor blinded, as researchers were blinded to treatment allocation throughout the trial and during the statistical analysis. This was achieved by having a person outside the research team to manage treatment allocation and personal communications with the participants. Any questions or comments made in the surveys were forwarded from this contact to research staff, excluding any participant details or codes. This was to ensure that the researchers remained blinded to treatment allocation, as some comments contained information about the specific app the participants were using. Researchers did not have any access to data regarding treatment allocation, as those were stored on a secure database, separate and protected from other research files. During data collection and analysis, only numerical codes were used to indicate group allocation. Researchers did not know which groups those referred to until the end of the analysis.

Blinding the participants was not possible, as the apps were clearly labelled as “Stress Free” and “Agoraphobia Free,” and masking those would require significant changes in the software, which were not feasible. Moreover, even if the apps were not differentially labelled, it is very likely that participants would have become aware of which treatment group they were assigned to because of the intervention content and the extent to which it addressed agoraphobia.

Ethics
The research was approved by the Roehampton University Ethics Committee (reference number: PSYC 14/117). The trial was registered and reported in accordance with the Consolidated Standards of Reporting Trials (CONSORT)-EHEALTH checklist (Multimedia Appendix 3) [35]. Data were kept anonymized and protected according to the UK Data Protection Act [36]. We could obtain information about adverse events or effects of the interventions from feedback participants provided in the weekly surveys.

Analysis
We analyzed the data on Stata version 14 (StataCorp LLC). We checked baseline data for normality and obtained descriptive statistics to capture the demographic and clinical characteristics of the sample. The analysis performed was intention-to-treat, as requested in the CONSORT [37]. All participants who completed the baseline assessment were included in the analysis as they were randomly allocated.

We used a linear mixed model to analyze the data, with a random effect of participant, and fixed effects of time (baseline, midpoint, end point), group (Agoraphobia Free and Stress Free), and the interaction between time and group. The estimated baseline PAS score was constrained to be identical in the 2 groups, thus adjusting for baseline and allowing the relationship between baseline and follow-up scores to differ at each time point. Another advantage of this statistical method is that the data from all participants contribute to the analysis, even if there is a substantial amount of missing data at follow-up [38]. We used an unstructured residual covariance matrix to allow for correlations within participants between the different time points. Statistical significance was taken at the 5% level (P<0.05).

We conducted a planned secondary completers’ analysis using the same data analytic strategy as the intention-to-treat analysis. This analysis included only those participants who were identified as intervention completers.

Results
Participant Flow
The first phase of recruitment started from September 2014 and ended in late February 2015, and the second phase started in March 2015 and concluded in April, 2015. In the first round, 153 participants consented to participate, and we recruited 17 additional participants in the second round. The procedure following recruitment was the same in both samples. Data collection ended in June 2015. Figure 1 shows how the total sample of 170 participants progressed through the trial.

After 171 individuals consented to participate, 1 wanted to withdraw from the trial. The rest were randomly allocated into the 2 arms, but were not told which app they were assigned to at that point. Although the aim was to assign equal numbers of participants to each group, at each stage of randomization, the treatment group happened to have 1 more person than the other group, because the number of participants recruited each time was odd, and researchers were blinded to the allocation sequence.

We asked participants to fill in a form with their demographic and device details to register for the intervention so that we could set up the corresponding app invitations. A total of 18 participants did not return the form and did not reply to emails, even after they had been sent several reminders; thus, we treated them as dropouts and excluded them from the trial. The baseline PAS questionnaire was then sent and had to be completed in order for participants to proceed and receive the intervention. A total of 10 individuals did not return the questionnaire and did not reply to any emails. Up to this point, participants were still unaware of the group they were assigned to; thus, their exclusion from the trial was very unlikely to introduce any bias. The remaining 142 who completed the PAS were sent their allocated intervention, but 6 participants could not download the app on their device, despite efforts to resolve the technical issues.
After baseline, 39 participants did not want to continue with the trial and dropped out, while 29 participants did not reply to emails and did not complete the questionnaires. We included all participants who provided baseline data in the analysis.

**Baseline Characteristics**

Of the 142 participants who completed the baseline assessment, 2 did not give details of their age and sex (1 from each treatment arm). Of the remaining 140, 118 (84.3%) were female and had a mean age of 39.7 years (SD 11.3). Overall, the mean participant PAS total score was 30.3 (SD 8.7), and the scores were normally distributed (Shapiro-Wilk test: \(W = .985, P = .14\)).

The mean PAS total score fell into the severe range and was much higher than that of the original sample used in the validation of the scale [27], which reported a mean score of 23.5, SD 10.3. Our sample also had a higher proportion of women than the original sample (of whom only 57% were women) and a slightly higher age (mean 36.09 years in the original sample). A significant proportion of our sample (114/142, 80.3%) had severe or extremely severe Agoraphobic...
Avoidance, while 85.2% (121/142) avoided more than 8 situations. None of the participants scored 0 on the Agoraphobic Avoidance subscale, which indicates that all of them experienced agoraphobic symptoms to some degree. The lowest score on that scale was 1.67, indicating mild Agoraphobic Avoidance. In contrast, 29 participants (20.4%) obtained a score of 0 on the Panic Attacks subscale, which suggests that some participants experienced agoraphobia in the absence of panic attacks. Overall, agoraphobic symptoms were more prominent than panic symptoms in this sample.

Table 2 shows the demographic and clinical baseline characteristics of the participants by group. The 2 groups did not differ statistically on any of those characteristics at baseline (all \(P>.05\)).

**Missing Data**

A total of 68 (47.9%) participants had missing outcomes. Overall, the differences between participants with missing data and those without were not statistically significant on any of the baseline variables examined. There were no significant differences in age \(t_{138}=0.85, P=.40\) sex \(\chi^2_1=0.6, P=.45\), or clinical symptom severity \(t_{140}=1.32, P=.19\). There were 37 participants (54%) with missing data in the Agoraphobia Free arm and 31 (46%) in the Stress Free arm. The relationship between missing data and treatment arm was not significant \(\chi^2_1=0.5, P=.49\). Therefore, participant attrition did not seem to be biased with regard to group or any other baseline factor.

**Main Analysis**

We produced a linear mixed model assessing the relative effects of each intervention on PAS scores at the 2 follow-up time points. Table 3 presents the estimated differences in PAS scores for the Agoraphobia Free group compared with the Stress Free group adjusted for baseline score at the 2 time points.

At end point, symptom severity scores decreased in both groups, but there was no evidence that the changes were significantly greater among participants of the Agoraphobia Free group than among those in the Stress Free group. Similarly, at midpoint there were no significant differences in symptom severity changes between the 2 groups. Therefore, there were no significant differences between the 2 groups. Figure 2 presents the differences on the primary outcome for each group over time.

We carried out the same linear mixed model analysis (n=142) using each PAS subscale as the dependent variable to examine whether there was a difference between the 2 groups in terms of symptom dimensions. We found no significant interactions between group and time for any of those outcomes (all \(P>.05\)).

We conducted within-group contrasts to examine the degree of change in symptom severity over time. For both Agoraphobia Free (n=73) and Stress Free (n=69), there were statistically significant improvements in symptom severity from baseline to midpoint and end point. Table 4 presents the results.

### Table 2. Baseline demographic and clinical characteristics of each treatment arm.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Agoraphobia Free app (n=73)</th>
<th>Range of PAS scores</th>
<th>Stress Free app (n=69)</th>
<th>Range of PAS scores</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>39.21 (10.45)</td>
<td>N/A</td>
<td>40.23 (12.21)</td>
<td>N/A</td>
</tr>
<tr>
<td>Sex (female), n (%)</td>
<td>64 (88.9)</td>
<td>N/A</td>
<td>54 (79.4)</td>
<td>N/A</td>
</tr>
<tr>
<td>PAS scores, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>30.77 (8.72)</td>
<td>9-50</td>
<td>29.80 (8.72)</td>
<td>6-47</td>
</tr>
<tr>
<td>Panic Attacks</td>
<td>1.58 (1.05)</td>
<td>0-4</td>
<td>1.52 (0.88)</td>
<td>0-3.33</td>
</tr>
<tr>
<td>Agoraphobic Avoidance</td>
<td>3.30 (0.57)</td>
<td>1.67-4</td>
<td>3.24 (0.52)</td>
<td>2-4</td>
</tr>
<tr>
<td>Anticipatory Anxiety</td>
<td>2.70 (0.94)</td>
<td>0-4</td>
<td>2.59 (1.01)</td>
<td>0-4</td>
</tr>
<tr>
<td>Disability</td>
<td>2.39 (1.16)</td>
<td>0-4</td>
<td>2.47 (1.09)</td>
<td>0-4</td>
</tr>
<tr>
<td>Worries about Health</td>
<td>1.78 (1.17)</td>
<td>0-4</td>
<td>1.46 (1.11)</td>
<td>0-4</td>
</tr>
</tbody>
</table>

\(\text{PAS: Panic and Agoraphobia Scale.}\)

\(\text{N/A: not applicable.}\)

### Table 3. Intention-to-treat analysis at end point (12 weeks) and midpoint (6 weeks), n=142.

<table>
<thead>
<tr>
<th>Time point of PAS(^4) score</th>
<th>Agoraphobia Free mean (SD)</th>
<th>Stress Free mean (SD)</th>
<th>Effect estimate</th>
<th>95% CI</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>End point (primary outcome)</td>
<td>24.33 (16.81)</td>
<td>23.95 (16.51)</td>
<td>0.38</td>
<td>-1.96 to 3.20</td>
<td>.64</td>
</tr>
<tr>
<td>Midpoint</td>
<td>27.66 (13.37)</td>
<td>27.03 (13.27)</td>
<td>0.62</td>
<td>-3.13 to 3.89</td>
<td>.83</td>
</tr>
</tbody>
</table>

\(\text{PAS: Panic and Agoraphobia Scale.}\)
Figure 2. Clinical symptom severity as indicated by the total score on the Panic and Agoraphobia Scale (PAS) in each group at trial baseline, midpoint, and end point.

Table 4. Within-group contrasts capturing the differences in Panic and Agoraphobia Scale total score between time points within each treatment arm (n=142).

<table>
<thead>
<tr>
<th>Treatment arms</th>
<th>Baseline-midpoint contrast</th>
<th>Baseline-end point contrast</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Difference</td>
<td>95% CI</td>
</tr>
<tr>
<td>AFa</td>
<td>-2.64</td>
<td>-4.48 to -0.79</td>
</tr>
<tr>
<td>SFb</td>
<td>-3.25</td>
<td>-5.09 to -1.43</td>
</tr>
</tbody>
</table>

aAF: Agoraphobia Free app.
bSF: Stress Free app.

Completers’ Analysis

Data on completion were available from participants who consistently replied to the surveys and questionnaires (n=74). There were 56 participants who completed 80% or more of the assigned intervention; 25 of those received Agoraphobia Free and 31 received Stress Free. Of those who were deemed noncompleters, 11 were in the Agoraphobia Free arm and 7 in the Stress Free arm. There was no relationship between treatment arm and completion of intervention ($\chi^2_1=1.5$, $P=.22$).

We examined differences in completers’ symptom severity between the 2 intervention groups. We produced a linear mixed model, with random effect of participant, and fixed effects of time (baseline, midpoint, end point), group (Agoraphobia Free and Stress Free), and the interaction between time and group. In line with the intention-to-treat analysis, there were no significant differences between the 2 groups at end point or midpoint, as Table 5 shows. The within-group changes at each follow-up time point compared with baseline were significant in both groups (all $P<.001$). Therefore, there were significant reductions in symptom severity in both groups over time, but those reductions were equivalent across the 2 groups.

Clinical Significance

Wichmann et al [39] recently showed that an overall postintervention (ie, face-to-face CBT) decrease in the total PAS score of about 4 to 5 points represents a clear clinical change in terms of quality of life and functioning. This is slightly smaller than the change we observed in our study (6 points) for end point PAS scores compared with baseline. The decrease in symptom severity was even more marked in the completers’ sample (7 points in the Stress Free group and 10 points in the Agoraphobia Free group). Therefore, it seems that both apps were overall successful in achieving clinically significant change.

Of the 74 participants who provided data at end point, 46 (62%) had a reduction of 5 or more points on the PAS at end point. A total of 25 (66%) participants in the Stress Free group and 21 (58%) participants in the Agoraphobia Free group improved at least 5 points on the PAS at end point.

Safety and Use of Apps

A total of 7 participants (Agoraphobia Free: n=3, Stress Free: n=4) commented that certain app components were mildly stressful (eg, the distraction games, background music). There were no reported adverse events experienced as a result of either intervention. Also, 7 participants commented that the Agoraphobia Free app was confusing to follow at certain points. Another participant explained that they could not use the treatment app as much as they wanted to because they had depression and did not feel motivated.
The results from this RCT showed that participants who received Agoraphobia Free did not improve more than those who received the Stress Free app. Both groups showed reductions in symptom severity over time that were statistically significant, but those reductions seemed to be equivalent across the 2 groups. Both treatment apps were safe to use and yielded similar completion rates. Moreover, completers of either intervention showed marked improvements in symptom severity, with a 10-point drop in the PAS at end point compared with baseline in the Agoraphobia Free group. However, findings from this analysis should be considered with caution, as we performed the analysis on a specific subgroup of participants, and there is the possibility that factors other than the intervention influenced the outcome (eg, participant expectations). In addition, the power of this analysis was very low (below 50%) due to the small sample size.

Throughout the trial, participant attrition was particularly high, as almost half of the participants recruited dropped out of the trial or stopped responding to emails. Dropout rates were similar to those reported in other Web-based trials of self-guided interventions [40,41]. Many participants dropped out after providing consent, which we had not expected. We had to exclude those participants from the analysis, as no baseline data were available. It is unlikely that this exclusion of participants could have led to bias, as participants at that point were unaware of the groups they were randomly allocated to, and thus attrition was random between the 2 groups. Similarly, participants who dropped out or stopped responding after receiving the intervention did not seem to differ from those who engaged in the trial, and attrition was equivalent across the 2 groups. The analytic strategy we chose is robust and uses all available data from each participant, producing less-biased results than other methods of analysis and data imputation [38]. Overall, the fact that participant attrition appeared random, in addition to the fact that we used data from all participants in the analysis, offer support and confidence in the validity of the study findings.

Principal Findings

Discussion

The primary focus of this study was to demonstrate whether a disorder-specific mobile-based intervention is warranted in the treatment of agoraphobic symptoms, compared with a more generic approach addressing anxiety.

Despite its limitations, the study also presented certain strengths. First, it is, to our knowledge, the first RCT to directly compare an agoraphobia-specific app with a generic anxiety-related app. Second, the sample recruited online was characterized by severe clinical symptoms and especially high levels of agoraphobia, which shows that recruitment based on self-identification is feasible and reliable. Such a sample may have also been hard to reach in a traditional multicenter trial with assessors conducting screening interviews, which would have been time consuming and would require a lot of resources. The trial was minimally intrusive for the participants, as it requested a limited amount of information, and the tools used were short and easy to complete. This helped achieve fair recruitment and response rates without any explicit individual guidance. Third, an important strength of the study was its external validity. The apps were offered as they would be offered in real-world settings, without requiring any screening of users or close supervision. There were very few restrictions on who could participate, therefore making our findings more easily generalizable to an Internet population who would simply download the app if they thought it would be relevant to them. Fourth, the results of the study provide an insight into what we would realistically expect from an unguided mobile intervention, such as a substantial dropout rate, small symptom change, and highest efficacy for those who consistently engage with and complete the intervention.

Table 5. Completers’ analysis at end point (12 weeks) and midpoint (6 weeks), n=56.

<table>
<thead>
<tr>
<th>Time point of PAS(^a) score</th>
<th>Agoraphobia Free mean (SD)</th>
<th>Stress Free mean (SD)</th>
<th>Effect estimate</th>
<th>95% CI</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Agoraphobia Free mean (SD)</td>
<td>Stress Free mean (SD)</td>
<td>Effect estimate</td>
<td>95% CI</td>
<td>(P) value</td>
</tr>
<tr>
<td></td>
<td>21.58 (13.10)</td>
<td>23.73 (12.12)</td>
<td>-2.15</td>
<td>-6.21 to 1.91</td>
<td>.30</td>
</tr>
<tr>
<td>Midpoint</td>
<td>26.09 (11.15)</td>
<td>26.93 (10.40)</td>
<td>-0.84</td>
<td>-4.05 to 2.37</td>
<td>.61</td>
</tr>
</tbody>
</table>

\(^a\)PAS: Panic and Agoraphobia Scale. The mean baseline PAS score for both groups was 31.23.
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Comparison With Prior Work

The findings of this study relate to previous studies on the treatment of anxiety disorders. The findings add to the evidence base of computerized cognitive behavioral interventions examined in anxiety disorders [21-23]. Our findings are also consistent with previous studies showing that completers of Web-based interventions for panic (with or without agoraphobia) benefit the most [40,42]. Importantly, the lack of a significant difference between the 2 groups indicates that a generic anxiety-related app and a diagnosis-specific app are equally effective in treating agoraphobic symptoms. This finding is in line with evidence supporting the efficacy of transdiagnostic (ie, unified, nonspecific) cognitive behavioral treatments in anxiety disorders. Transdiagnostic treatments are based on the premise that “commonalities across disorders outweigh the differences” [43]. A recent systematic review and meta-analysis showed that transdiagnostic treatments can be as efficacious as diagnosis-specific treatments in reducing anxiety symptoms and more effective than waitlist or attention control conditions [44]. Transdiagnostic CBT programs tested in different anxiety disorders (including panic disorder) can also be successfully administered via the Internet [45], producing effects equivalent to those of disorder-specific Internet-based interventions [46,47]. Moreover, transdiagnostic CBT does not differ from diagnosis-specific CBT in terms of treatment credibility [48]. Our study adds to this body of evidence suggesting that, for people with agoraphobia, an agoraphobia-specific app does not produce any additional benefits in relation to a transdiagnostic anxiety-targeting app.

Clinical Implications

The findings of this study have implications for clinical practice. This trial shows that mobile apps can be successfully administered to a particular population that is hard to reach otherwise, without requiring guidance by a clinician. This could potentially save time for clinicians, while it could also be more convenient for patients and help them overcome many barriers to treatment, such as traveling to sites or long waiting lists. Furthermore, a self-guided app could be easily introduced into a stepped care model as a minimal intervention, as it is less intense than a clinician-guided intervention or individual therapy [49]. Since there was no evidence of superiority of one type of intervention over the other in this study, a choice between a generic and a targeted approach could be ultimately based on clinical judgment or patient preference. However, as suggested by Norton and Barrera [48], a generic anxiety-targeting app might be more resource efficient and easier to implement and disseminate than a diagnosis-specific app.

Conclusions

Overall, this RCT suggests that transdiagnostic anxiety-targeting mobile apps can be as effective as disorder-specific apps for people with agoraphobic symptoms. Results show that individuals who identify as having agoraphobia do not benefit more from an agoraphobia-specific than from a transdiagnostic app. Future research conducted by independent research teams should replicate the results of this study, further investigating the possibility that mobile-based transdiagnostic interventions for anxiety can be as effective as current gold standard disorder-specific interventions. A trial with a larger sample size and a waitlist control group is warranted to establish intervention efficacy and cost effectiveness in this population. Additionally, the collection of more-extensive demographic and clinical information can help examine under which circumstances a diagnosis-specific or a generic approach is more appropriate. For example, future research could investigate whether patients with more severe symptoms or with comorbid disorders (eg, depression) benefit more from one type of intervention than the other. While there is still much to learn about treatment approaches in anxiety disorders, many studies, including this one, show that e-mental health interventions can overcome barriers and be effective in reducing clinical symptoms.
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Abstract

Background: In the treatment of major depression, antidepressants are effective but not curative. Cognitive behavioral therapy (CBT) is also effective, alone or in combination with pharmacotherapy, but accessibility is a problem.

Objective: The aim is to evaluate the effectiveness of a smartphone CBT app as adjunctive therapy among patients with antidepressant-resistant major depression.

Methods: A multisite, assessor-masked, parallel-group randomized controlled trial was conducted in 20 psychiatric clinics and hospitals in Japan. Participants were eligible if they had a primary diagnosis of major depression and were antidepressant-refractory after taking one or more antidepressants at an adequate dosage for four or more weeks. After a 1-week run-in in which participants started the medication switch and had access to the welcome session of the app, patients were randomized to medication switch alone or to medication switch plus smartphone CBT app via the centralized Web system. The smartphone app, called Kokoro-app (“kokoro” means “mind” in Japanese), included sessions on self-monitoring, behavioral activation, and cognitive restructuring presented by cartoon characters. The primary outcome was depression severity as assessed by masked telephone assessors with
the Patient Health Questionnaire-9 (PHQ-9) at week 9. The secondary outcomes included the Beck Depression Inventory-II (BDI-II) and Frequency, Intensity, and Burden of Side Effects Ratings (FIBSER).

**Results:** In the total sample (N=164), 81 participants were allocated to the smartphone CBT in addition to medication change and 83 to medication change alone. In the former group, all but one participant (80/81, 99%) completed at least half, and 71 (88%) completed at least six of eight sessions. In the intention-to-treat analysis, patients allocated the CBT app scored 2.48 points (95% CI 1.23-3.72, P<.001; standardized mean difference 0.40) lower on PHQ-9 than the control at week 9. The former group also scored 4.1 points (95% CI 1.5-6.6, P=.002) lower on BDI-II and 0.76 points (95% CI –0.05 to 1.58, P=.07) lower on FIBSER. In the per-protocol sample (comfortable with the smartphone app, still symptomatic, and adherent to medication with mild or less side effects after run-in), the intervention group (n=60) scored 1.72 points (95% CI 0.25-3.18, P=.02) lower on PHQ-9, 3.2 points (95% CI –0.01 to 6.3, P=.05) lower on BDI-II, and 0.75 points (95% CI 0.03-1.47, P=.04) lower on FIBSER than the control (n=57). The treatment benefits were maintained up to week 17.

**Conclusions:** This is the first study to demonstrate the effectiveness of a smartphone CBT in the treatment of clinically diagnosed depression. Given the merits of the mobile mental health intervention, including accessibility, affordability, quality control, and effectiveness, it is clinically worthwhile to consider adjunctive use of a smartphone CBT app when treating patients with antidepressant-resistant depression. Research into its effectiveness in wider clinical contexts is warranted.

**Trial Registration:** Japanese Clinical Trials Registry UMIN CTR 000013693; https://upload.umin.ac.jp/cgi-open-bin/ctr_e/ ctr_view.cgi?recptno=R000015984 (Archived by WebCite at http://www.webcitation.org/6u6pxVwik)
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**Introduction**

Major depression is highly prevalent, debilitating, and costly [1-3]. It is predicted to be the leading cause of premature mortality and disability in high-income countries by 2030, and the third-leading cause in low- and middle-income countries [4]. Resources for and access to care by those who suffer remain constrained in high-income countries, and severely so in low- to middle-income ones [5,6].

Although antidepressant pharmacotherapies represent the mainstay of treatment of major depression [7], after several weeks of treatment only 50% show reduction by half or more in their depression severity and only 30% return to a euthymic state [8]. No standard approach in the management of treatment-refractory depression exists. Guideline recommendations include increasing the dose, switching to another antidepressant, or augmenting treatment with another pharmacological or psychological therapy [9,10].

Cognitive behavioral therapy (CBT) has proved an effective treatment of major depression either alone [11] or in combination with pharmacotherapy [12,13]. A standard course of CBT, however, requires 10 to 20 sessions, each lasting 45 to 60 minutes, with an adequately qualified professional. Therefore, its availability is limited everywhere in the world [14,15]. Telephone or videoconference CBT eliminates the burden of in-person visits, but requires approximately equal therapist time and equal competence.

Guided self-help CBT requires minimal to no clinician time and has proved of comparable effectiveness to its face-to-face versions [16]. Information and communication technologies (ICT) for self-help CBT, including computerized stand-alone software and Internet-based webpages, have shown promising results in initial trials [17]. However, one recent pragmatic trial using two widely known online Web-based CBT packages failed to demonstrate added value over usual care in primary care likely because adherence to the program was very low [18].

The dominant modality of ICT is evolving rapidly and the smartphone is now transforming people’s lives across the world. In comparison with stand-alone or Internet-connected computers, the smartphone enhances portability and immediacy, making CBT fully accessible and therefore promising new dimensions of guided self-help. Mobile health apps are currently proliferating in the electronic world, with more than 165,000 health apps available online [19-21]. However, few apps have demonstrated quality [22,23] and no randomized controlled trial (RCT) has yet proved the benefits of a smartphone app in comparison with a control condition in the treatment of clinically diagnosed major depressive disorder. Several trials have examined the use of smartphone to monitor symptoms [24-26] or smartphone apps applying the CBT principles, but only among participants recruited from the general population who had reported elevated levels of depressive symptoms on self-reports [27-33]. A few have examined participants with diagnosed major depression, but only against active controls. One pilot RCT compared the original Web-based CBT against its smartphone version in 35 participants with depression confirmed through telephone diagnostic interview [34]. Another group of researchers developed a smartphone app for behavioral activation and tested it against its face-to-face full version [35] or against a mindfulness-based program [36] among 93 and 81 patients, respectively, who were recruited through advertisements in mass media but whose diagnosis of major depression was confirmed through telephone interview. In these studies, results did not differ significantly between the intervention and control groups.

Whether smartphone-based CBT can have any demonstrable value in the treatment of clinically diagnosed major depression is a pressing issue for patients, clinicians, and policy makers.
around the world [22,23]. We have developed and pilot-tested a smartphone app, called Kokoro-app (kokoro means “mind” in Japanese), that is based on a CBT manual with demonstrated effectiveness in remote telephone or group formats in several RCTs either alone [37,38] or in combination with antidepressants [39]. This study represents the first RCT to examine adjunctive smartphone-based CBT to medication change among patients with major depression unresponsive to prior antidepressant treatments.

**Methods**

**Design**

The study was a multisite, assessor-masked, parallel-group RCT with a 1:1 allocation ratio.

**Participants**

A detailed description of the study protocol has been reported elsewhere [40] and is attached as Multimedia Appendix 1. The study, which was approved by the ethics committees of the participating centers and registered in the Japanese clinical trials registry (UMIN CTR 000013693), took place in 20 psychiatric clinics and hospitals across Japan between September 2014 and October 2016. Multimedia Appendix 2 provides the complete list of trial sites and investigators.

Eligible participants (1) were aged between 25 and 59 years, (2) had a primary diagnosis of major depressive disorder without psychotic features according to the *Diagnostic and Statistical Manual of Mental Disorders* (Fifth Edition) [41] as ascertained by using the Primary Care Evaluation of Mental Disorders procedure [42], (3) were antidepressant-resistant, defined as scoring 10 or more on the Beck Depression Inventory-II (BDI-II) [37,43] after taking one or more antidepressants at an adequate dosage for four or more weeks (stage I, II, or III according to the criteria by Thase and Rush [44]), (4) had not been prescribed escitalopram or sertraline, or received CBT or interpersonal therapy for the index episode.

The study psychiatrists introduced the trial to the potentially eligible patients from among the patients they were seeing and invited them to participate voluntarily. After full disclosure of the trial contents and procedures, all participants provided written informed consent. No advertisement through the media was used.

**Randomization**

On entry, all participants started switching their antidepressant, had the Kokoro-app installed onto their iPhone, and had access to the welcome session, which mainly aimed at, after a brief description of CBT, training the participants in the use of the smartphone and its speech recognition. (When the participants did not own an iPhone, we lent one to them for the duration of the trial.) After this 1-week run-in, they had a telephone interview with the Patient Health Questionnaire-9 (PHQ-9) and the Frequency, Intensity, and Burden of Side Effects Ratings (FIBSER) and were classified into one of two samples. The per-protocol sample comprised those who had not or only partially responded since week 0 (PHQ-9 scores ≥5 [45] at week 1), who tolerated and adhered to the new antidepressant, and had no problem using the smartphone and Kokoro-app. The auxiliary sample included all others. The total sample (the per-protocol sample plus the auxiliary sample) would answer the real-world question of the value of smartphone CBT among the patients for whom the clinicians would initially consider prescribing the smartphone CBT, including those who would not tolerate the new medication or who may have some difficulty using the smartphone app, whereas the per-protocol sample would answer the question of the value of smartphone CBT under the narrower circumstances (ie, among patients who were able to follow the protocol and for whom the app would be expected to demonstrate its full effects).

After stratification by group, the participants were randomized 1:1 to the combined antidepressant switch plus smartphone CBT arm (intervention arm) or the antidepressant switch alone arm (control arm) using an automated Web program implementing the method of minimization. Therefore, the randomization was concealed. Clinics, number of antidepressants previously prescribed for the index episode (≥3 vs <3), and a total score of the PHQ-9 at week 1 (≥10 vs <10) were used as minimization variables.

During the telephone interview for the PHQ-9, if participants reported suicidal ideation for more than half the days or nearly every day of the previous 2 weeks, the interviewer immediately notified the staff in the central office, who then notified the responsible psychiatrist.

**Interventions**

The intervention group received both the antidepressant switch and the smartphone CBT, whereas the control group received only the antidepressant switch during the intervention period up to week 9. Details of each intervention are described subsequently.

**Antidepressant Switch**

All study participants started switching their antidepressant either to escitalopram (5-10 mg/day) or to sertraline (25-100 mg/day) at week 0. The previous antidepressant was tapered off by week 5. We limited choice of antidepressants to escitalopram and sertraline, which showed a favorable profile in efficacy and acceptability in a previous systematic review [46], to ensure balance in antidepressant treatments during the trial. If the participants did not tolerate escitalopram or sertraline, the physician could revert to the previous antidepressant or start a new one. Only anxiolytics and hypnotics were allowed as coprescribed psychotropics. The frequency of visit was set at least once in four weeks, with additional visits as judged necessary by the study physician.

**Smartphone Cognitive Behavioral Therapy**

Kokoro-app is a self-help smartphone app consisting of eight sessions, including one welcome session, two sessions on self-monitoring, two sessions on behavioral activation, two sessions on cognitive restructuring, and an epilog focusing on relapse prevention. In each session, explanation of the principles and skills of CBT is provided in the format of instant messenger exchanges among cartoon characters (Figure 1). In the self-monitoring sessions, patients learn how to monitor their...
reactions to situations in terms of feelings, thoughts, body reactions, and behaviors and describe them in “mind maps.” In the behavioral activation sessions, patients learn to engage in “personal experiments” of small pleasurable actions according to the principle “When your body moves, so does your mind.”

Figure 1. Screenshots from Kokoro-app.

To help patients broaden their thoughts, the cognitive restructuring sessions provide four tools, each of which guides the patients to alternative thoughts through interaction with the characters. Each session is supposed to take 1 week; participants can proceed to the next session only after 1 week and only after they have completed one homework from that session. See Multimedia Appendix 3 for more details. One session requires approximately 20 minutes to complete.

The progress of each participant on Kokoro-app could be monitored at “Kokoro-Web.” Participants and their treating psychiatrists could access their records using a unique identification number and password. Secure Sockets Layer certified security of the data exchanged through the Internet. Every week, the central office sent an email to participants to congratulate them on their progress. The message was templated but individually modified based on the progress of participants and the comments they uploaded at the end of each session. Writing one such email took 3 to 10 minutes.

All study participants had access to the welcome session at week 0. After randomization at week 1, the intervention group
received another password and continued with further sessions. The control group continued with the medication change only. Face-to-face CBT or interpersonal therapy were prohibited for either group.

**Follow-Up Period After 9 Weeks**

After assessments at week 9, there were no further restrictions in medications or psychotherapies. The participants in the control arm received a password to begin the Kokoro-app; follow-up assessments took place at week 17.

**Outcomes**

The masked assessors interviewed the participants by telephone with PHQ-9 and FIBSER at weeks 0, 1, 5, 9, and 17.

The primary outcome was the PHQ-9 at week 9. It consists of the nine diagnostic criteria items of major depression [47]. Each item is rated between 0=“not at all” through 3=“nearly every day.” The total score ranges between 0 and 27. The instrument has excellent reliability, validity, and responsiveness [48]. Remission was defined as scoring four or less on PHQ-9, and response as 50% or greater reduction from baseline.

Secondary outcomes included the FIBSER, which assesses the frequency, intensity, and burden of side effects, each on a 7-point scale, with a total score between 3 and 27, [49] and the BDI-II [43], a self-report measure of depression severity that is scaled to an interval of –1 to 1, 1 being complete lack of blinding, 0 being consistent with perfect random guessing, and –1 indicating opposite guessing.

**Sample Size**

The study participants and the psychiatrists in charge of medication change were aware of the treatment allocation. The outcome assessors conducting telephone interviews were unaware of allocation. The success of this masking was evaluated by calculating the Bang Index [50] of assessors’ treatment guesses after each telephone assessment. The Bang Index is scaled to an interval of –1 to 1, 1 being complete lack of blinding, 0 being consistent with perfect random guessing, and –1 indicating opposite guessing.

**Statistical Analysis**

All analyses were undertaken according to the intention-to-treat principle, including all the randomized participants for the total sample as well as for the per-protocol sample. For each continuous outcome up to week 9, we used a linear mixed model including sites and patients as random effects and time (5 and 9 weeks), treatment, and time*treatment interaction, adjusting for its baseline score and the stratification variables, as fixed effects. The primary endpoint was the estimate of the least squares mean difference along with the 95% confidence interval (95% CI) at week 9. For the continuous outcome at week 17 follow-up, we used the similar linear mixed model but without the time*treatment interaction because this was a one-time comparison after all the participants received the smartphone CBT both in the intervention and the control groups. For the dichotomous outcomes, we used a generalized linear mixed model with the same random effects and the fixed effects. We chose odds ratios as the measure of effect. We used SAS version 9.4 (SAS Institute Inc, Cary, NC, USA). Multimedia Appendix 1 provides the statistical analysis plan.

**Blinded Interpretation of the Results**

The statistician (QZ), blinded to allocation, conducted the statistical analyses. The writing committee reviewed a statistical report in which the two treatment arms were designated A and B, and developed interpretation of the results and associated conclusions under two different scenarios, one assuming A to be the smartphone CBT plus medication change arm and B to be the medication change alone arm, and another alternative scenario. The code was broken only after the writing committee signed off on the agreed-on interpretations (see Multimedia Appendix 4).

**Results**

**Participant Characteristics**

Figure 2 shows the flow of participants through the study. Between September 2, 2014, and July 1, 2016, 323 patients were assessed for eligibility; 166 patients provided informed consent and started medication change. Two withdrew consent before randomization at week 1. Therefore, we recruited 164 patients, of whom 117 found no difficulty with the smartphone, were adherent to the protocol treatment, remained at least moderately symptomatic, and constituted the per-protocol sample; 60 were allocated to the smartphone CBT and 57 to medication change alone. Of the remaining 47 participants in the auxiliary group, 21 were allocated to the intervention group and 26 to control. Primary outcome data at 9 weeks were obtained from all but one randomized participant (163/164, 99.4%).

Table 1 shows that the baseline demographic and clinical characteristics of the treatment groups were well balanced. Typically, patients were in their thirties to forties, had three previous episodes, were in the current episode for nearly 2 years, and were severely to moderately depressed.
Figure 2. Assessment, randomization, and follow-up of study participants. CBT: cognitive behavioral therapy; PHQ-9: Patient Health Questionnaire 9; TAU: treatment as usual.
Table 1. Baseline characteristics of the intention-to-treat samples.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total sample (N=164)</th>
<th>Medication change alone (n=83)</th>
<th>Per-protocol sample (n=117)</th>
<th>Medication change alone (n=57)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Smartphone CBT</td>
<td>Medication change</td>
<td>Smartphone CBT</td>
<td>Medication change</td>
</tr>
<tr>
<td></td>
<td>(n=81)</td>
<td>(n=50)</td>
<td>(n=60)</td>
<td>(n=35)</td>
</tr>
<tr>
<td>Demographic characteristics</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>40.2 (8.8)</td>
<td>41.6 (8.9)</td>
<td>40.1 (9.0)</td>
<td>41.2 (8.6)</td>
</tr>
<tr>
<td>Sex (female), n (%)</td>
<td>46 (57)</td>
<td>41 (50)</td>
<td>35 (58)</td>
<td>31 (54)</td>
</tr>
<tr>
<td>Education (years), mean (SD)</td>
<td>14.6 (2.5)</td>
<td>14.9 (2.7)</td>
<td>14.8 (2.5)</td>
<td>15.1 (2.9)</td>
</tr>
<tr>
<td>Employment status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed full-time</td>
<td>34 (42)</td>
<td>29 (35)</td>
<td>27 (45)</td>
<td>21 (37)</td>
</tr>
<tr>
<td>Employed part-time</td>
<td>7 (9)</td>
<td>5 (6)</td>
<td>5 (8)</td>
<td>5 (9)</td>
</tr>
<tr>
<td>On medical leave</td>
<td>21 (26)</td>
<td>30 (36)</td>
<td>14 (23)</td>
<td>21 (37)</td>
</tr>
<tr>
<td>Housewife</td>
<td>6 (7)</td>
<td>5 (6)</td>
<td>5 (8)</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Student</td>
<td>0</td>
<td>2 (21)</td>
<td>0</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Retired</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Not employed</td>
<td>13 (16)</td>
<td>12 (15)</td>
<td>9 (15)</td>
<td>6 (11)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single, never married</td>
<td>34 (42)</td>
<td>31 (38)</td>
<td>24 (40)</td>
<td>22 (39)</td>
</tr>
<tr>
<td>Single, divorced, separated or widowed</td>
<td>13 (16)</td>
<td>7 (8)</td>
<td>12 (20)</td>
<td>5 (9)</td>
</tr>
<tr>
<td>Married</td>
<td>34 (42)</td>
<td>45 (54)</td>
<td>24 (40)</td>
<td>30 (53)</td>
</tr>
<tr>
<td>Baseline clinical characteristics, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age of onset at first episode (years)</td>
<td>31.8 (10.8)</td>
<td>34.6 (10.0)</td>
<td>32.2 (11.0)</td>
<td>34.0 (10.2)</td>
</tr>
<tr>
<td>Number of previous depressive episodes</td>
<td>3.4 (4.9)</td>
<td>3.0 (4.5)</td>
<td>3.5 (4.7)</td>
<td>2.8 (4.6)</td>
</tr>
<tr>
<td>Length of current episode (months)</td>
<td>24.2 (46.3)</td>
<td>23.0 (46.5)</td>
<td>27.0 (52.6)</td>
<td>22.3 (42.5)</td>
</tr>
<tr>
<td>PHQ-9a</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Week 0</td>
<td>13.5 (5.5)</td>
<td>12.9 (5.3)</td>
<td>14.0 (5.2)</td>
<td>13.8 (5.1)</td>
</tr>
<tr>
<td>Week 1</td>
<td>12.6 (6.2)</td>
<td>11.9 (5.9)</td>
<td>13.4 (5.6)</td>
<td>12.6 (5.5)</td>
</tr>
<tr>
<td>BDI-IIa</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Week 0</td>
<td>28.2 (11.2)</td>
<td>26.2 (11.0)</td>
<td>29.4 (10.6)</td>
<td>27.4 (10.7)</td>
</tr>
<tr>
<td>Week 1</td>
<td>26.2 (11.7)</td>
<td>24.7 (12.2)</td>
<td>28.1 (11.0)</td>
<td>26.2 (11.6)</td>
</tr>
<tr>
<td>FIBSERa</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Week 0</td>
<td>4.8 (4.5)</td>
<td>5.2 (3.1)</td>
<td>4.4 (2.8)</td>
<td>5.4 (2.9)</td>
</tr>
<tr>
<td>Week 1</td>
<td>6.4 (4.5)</td>
<td>6.8 (4.4)</td>
<td>5.0 (3.0)</td>
<td>5.2 (2.5)</td>
</tr>
</tbody>
</table>

*aBDI-II: Beck Depression Inventory-II; FIBSER: Frequency, Intensity, and Burden of Side Effects Ratings; PHQ-9: Patient Health Questionnaire 9.

Treatments Received

In the total sample, 16 of 81 participants (20%) stopped the protocol antidepressant treatment by escitalopram or sertraline in the intervention arm, as did 14 of 83 (17%) in the medication only arm (Table 2). Some received augmentation drugs, such as antipsychotics or lithium, which were not allowed in the protocol for the antidepressant switch (n=15 in the total sample), a few had deterioration or side effects and could not continue the protocol treatment (n=5), and a few others got so well and did not want to continue with the protocol medication (n=2). The medication dosages were comparable between the arms.

For the smartphone CBT, all but one participant (80/81, 99%) completed at least half the sessions of the program, and 71 of 81 (88%) completed at least six of eight sessions. It took the patients, on average, 10.8 (SD 4.2) days to complete one session. The patients filled in a mean 11.2 (SD 11.4) “mind maps” for self-monitoring, conducted a mean 14.4 (SD 17.1) behavioral activation “personal experiments,” and generated a mean 6.1 (SD 6.0) alternative thoughts for cognitive restructuring (Table 2).
Table 2. Treatment received in the intention-to-treat samples.

<table>
<thead>
<tr>
<th>Therapy</th>
<th>Total sample (N=164)</th>
<th>Per-protocol sample (n=117)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Smartphone CBT + medication change (n=81)</td>
<td>Medication change alone (n=83)</td>
</tr>
<tr>
<td>Pharmacotherapy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Discontinuation of protocol antidepressant treatment by escitalopram or sertraline by week 9, n (%)</td>
<td>16 (20)</td>
<td>14 (17)</td>
</tr>
<tr>
<td>Discontinuation reason, n</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prescription of prohibited drugs</td>
<td>6</td>
<td>9</td>
</tr>
<tr>
<td>Amelioration</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Deterioration</td>
<td>1</td>
<td>—</td>
</tr>
<tr>
<td>Side effects</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Other</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>Discontinuation of any antidepressant therapy by week 9, n (%)</td>
<td>5 (6)</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Escitalopram dosage at week 9 (mg/day), mean (SD)</td>
<td>9.5 (3.0), n=48</td>
<td>10.0 (3.2), n=49</td>
</tr>
<tr>
<td>Sertraline dosage at week 9 (mg/day), mean (SD)</td>
<td>79.0 (26.7), n=25</td>
<td>83.6 (23.4), n=29</td>
</tr>
<tr>
<td>Smartphone CBT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sessions completed, n</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>—</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>—</td>
</tr>
<tr>
<td>6</td>
<td>11</td>
<td>8</td>
</tr>
<tr>
<td>7</td>
<td>17</td>
<td>13</td>
</tr>
<tr>
<td>8</td>
<td>43</td>
<td>33</td>
</tr>
<tr>
<td>Time per session (days), mean (SD)</td>
<td>10.8 (4.2)</td>
<td>—</td>
</tr>
<tr>
<td>Number of mind maps for self-monitoring, mean (SD)</td>
<td>11.2 (11.4)</td>
<td>—</td>
</tr>
<tr>
<td>Number of behavioral activation tasks, mean (SD)</td>
<td>14.4 (17.1)</td>
<td>—</td>
</tr>
<tr>
<td>Number of alternative thoughts, mean (SD)</td>
<td>6.1 (6.0)</td>
<td>—</td>
</tr>
</tbody>
</table>
Table 3. Outcomes at weeks 9 and 17 for the total sample (N=164).

<table>
<thead>
<tr>
<th>Outcomesa</th>
<th>Smartphone CBT + medication change (n=81), mean/% (95% CI)</th>
<th>Medication change alone (n=83), mean/% (95% CI)</th>
<th>Adjusted difference/OR (95% CI)b</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>End of randomized trial (week 9)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-9</td>
<td>7.94 (6.98, 8.89)</td>
<td>10.41 (9.45, 11.33)</td>
<td>−2.48 (−3.72, −1.23)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Remission</td>
<td>30.5% (19.7%, 43.9%)</td>
<td>17.8% (10.3%, 29.0%)</td>
<td>2.02 (0.93, 4.42)</td>
<td>.08</td>
</tr>
<tr>
<td>Response</td>
<td>42.3% (29.4%, 56.4%)</td>
<td>21.2% (12.7%, 33.2%)</td>
<td>2.73 (1.35, 5.53)</td>
<td>.005</td>
</tr>
<tr>
<td>BDI-II</td>
<td>19.3 (17.0, 21.5)</td>
<td>23.3 (21.6, 25.5)</td>
<td>−4.1 (−6.6, −1.5)</td>
<td>.002</td>
</tr>
<tr>
<td>FIBSER</td>
<td>4.38 (3.72, 5.03)</td>
<td>5.14 (4.52, 5.76)</td>
<td>−0.76 (−1.58, 0.05)</td>
<td>.07</td>
</tr>
<tr>
<td><strong>Follow-up (week 17)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-9</td>
<td>7.95 (6.73, 9.17)</td>
<td>8.76 (7.58, 9.95)</td>
<td>−0.81 (−2.24, 0.62)</td>
<td>.26</td>
</tr>
<tr>
<td>BDI-II</td>
<td>17.2 (14.4, 20.0)</td>
<td>19.1 (16.4, 21.8)</td>
<td>−1.9 (−4.9, 1.2)</td>
<td>.22</td>
</tr>
<tr>
<td>FIBSER</td>
<td>4.62 (3.83, 5.42)</td>
<td>5.10 (4.32, 5.89)</td>
<td>−0.48 (−1.34, 0.37)</td>
<td>.27</td>
</tr>
</tbody>
</table>

bFor each continuous outcome up to week 9, we used a linear mixed model including sites and patients as random effects and time (5 and 9 weeks), treatment, and time*treatment interaction, adjusting for its baseline score and the stratification variables, as fixed effects. For the continuous outcome at week 17 follow-up, we used the similar linear mixed model but without time*treatment interaction. For the dichotomous outcomes, the generalized linear mixed model was used along with the same random effects and the fixed effects. The summary effect measures are adjusted score differences for PHQ-9, BDI-II, and FIBSER, and are odds ratios for remission and response.

Outcomes for the Total Sample

In the intention-to-treat analysis of the total sample, patients who were allocated the CBT app (n=81) scored 2.48 points (95% CI 1.23-3.72, P<.001; standardized mean difference [SMD] 0.40) lower on PHQ-9 than those who were not (n=83) at week 9 (Table 3, Figure 3). The former group also scored 4.1 points (95% CI 1.5-6.6, P=.002) lower on BDI-II. Significantly more participants showed response (OR 2.73, 95% CI 1.35-5.53, P=.005). However, the increase in remission did not reach statistical significance (OR 2.02, 95% CI 0.93-4.42, P=.08).

With regard to the harm outcomes, patients using the smartphone CBT reported somewhat less overall burden of side effects, but the difference was not statistically significant (FIBSER mean difference=−0.76, 95% CI −1.38 to 0.05, P=.07). There was one report of suicidality (self-injurious behavior without suicidal intent) in the combined treatment arm and one report of a serious adverse event in the control arm (brief hospital admission for examination of preexisting spinal canal stenosis).

Outcomes for the Per-Protocol Sample

In the per-protocol sample, who were comfortable with the smartphone app, were still symptomatic, and were adherent to medication with mild or less side effects after the run-in, the patients who received smartphone CBT in addition to medication change (n=60) scored mean 1.72 (95% CI 0.25-3.18, P=.02; SMD 0.28) points lower on PHQ-9 than those undergoing medication change alone (n=57) at week 9. The combined treatment arm was superior to the control arm in terms of BDI-II (difference=−3.2, 95% CI −6.3 to 0.0, P=.05, not statistically significant), but not in terms of remission (OR 1.99, 95% CI 0.74-5.38, P=.17) or response (OR 2.11, 95% CI 0.92-4.85, P=.08).

In terms of the harm outcome, the combination treatment arm reported significantly less overall burden of side effects (FIBSER mean difference=−0.75, 95% CI −1.47 to −0.03, P=.04) (Table 4, Figure 3).

Follow-Up at Week 17

The participants who had access to the smartphone app in the first 9 weeks maintained their gains for a further 8 weeks. At week 17, when the participants in the control arm also had access to the smartphone app, the results were comparable between the two groups in terms of PHQ-9, BDI-II, and FIBSER, both for the total sample and for the per-protocol sample (Tables 3 and 4).

Masking

The Bang Index of the treatment guesses by the masked assessors at weeks 5, 9, and 17 was 0.10 (95% CI –0.13 to 0.33), 0.29 (95% CI 0.06-0.51), and 0.30 (95% CI 0.08-0.52) for the intervention arm and −0.21 (95% CI −0.45 to 0.03), −0.18 (95% CI −0.41 to 0.06), and −0.30 (95% CI −0.53 to −0.07) for the control arm, respectively. The observed patterns indicate that the raters guessed the treatment allocation haphazardly or guessed it to be the smartphone CBT arm more often regardless of the actual allocation, resulting in ideally unbiased assessment of outcomes in the trial [51].
Figure 3. Trajectory of the Patient Health Questionnaire-9 (PHQ-9), Beck Depression Inventory-II (BDI-II), and Frequency, Intensity, and Burden of Side Effects Ratings (FIBSER) scores for the intervention (blue line) and control (red line) groups in the total (N=164) and per-protocol (n=117) samples. Error bars show standard errors for model-based least squares means.
Table 4. Outcomes at weeks 9 and 17 for the per-protocol sample (n=117).

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Smartphone CBT + medication change (n=60), mean% (95% CI)</th>
<th>Medication change alone (n=57), mean% (95% CI)</th>
<th>Adjusted difference/OR (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>End of randomized trial (week 9)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-9</td>
<td>8.92 (7.81, 10.03)</td>
<td>10.64 (9.52, 11.76)</td>
<td>−1.72 (−3.18, −0.25)</td>
<td>.02</td>
</tr>
<tr>
<td>Remission</td>
<td>18.2% (8.5%, 34.8%)</td>
<td>10.0% (4.0%, 23.2%)</td>
<td>1.99 (0.74, 5.38)</td>
<td>.17</td>
</tr>
<tr>
<td>Response</td>
<td>31.6% (18.7%, 48.3%)</td>
<td>18.0% (9.2%, 32.3%)</td>
<td>2.11 (0.92, 4.85)</td>
<td>.08</td>
</tr>
<tr>
<td>BDI-II</td>
<td>21.0 (18.6, 23.5)</td>
<td>24.2 (21.7, 26.8)</td>
<td>−3.2 (−6.3, 0.0)</td>
<td>.05</td>
</tr>
<tr>
<td>FIBSER</td>
<td>4.11 (3.44, 4.78)</td>
<td>4.86 (4.18, 5.53)</td>
<td>−0.75 (−1.47, −0.03)</td>
<td>.04</td>
</tr>
<tr>
<td><strong>Follow-up (week 17)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-9</td>
<td>8.92 (7.40, 10.44)</td>
<td>8.85 (7.31, 10.39)</td>
<td>0.07 (−1.68, 1.82)</td>
<td>.94</td>
</tr>
<tr>
<td>BDI-II</td>
<td>19.4 (15.9, 22.9)</td>
<td>20.0 (16.5, 23.6)</td>
<td>−0.6 (−4.4, 3.1)</td>
<td>.75</td>
</tr>
<tr>
<td>FIBSER</td>
<td>4.14 (3.40, 4.88)</td>
<td>4.46 (3.71, 5.21)</td>
<td>−0.32 (−1.28, 0.63)</td>
<td>.50</td>
</tr>
</tbody>
</table>

*BDI-II: Beck Depression Inventory-II; FIBSER: Frequency, Intensity, and Burden of Side Effects Ratings; PHQ-9: Patient Health Questionnaire 9.

For each continuous outcome up to week 9, we used a linear mixed model including sites and patients as random effects and time (5 and 9 weeks), treatment, and time*treatment interaction, adjusting for its baseline score and the stratification variables, as fixed effects. For the continuous outcome at week 17 follow-up, we used the similar linear mixed model but without time*treatment interaction. For the dichotomous outcomes, the generalized linear mixed model was used along with the same random effects and the fixed effects. The summary effect measures are adjusted score differences for PHQ-9, BDI-II, and FIBSER, and are odds ratios for remission and response.

**Discussion**

In patients with major depression who had not responded to one or more antidepressants, adding smartphone CBT to medication change was more effective than treatment by medication change alone. The smartphone CBT also decreased the overall side effect burden of the pharmacotherapy.

The magnitude of benefit of the adjunctive mobile CBT was approximately 2 points on the PHQ-9 and 3 to 4 points on the BDI-II. Using the observed standard deviation at week 9, these differences translate into standardized mean differences of 0.28 to 0.40 and are comparable to that of 0.31 for antidepressants over placebo reported in a comprehensive systematic review of phase II or III RCTs [52]. The remission and response rates almost doubled, corresponding with numbers needed to treat between 5 and 12.

Although several smartphone CBT apps have been experimented among general population participants with elevated self-reported symptoms [27-33], Kokoro-app is the first smartphone CBT app to prove to be effective in a RCT in comparison with an alternative treatment for patients suffering from clinically diagnosed major depression. Advantages of smartphone CBT include high accessibility, efficiency, and affordability. Further, it is less susceptible to quality control problems that may plague face-to-face therapies [53].

Unexpectedly, Kokoro-app also reduced the global burden of side effects due to pharmacotherapy. We speculate that the smartphone CBT, through which the patient actively searches for ways to overcome their depression, may increase their sense of self-control and decrease the subjective burden of side effects in comparison with standard pharmacotherapy.

All benefits were larger in the total sample than in the per-protocol comparison, where we had anticipated a larger effect at the protocol stage. Participants were not included in the per-protocol sample mainly because they suffered from side effects from the medication change (31 of 47, see Figure 1). The CBT app may be particularly beneficial to those patients who experience significant side effects with medication.

Strengths of this study include the concealed randomization, the successful masking of the outcome assessors, the close to 100% follow-up, the stratified randomization that allowed assessment of intervention impact in two key samples, and corroboration of the secondary outcomes including patients’ self-report. We followed the participants for 8 weeks after the end of the randomized comparison: the participants in the active intervention arm maintained the benefits, and the participants in the control arm who had access to Kokoro-app improved. Finally, the uptake of the CBT sessions via smartphone was satisfactory, with close to 90% of the participants finishing at least six of eight program sessions and actively engaging in homework tasks.

This study is not without limitations. First, it is possible that participants in the control condition, who were not allowed access to CBT sessions at the beginning but only after the waiting period, may have suffered “disappointment effect” through the intervention period. We tried to mitigate this limitation that may be common to many waiting list-controlled trials by not making our control condition a simple waiting list control in which the participants are not allowed to change their treatment [54], but an active medication change, which is one of the recommended treatment options for antidepressant-refractory patients. Nonetheless, the possibility of some contribution of disappointment effect among the control group cannot be negated. Secondly, it was impossible to mask...
the participants and the clinicians administering drug treatment to the treatment allocation. However, we employed the remote telephone assessors to conduct assessments of the primary outcome, which resulted in successful masking. Lastly, it must be pointed out that in this refractory population, although the smartphone CBT in conjunction with medication switch substantively decreased depression severity, approximately 70% to 80% were still not remitted after 2 months of the combined treatment; additional face-to-face standard CBT may be helpful for these remaining patients.

These findings have demonstrated the effectiveness of smartphone CBT as an adjunctive intervention for antidepressant-resistant major depression. Given the merits of the mobile mental health intervention, including accessibility, affordability, quality control, and effectiveness, patients and clinicians may wish to use smartphone CBT as an adjunctive intervention when their depression does not respond adequately to antidepressant treatment alone. Further research of its effectiveness in wider clinical contexts, including its use as a stand-alone treatment in major depression and its role in relapse prevention, and in public health contexts such as its use for subthreshold depressive states or its utility in low- and middle-income countries is warranted. Elucidation of the effective components of the smartphone CBT package and their appropriate dosages and their integration within the existing health care systems also constitute areas needing further research.
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Abstract

Background: Limiting the adverse effects of seasonal influenza outbreaks at state or city level requires close monitoring of localized outbreaks and reliable forecasts of their progression. Whereas forecasting models for influenza or influenza-like illness (ILI) are becoming increasingly available, their applicability to localized outbreaks is limited by the nonavailability of real-time observations of the current outbreak state at local scales. Surveillance data collected by various health departments are widely accepted as the reference standard for estimating the state of outbreaks, and in the absence of surveillance data, nowcast proxies built using Web-based activities such as search engine queries, tweets, and access of health-related webpages can be useful. Nowcast estimates of state and municipal ILI were previously published by Google Flu Trends (GFT); however, validations of these estimates were seldom reported.

Objective: The aim of this study was to develop and validate models to nowcast ILI at subregional geographic scales.

Methods: We built nowcast models based on autoregressive (autoregressive integrated moving average; ARIMA) and supervised regression methods (Random forests) at the US state level using regional weighted ILI and Web-based search activity derived from Google’s Extended Trends application programming interface. We validated the performance of these methods using actual surveillance data for the 50 states across six seasons. We also built state-level nowcast models using state-level estimates of ILI and compared the accuracy of these estimates with the estimates of the regional models extrapolated to the state level and with the nowcast estimates published by GFT.

Results: Models built using regional ILI extrapolated to state level had a median correlation of 0.84 (interquartile range: 0.74-0.91) and a median root mean square error (RMSE) of 1.01 (IQR: 0.74-1.50), with noticeable variability across seasons and by state population size. Model forms that hypothesize the availability of timely state-level surveillance data show significantly lower errors of 0.83 (0.55-0.23). Compared with GFT, the latter model forms have lower errors but also lower correlation.

Conclusions: These results suggest that the proposed methods may be an alternative to the discontinued GFT and that further improvements in the quality of subregional nowcasts may require increased access to more finely resolved surveillance data.

(KEYWORDS: human influenza; classification and regression trees; nowcasts; infodemiology; infoveillance; surveillance)

Introduction

Seasonal influenza infections are estimated to occur in 5% to 10% of the adult population worldwide annually, with higher attack rates in children and older adults [1,2]. In the United States, influenza accounts for about 1.2 deaths per 100,000 people, with considerable interseasonal variability [3]. Municipal and state health departments rely on surveillance data throughout the influenza season, typically October through May in the United States, to track the progress of the season and to
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coordinate vaccination and treatment activities among hospitals, health care providers, and public health agencies. To support these efforts, the Centers for Disease Control and Prevention (CDC) disseminates weekly virologic and outpatient incidence data for influenza-like illness (ILI) at national and regional levels [4,5].

Several methods have been proposed to complement CDC’s ILI, with estimates based on search queries [6-11], tweets [12,13], Wikipedia access logs [14,15], other public-generated content [16-18], and a combination of these proxies [19]. In addition to providing more timely estimates of outbreak progression, these data sources can be used to develop ILI estimates at the more localized subregional geographic resolutions at which public ILI data are limited or unavailable. As more effective and targeted interventions can be designed through a more local view of the outbreak, these subregional estimates, if accurate and reliable, are more actionable.

Google Flu Trends (GFT) [6] generated one of the more widely available estimates of ILI at regional and subregional levels using trends in Web-based search queries; however, production of GFT estimates was discontinued in August 2015 [20]. Instead, through Google’s Extended Trends (GET) application programming interface (API), researchers are now permitted access to underlying Google search trends data and may build their own models to estimate ILI. The original GFT approach models CDC ILI as a linear function of search query frequency aggregated as a single variable. More recent work [7,21] demonstrated improved accuracy when individual query terms were retained as independent variables in the linear model, and further gain was reported with alternate models that allow for nonlinear and temporal relationships between the queries. A related study modeled ILI at week w on both autoregressive lags of n-weeks and search volume of 100 selected terms during week w [8,22].

Whereas these studies are encouraging, these models were developed and validated at US national level where the response variable, ILI, is available. Extrapolation of these national models to subregional resolutions where CDC ILI is not publicly available may yield nowcasts of limited accuracy. The GFT team is yet to publish the methodology used to generate nowcasts at subregional scales, and there have been few validation studies for GFT estimates at subregional levels [23,24].

In this paper, we propose methods to nowcast ILI at the subregional level using GET. These methods were applied retrospectively to generate nowcasts in 50 US states for six seasons, report the accuracy of different model forms, and compare these with GFT as published. It was observed that accurate nowcasts of subregional ILI may not be possible using models developed at the regional level; rather, subregional ILI nowcast models must be developed using subregional ILI data.

Methods

Overview
To build nowcast models at the US state level, random forest regression models were first built at the regional level (as defined by the US Department of Health and Human Services, HHS [25]). In these initial models, HHS regional weighted ILI, as reported by the CDC, was the response variable, and queries with search patterns correlated with ILI were explanatory variables. A 1-week ahead forecast of an autoregressive model fit on regional ILI was included as an additional explanatory variable. These regional-level models were then applied, or extrapolated, at the subregional scale. Specifically, the fit models were used with state-level explanatory variables to estimate ILI at the state level.

Independently, state-level nowcast models were built using CDC-provided state-level estimates of ILI as the response variable. These state-level ILI estimates are not publicly available and were provided for this study on request. The error of the state-level nowcast estimates made using these state models was then compared with the estimates of the regional models extrapolated to the state level.

Google Extended Trends (GET) Application Programming Interface
The GET API allows users to retrieve timeline data of the probability that a specified term is queried during a search session. Additional parameters allow specification of geographical (country, state, etc) and temporal (daily, weekly, etc) granularity and period of interest. Query probability is calculated on a random sample of 10% to 15% of all searches; terms whose search volume does not meet a minimum threshold are considered private, and their probabilities are reported as 0. Data updates are made daily and historical trends from January 2004 are available. Hence, nowcast models developed using GET can provide ILI estimates for at least one additional week over CDC ILI data, which are released with a 5- to 11-day lag.

In this study, as we were interested in state-level nowcasts, state was used as the geographical resolution and a weekly periodicity to be consistent with CDC ILI and GFT, both of which are weekly ILI estimates. We refer to logit transformed time series of term t as the query fraction of t, that is, qft(s, w) = log(z/(1-z)) where z is the probability that a query from state s during week w is for term t. GET does not provide separate query fractions at the HHS regional level. Therefore, the query fraction for a term from an HHS region was calculated as a population weighted mean of the query fractions for the term from states within the region. This choice of transformation was informed by previous work, which found that with logit transformation, the relation between raw query fractions and ILI becomes approximately linear and model performance improves [7].

Feature Identification
Queries highly correlated with CDC ILI were identified using Google Correlate [26,27] for use as explanatory variables. Google Correlate returns 100 queries whose search trends are historically most highly correlated (Pearson correlation coefficient) with a given target time series data. ILI at US national and 10 HHS regional levels from 2003-04 through 2014-15 influenza season was used as target time series. Significant overlap was observed in the queries identified using the different target time series. Query terms identified by Zhang
While examining the query fractions for terms related to ILI, it was found that some terms, which have considerable search activity at the national level, often have little-to-no activity at the state level and are reported as 0 (Multimedia Appendix 1; Figure S1), possibly because of the sampling and threshold criteria used in GET. Hence, the explanatory variables at the state level are sparse. To improve the quality of the data, a form of inheritance where a state inherits the query fraction of a term at the regional level when the state-level query fraction is zero was employed: \( q(t, s, w) = q(t, r, w), \) where \( s \neq r, \) and \( r \) designates HHS region. That is, in the absence of additional information, we assume users in all states of a region search for a term with the same probability. As this would not eliminate all zeros, the remaining zeros were replaced with a very small value, \( 1e-12, \) before applying the logit transformation. Sensitivity analysis showed that the results were not sensitive to the choice of the replacement (Multimedia Appendix 1; Figure S2).

**Autoregressive Integrated Moving Average**

Lampos et al [7] have found that simple autoregressive integrated moving average (ARIMA) models [30-32] using search trends data can generate reasonable nowcast estimates for ILI at the US national level. Similarly, Broniatowski et al [33,34] have demonstrated the utility of ARIMA models that use tweets and query data at a few subregional locations. ARIMA models are specified with three parameters, the order of the autoregressive component \( (a), \) the degree of differencing \( (d), \) and the order of the moving average component \( (q). \)

In Figure 1, \( \phi, \theta, \) and \( \rho \) are to be learned during model fitting. A method described by Hyndman and Khandakar [35,36] was used to search parameter space and to identify a set of parameters that provides good model fit, and the ARIMA models built at different times \( (w) \) and for different regions were allowed to use different parameters.

**Figure 1.** Autoregressive integrated moving average (ARIMA) formulation.

\[
y_w = \sum_{i=1}^{a} \phi_i y_{w-i} + \sum_{i=1}^{d} \rho_i h_{w,i} + \sum_{i=1}^{q} \theta_i e_{w-i} + e_w
\]

**Random Forest**

Random forest is a decision tree–based ensemble supervised learner that can be used for regression [37-39]. Specifically, given a dataset of \( n \) instances \( D = \{X, Y\} = \{(x_{ip}, y_p)\}, \) where \( Y \) is a continuous response variable, and the feature set \( X = \{X_1, X_2, ..., X_p\} \) of \( p \) explanatory variables \( (ie, x_{ip} \) is the value of feature \( f \) for instance \( i), \) a supervised learning algorithm uses \( D \) to learn a function \( f \) such that \( \hat{Y} = f(X) \) and \( \hat{Y} \) minimizes some loss function with respect to \( Y. \) The function \( f \) can then be used to estimate \( \hat{y}_0 \) for an instance \( x_0 = \{x_{01}, x_{02}, ..., x_{0p}\} \) whose response is unknown.

Decision tree–based methods split the feature space along an explanatory variable and learn separate fits, \( f \) for each subspace. Ensemble methods build multiple decision trees, each tree on a dataset \( \hat{D}, \) a random sampling with replacement of \( n \) instances from \( D. \) Random forests are ensemble decision trees that also exclude a random subset of explanatory variables while learning. Random forests are suitable for nonlinear problems with large feature sets and have been found to offer superior accuracy in multiple domains.

In this study, the randomForest [45] package in R [46] (R Project for Statistical Computing) was used to build the models.

**Model Formulation**

The model is described in detail in Multimedia Appendix 1. To summarize, let \( y_{1:w}^{r} \) denote the logit transformed ILI observations for region \( r \) through week \( w; \) and \( X_{1:w}^{r} \) a query fraction matrix of logit transformed query fractions at HHS region \( r \) for all terms in the feature set (columns) during weeks 1 through week \( v \) (rows). Note that \( v>w. \) We fit an ARIMA model on \( y_{1:w}^{r} \) forecast ahead for weeks \( w+1 \) to \( v \) and add the ARIMA result as an explanatory variable to \( X_{1:w}^{r}. \) With this modified matrix as the predictor and \( (y_{1:w}^{r})^T \) as the response, we train a random forest model for region \( r \) at week \( w, \hat{f}_w^{r}. \) To nowcast ILI for a state \( s \) in region \( r, \) we append region \( r's \) ARIMA results to the state's query fraction matrix \( X_{1:w,s} \), and use this as a test set with \( \hat{f}_w^{s}. \)

**Validation**

State level ILI counts (per 100,000 patient visits) from 2000-01 to 2010-11 season were provided by CDC following a data request. These counts were considered as the true values to validate the estimates from the model described above. As GET data were only available from January 2004, the last six of the seven overlapping flu seasons (Morbidity and Mortality Weekly Report [40], MMWR, week 40 through MMWR week 39 of the next calendar year), that is, 2005-06 to 2010-11 were used for validation. To generate nowcasts for any given week, only data that would have been available if nowcasts were being generated in real time were used, thus allowing for an out-of-sample validation of the estimates.

For each state during each of the six seasons, the Pearson correlation coefficient (COR), root mean square error (RMSE), and mean absolute proportion error (MAPE) were calculated. In Figure 2, \( \hat{y}_w^{s} \) is the true ILI for state \( s \) at week \( w; \) \( y_w^{s} \) the corresponding nowcast, \( w \neq s \) the weeks in a given flu season, and \( g/ \) is the inverse logit transformation. Although nowcast estimates up to 2 weeks ahead are sometimes possible using ARIMA and GET, only 1-week ahead estimates were used in this error analysis.
Alternate Model Forms

To generate nowcasts for a state, the model trained with its corresponding regional data was extrapolated to the state level. For this extrapolation, the model formulation, described above and trained using regional ILI as the response variable, was applied using an ARIMA fit of regional ILI and state GET query fractions as explanatory variables. We refer to this form as RRS. Two other alternate forms were explored: RR0, where the state’s ILI estimate is simply its region’s ARIMA estimate, and RRR, where the state’s GET query fractions were replaced with the query fractions for its parent region.

The accuracy of RRS relative to RR0 was indicative of value added by GET and random forests, and of RRS relative to RRR as value added through the use of more localized GET data. As GFT was published during the six seasons being used for validation, the performance of these three model forms were also compared against GFT.

Alternate Model Forms: State ILI as Response

The three model forms described above were built with regional ILI as the response variable. As regional ILI is released weekly by the CDC, these models are suitable for real-time operational nowcasts. Although estimates of subregional ILI are not publicly available, state and municipal health agencies do have these estimates for internal use, and it is worthwhile to develop and test model forms that would be possible with subregional ILI.

Four additional model forms were defined: SS0, a simple ARIMA model fit on state ILI; SRR and SRS, which are similar to RRR and RRS, respectively, except for the response variable used for training; and SSS, which does not directly use any regional information. Please see Multimedia Appendix 1 for more formal specification of these four types.

To compare the different model forms and to check that the differences were statistically significant, we used a Friedman rank-sum test [41,42] followed by a Nemenyi test [43,44]. The Friedman test is a nonparametric test that does not assume normality. It ranks the different model forms on each test attempt, a state-season combination and uses the rank to test whether model forms are different. The Nemenyi test, a post hoc test for Friedman, checks for statistically significant differences between each pair of model forms.

Results

Of the explanatory variables used in the RRS models, the ARIMA component (ar) ranks highest followed by a good number of entities from Freebase (see Figure 3). Across all seasons and states, the RRS models were found to have a reasonably high median correlation of 0.84 (interquartile range [IQR]: 0.74-0.91; Table 1). When stratified by population size, states with larger population sizes had significantly higher median correlations than those with small population sizes. Significant variability across seasons was also observed. States with large populations sizes were also found to have lower median errors (RMSE and MAPE), but there does not seem to be much difference between low- and medium-sized states.

Although the correlation of the RRS models was encouraging, GFT estimates have better median measures overall and across almost all disaggregated groups. Google has not published their method to estimate ILI at subregional levels, and it is not clear whether GFT estimates benefited from a fuller access to trends data or whether the performance gain was solely methodological.
Figure 3. Top 20 features by importance as determined by random forest models built at regional level. The dot and whiskers in red show the median and interquartile range (IQR), respectively, whereas the blue point is the mean. The label shows the percentage of models in which the feature was used (n=3130). ar refers to the autoregressive integrated moving average (ARIMA) component. Features prefixed by ENT are entities identified using Freebase.
### Table 1

Median (interquartile range), Pearson correlation coefficient (COR), root mean square error (RMSE), and mean absolute proportion error (MAPE) for RRS, RR0, RRR models, and Google Flu Trends (GFT). Results are stratified by state population size and season.

<table>
<thead>
<tr>
<th>Measure</th>
<th>RRS, median (interquartile range)</th>
<th>RR0, median (interquartile range)</th>
<th>RRR, median (interquartile range)</th>
<th>GFT(^a), median (interquartile range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>COR(^b)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>0.85 (0.74-0.91)</td>
<td>0.83 (0.7-0.9)</td>
<td>0.86 (0.75-0.91)</td>
<td>0.89 (0.8-0.94)</td>
</tr>
<tr>
<td><strong>Population size (millions)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-2 (n=14)</td>
<td>0.79 (0.64-0.87)</td>
<td>0.76 (0.62-0.86)</td>
<td>0.81 (0.67-0.88)</td>
<td>0.83 (0.72-0.91)</td>
</tr>
<tr>
<td>2-5 (n=14)</td>
<td>0.84 (0.72-0.89)</td>
<td>0.82 (0.7-0.89)</td>
<td>0.84 (0.75-0.90)</td>
<td>0.9 (0.81-0.94)</td>
</tr>
<tr>
<td>5-7.5 (n=10)</td>
<td>0.84 (0.74-0.91)</td>
<td>0.82 (0.7-0.9)</td>
<td>0.86 (0.73-0.92)</td>
<td>0.89 (0.8-0.95)</td>
</tr>
<tr>
<td>≥7.5 (n=12)</td>
<td>0.91 (0.85-0.93)</td>
<td>0.9 (0.84-0.93)</td>
<td>0.91 (0.86-0.94)</td>
<td>0.93 (0.86-0.96)</td>
</tr>
<tr>
<td><strong>Season</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>05-06</td>
<td>0.8 (0.62-0.85)</td>
<td>0.8 (0.62-0.85)</td>
<td>0.81 (0.64-0.87)</td>
<td>0.83 (0.71-0.88)</td>
</tr>
<tr>
<td>06-07</td>
<td>0.82 (0.65-0.88)</td>
<td>0.8 (0.6-0.88)</td>
<td>0.82 (0.71-0.89)</td>
<td>0.83 (0.76-0.9)</td>
</tr>
<tr>
<td>07-08</td>
<td>0.88 (0.81-0.92)</td>
<td>0.87 (0.79-0.92)</td>
<td>0.89 (0.82-0.93)</td>
<td>0.93 (0.87-0.96)</td>
</tr>
<tr>
<td>08-09</td>
<td>0.75 (0.69-0.83)</td>
<td>0.71 (0.58-0.82)</td>
<td>0.78 (0.67-0.83)</td>
<td>0.81 (0.71-0.89)</td>
</tr>
<tr>
<td>09-10</td>
<td>0.9 (0.85-0.93)</td>
<td>0.89 (0.8-0.93)</td>
<td>0.9 (0.85-0.93)</td>
<td>0.97 (0.94-0.98)</td>
</tr>
<tr>
<td>10-11</td>
<td>0.89 (0.82-0.92)</td>
<td>0.88 (0.75-0.91)</td>
<td>0.89 (0.85-0.92)</td>
<td>0.89 (0.86-0.93)</td>
</tr>
<tr>
<td><strong>RMSE(^c)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>0.99 (0.7-1.51)</td>
<td>1.06 (0.73-1.56)</td>
<td>0.97 (0.72-1.54)</td>
<td>0.93 (0.66-1.33)</td>
</tr>
<tr>
<td><strong>Population size (millions)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-2 (n=14)</td>
<td>1.06 (0.69-1.58)</td>
<td>1.19 (0.73-1.62)</td>
<td>1.05 (0.72-1.6)</td>
<td>0.88 (0.63-1.29)</td>
</tr>
<tr>
<td>2-5 (n=14)</td>
<td>1.21 (0.84-1.87)</td>
<td>1.33 (0.92-1.81)</td>
<td>1.22 (0.83-1.84)</td>
<td>1.02 (0.78-1.52)</td>
</tr>
<tr>
<td>5-7.5 (n=10)</td>
<td>0.93 (0.65-1.21)</td>
<td>0.98 (0.72-1.33)</td>
<td>0.93 (0.61-1.14)</td>
<td>0.88 (0.67-1.48)</td>
</tr>
<tr>
<td>≥7.5 (n=12)</td>
<td>0.87 (0.66-1.01)</td>
<td>0.85 (0.70-1.08)</td>
<td>0.88 (0.69-1.01)</td>
<td>0.87 (0.63-1.16)</td>
</tr>
<tr>
<td><strong>Season</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>05-06</td>
<td>0.93 (0.64-1.5)</td>
<td>0.92 (0.70-1.64)</td>
<td>0.93 (0.64-1.52)</td>
<td>0.88 (0.60-1.45)</td>
</tr>
<tr>
<td>06-07</td>
<td>0.84 (0.56-1.16)</td>
<td>0.89 (0.57-1.16)</td>
<td>0.85 (0.5-1.1)</td>
<td>0.82 (0.52-1.13)</td>
</tr>
<tr>
<td>07-08</td>
<td>1.08 (0.81-1.7)</td>
<td>1.06 (0.83-1.59)</td>
<td>0.99 (0.82-1.67)</td>
<td>1.09 (0.70-1.55)</td>
</tr>
<tr>
<td>08-09</td>
<td>1.02 (0.77-1.47)</td>
<td>1.10 (0.79-1.48)</td>
<td>1.03 (0.79-1.55)</td>
<td>1.02 (0.79-1.41)</td>
</tr>
<tr>
<td>09-10</td>
<td>1.31 (0.98-1.77)</td>
<td>1.40 (1.08-1.72)</td>
<td>1.28 (0.98-1.72)</td>
<td>1.05 (0.80-1.52)</td>
</tr>
<tr>
<td>10-11</td>
<td>0.77 (0.59-1.16)</td>
<td>0.83 (0.61-1.26)</td>
<td>0.83 (0.59-1.15)</td>
<td>0.73 (0.64-1.20)</td>
</tr>
<tr>
<td><strong>MAPE(^d) (/1000)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>0.8 (0.43-1.75)</td>
<td>0.67 (0.42-1.54)</td>
<td>0.77 (0.43-1.62)</td>
<td>0.71 (0.44-1.51)</td>
</tr>
<tr>
<td><strong>Population size (millions)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-2 (n=14)</td>
<td>0.9 (0.54-1.7)</td>
<td>0.77 (0.51-1.41)</td>
<td>0.84 (0.55-1.55)</td>
<td>0.76 (0.51-1.56)</td>
</tr>
<tr>
<td>2-5 (n=14)</td>
<td>0.95 (0.48-1.79)</td>
<td>0.82 (0.44-1.65)</td>
<td>0.87 (0.45-1.71)</td>
<td>0.77 (0.41-1.48)</td>
</tr>
<tr>
<td>5-7.5 (n=10)</td>
<td>0.65 (0.36-1.62)</td>
<td>0.59 (0.37-1.69)</td>
<td>0.63 (0.35-1.57)</td>
<td>0.68 (0.4-1.41)</td>
</tr>
<tr>
<td>≥7.5 (n=12)</td>
<td>0.65 (0.34-1.64)</td>
<td>0.54 (0.3-1.34)</td>
<td>0.65 (0.33-1.5)</td>
<td>0.7 (0.43-1.54)</td>
</tr>
<tr>
<td><strong>Season</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>05-06</td>
<td>1.2 (0.46-3.06)</td>
<td>0.78 (0.47-2.77)</td>
<td>0.99 (0.49-2.72)</td>
<td>1.07 (0.56-2.67)</td>
</tr>
<tr>
<td>06-07</td>
<td>0.97 (0.53-1.84)</td>
<td>0.92 (0.49-1.81)</td>
<td>0.91 (0.51-1.67)</td>
<td>0.88 (0.46-1.48)</td>
</tr>
<tr>
<td>07-08</td>
<td>0.85 (0.5-1.67)</td>
<td>0.83 (0.49-1.64)</td>
<td>0.81 (0.51-1.51)</td>
<td>0.76 (0.5-1.57)</td>
</tr>
<tr>
<td>08-09</td>
<td>0.82 (0.47-1.59)</td>
<td>0.67 (0.43-1.36)</td>
<td>0.84 (0.43-1.52)</td>
<td>0.71 (0.44-1.48)</td>
</tr>
</tbody>
</table>
Table 2. Mean rank and statistical significance from post hoc Nemenyi test. For each season-state combination, the model forms are ranked from best (rank=1) to worst (rank=4).

<table>
<thead>
<tr>
<th>Measure</th>
<th>RRS, median (interquartile range)</th>
<th>RR0, median (interquartile range)</th>
<th>RRR, median (interquartile range)</th>
<th>GFT(^a), median (interquartile range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>09-10</td>
<td>0.73 (0.36-1.96)</td>
<td>0.64 (0.4-1.83)</td>
<td>0.74 (0.36-1.96)</td>
<td>0.63 (0.43-1.17)</td>
</tr>
<tr>
<td>10-11</td>
<td>0.49 (0.3-1.04)</td>
<td>0.48 (0.28-0.96)</td>
<td>0.48 (0.31-1.04)</td>
<td>0.61 (0.32-0.93)</td>
</tr>
</tbody>
</table>

\(^a\)GFT: Google Flu Trends.
\(^b\)COR: Pearson correlation coefficient.
\(^c\)RMSE: root mean square error.
\(^d\)MAPE: mean absolute percentage error.

Table 2 shows the mean rank for the model forms along with the results of Friedman-Nemenyi tests for significance. Of the four estimates, the best performing (highest correlation or lowest error) is assigned a rank of 1, the worst a rank of 4, and an average across the different season-state combinations (n=300) is calculated. The results indicate the following: (1) For correlation, GFT has the best mean rank, followed by RRR, RRS, and RR0. However, the difference between RRR and RRS is not statistically significant; (2) the relative ordering of the mean ranks remains the same with RMSE, but the difference between RR0, RRR, and RRS is not statistically significant; and, (3) RR0 has the best rank with MAPE followed by GFT. The mean ranks of RRR and RRS are significantly higher.

Overall, the performance of the RRR models was comparable to the RRS models, which indicates that state-localized GET data, as used in the models described here, do not improve nowcast accuracy. Because RR0 lowers (degrades) correlation, does not alter RMSE and considerably lowers (improves) MAPE, the effect of ignoring GET data altogether remains uncertain.

Extending the comparison to model forms that are built using state ILI as the response variable (Table 3; Figures 4 and 5), a noticeable reduction was observed in errors. The median RMSE and MAPE (Figure 4) of the SRS, SRR, and SSS models are lower than GFT overall, in states with larger population, and in a majority of the seasons. There is also a clear improvement over their RR* counterparts (Figure 5). However, the median correlation of all four models is noticeably lower, especially for the SS0 models.
### Table 3

Median (interquartile range), Pearson correlation coefficient (COR), root mean square error (RMSE), and mean absolute percentage error (MAPE) for Google Flu Trends (GFT), SS0, SRR, SRS, and SSS models. Results are stratified by state population and season.

<table>
<thead>
<tr>
<th>Measure</th>
<th>GFT, median (interquartile range)</th>
<th>SS0, median (interquartile range)</th>
<th>SRR, median (interquartile range)</th>
<th>SRS, median (interquartile range)</th>
<th>SSS, median (interquartile range)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>COR</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>0.89 (0.8-0.94)</td>
<td>0.56 (0.4-0.75)</td>
<td>0.8 (0.7-0.88)</td>
<td>0.8 (0.7-0.88)</td>
<td>0.74 (0.61-0.83)</td>
</tr>
<tr>
<td>Population size (millions)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-2 (n=14)</td>
<td>0.83 (0.72-0.91)</td>
<td>0.46 (0.31-0.66)</td>
<td>0.74 (0.57-0.82)</td>
<td>0.71 (0.56-0.8)</td>
<td>0.62 (0.55-0.74)</td>
</tr>
<tr>
<td>2-5 (n=14)</td>
<td>0.9 (0.81-0.94)</td>
<td>0.58 (0.42-0.76)</td>
<td>0.78 (0.72-0.87)</td>
<td>0.8 (0.72-0.85)</td>
<td>0.73 (0.66-0.81)</td>
</tr>
<tr>
<td>5-7.5 (n=10)</td>
<td>0.89 (0.8-0.95)</td>
<td>0.51 (0.36-0.64)</td>
<td>0.83 (0.7-0.88)</td>
<td>0.81 (0.73-0.88)</td>
<td>0.75 (0.63-0.82)</td>
</tr>
<tr>
<td>≥7.5 (n=12)</td>
<td>0.93 (0.86-0.96)</td>
<td>0.73 (0.48-0.85)</td>
<td>0.88 (0.79-0.92)</td>
<td>0.89 (0.8-0.92)</td>
<td>0.86 (0.72-0.91)</td>
</tr>
<tr>
<td><strong>Season</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>05-06</td>
<td>0.83 (0.71-0.88)</td>
<td>0.72 (0.56-0.85)</td>
<td>0.78 (0.68-0.86)</td>
<td>0.76 (0.62-0.86)</td>
<td>0.74 (0.66-0.86)</td>
</tr>
<tr>
<td>06-07</td>
<td>0.83 (0.76-0.9)</td>
<td>0.75 (0.61-0.84)</td>
<td>0.8 (0.7-0.88)</td>
<td>0.8 (0.64-0.87)</td>
<td>0.8 (0.72-0.89)</td>
</tr>
<tr>
<td>07-08</td>
<td>0.93 (0.87-0.96)</td>
<td>0.61 (0.47-0.77)</td>
<td>0.87 (0.78-0.92)</td>
<td>0.86 (0.78-0.9)</td>
<td>0.81 (0.73-0.86)</td>
</tr>
<tr>
<td>08-09</td>
<td>0.81 (0.71-0.89)</td>
<td>0.37 (0.28-0.44)</td>
<td>0.7 (0.59-0.8)</td>
<td>0.74 (0.58-0.79)</td>
<td>0.57 (0.45-0.68)</td>
</tr>
<tr>
<td>09-10</td>
<td>0.97 (0.94-0.98)</td>
<td>0.51 (0.39-0.73)</td>
<td>0.82 (0.75-0.89)</td>
<td>0.82 (0.74-0.89)</td>
<td>0.74 (0.63-0.85)</td>
</tr>
<tr>
<td>10-11</td>
<td>0.89 (0.86-0.93)</td>
<td>0.47 (0.33-0.6)</td>
<td>0.82 (0.75-0.88)</td>
<td>0.81 (0.73-0.88)</td>
<td>0.71 (0.63-0.78)</td>
</tr>
<tr>
<td><strong>RMSE</strong> (1e-3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>0.93 (0.66-1.33)</td>
<td>1.07 (0.68-1.84)</td>
<td>0.84 (0.54-1.25)</td>
<td>0.86 (0.55-1.27)</td>
<td>0.9 (0.55-1.35)</td>
</tr>
<tr>
<td>Population size (millions)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-2 (n=14)</td>
<td>0.88 (0.63-1.29)</td>
<td>1.17 (0.61-1.92)</td>
<td>0.96 (0.55-1.47)</td>
<td>0.96 (0.62-1.49)</td>
<td>0.92 (0.58-1.44)</td>
</tr>
<tr>
<td>2-5 (n=14)</td>
<td>1.02 (0.78-1.52)</td>
<td>1.37 (0.83-2.13)</td>
<td>1.04 (0.7-1.54)</td>
<td>1.11 (0.62-1.57)</td>
<td>1.11 (0.66-1.68)</td>
</tr>
<tr>
<td>5-7.5 (n=10)</td>
<td>0.88 (0.67-1.48)</td>
<td>0.99 (0.66-1.79)</td>
<td>0.74 (0.49-1.07)</td>
<td>0.71 (0.51-1.14)</td>
<td>0.79 (0.55-1.24)</td>
</tr>
<tr>
<td>≥7.5 (n=12)</td>
<td>0.87 (0.63-1.16)</td>
<td>0.91 (0.64-1.49)</td>
<td>0.69 (0.43-1.05)</td>
<td>0.67 (0.41-0.99)</td>
<td>0.74 (0.46-1.01)</td>
</tr>
<tr>
<td><strong>MAPE</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>0.71 (0.44-1.51)</td>
<td>0.58 (0.38-0.8)</td>
<td>0.54 (0.33-0.9)</td>
<td>0.61 (0.34-1)</td>
<td>0.61 (0.35-1.02)</td>
</tr>
<tr>
<td>Population size (millions)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-2 (n=14)</td>
<td>0.76 (0.51-1.56)</td>
<td>0.68 (0.48-0.86)</td>
<td>0.76 (0.5-1.36)</td>
<td>0.84 (0.56-1.44)</td>
<td>0.82 (0.58-1.28)</td>
</tr>
<tr>
<td>2-5 (n=14)</td>
<td>0.77 (0.41-1.48)</td>
<td>0.63 (0.36-0.85)</td>
<td>0.58 (0.36-0.9)</td>
<td>0.64 (0.39-1)</td>
<td>0.68 (0.37-1.02)</td>
</tr>
<tr>
<td>5-7.5 (n=10)</td>
<td>0.68 (0.41-1.41)</td>
<td>0.58 (0.39-0.74)</td>
<td>0.41 (0.31-0.75)</td>
<td>0.46 (0.32-0.86)</td>
<td>0.55 (0.34-0.92)</td>
</tr>
<tr>
<td>≥7.5 (n=12)</td>
<td>0.7 (0.43-1.54)</td>
<td>0.4 (0.31-0.59)</td>
<td>0.38 (0.2-0.59)</td>
<td>0.37 (0.2-0.69)</td>
<td>0.41 (0.24-0.61)</td>
</tr>
<tr>
<td><strong>Season</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>05-06</td>
<td>1.07 (0.56-2.67)</td>
<td>0.59 (0.39-0.8)</td>
<td>0.68 (0.4-0.93)</td>
<td>0.77 (0.41-1.12)</td>
<td>0.74 (0.38-1.08)</td>
</tr>
<tr>
<td>06-07</td>
<td>0.88 (0.46-1.48)</td>
<td>0.54 (0.36-0.71)</td>
<td>0.51 (0.32-0.84)</td>
<td>0.62 (0.35-0.94)</td>
<td>0.58 (0.3-0.89)</td>
</tr>
<tr>
<td>07-08</td>
<td>0.76 (0.5-1.57)</td>
<td>0.69 (0.4-0.83)</td>
<td>0.54 (0.38-0.78)</td>
<td>0.62 (0.41-0.94)</td>
<td>0.62 (0.38-0.81)</td>
</tr>
<tr>
<td>08-09</td>
<td>0.71 (0.44-1.48)</td>
<td>0.57 (0.42-0.77)</td>
<td>0.62 (0.37-1.01)</td>
<td>0.66 (0.36-0.93)</td>
<td>0.68 (0.39-1.14)</td>
</tr>
<tr>
<td>Measure</td>
<td>GFT(^a), median (interquartile range)</td>
<td>SS0, median (interquartile range)</td>
<td>SRR, median (interquartile range)</td>
<td>SRS, median (interquartile range)</td>
<td>SSS, median (interquartile range)</td>
</tr>
<tr>
<td>---------</td>
<td>----------------------------------------</td>
<td>---------------------------------</td>
<td>---------------------------------</td>
<td>---------------------------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td>09-10</td>
<td>0.63 (0.43-1.17)</td>
<td>0.59 (0.36-0.85)</td>
<td>0.52 (0.31-1.25)</td>
<td>0.59 (0.31-1.38)</td>
<td>0.67 (0.37-1.14)</td>
</tr>
<tr>
<td>10-11</td>
<td>0.61 (0.32-0.93)</td>
<td>0.5 (0.35-0.85)</td>
<td>0.38 (0.26-0.67)</td>
<td>0.38 (0.26-0.75)</td>
<td>0.43 (0.31-0.83)</td>
</tr>
</tbody>
</table>

\(^a\)GFT: Google Flu Trends.
\(^b\)COR: Pearson correlation coefficient.
\(^c\)RMSE: root mean square error.
\(^d\)MAPE: mean absolute percentage error.
Figure 4. Measures observed with the different model forms A: Pearson correlation coefficient (COR); B: Root mean square error (RMSE); and C: Mean absolute percentage error (MAPE). Left: The box and whiskers show the median, interquartile range (IQR), and extrema (1.5×IQR) for each model form. The colored regions are violin plots showing probability density. Right: Heat map of the distribution of relative ranks of the models; more frequent ranks are darker.
Figure 5. Pairwise plots for the model forms on the three measures: A: Pearson correlation coefficient (COR); B: Root mean square error (RMSE); and C: Mean absolute percentage error (MAPE). The subpanels along the diagonal show density of the measure for the model form. Subpanels in the lower triangle are scatter plots (n=300) denoting a state-season. Points on or close to the black line (y=x) are state-seasons where the pair of model forms have similar measures (correlation or error). Subpanels in the upper triangle are heat maps of the counts of points in each two-dimensional (2D) grid of the plot area (low counts in yellow, high in red). For example, to compare the correlations of RRS and SS0, see the scatter plot in (5,4) or heat map in (4,5) of A.
Table 4. Mean rank and statistical significance from post hoc Nemenyi test. For each season-state combination, the model forms are ranked from best (rank=1) to worst (rank=8).

<table>
<thead>
<tr>
<th>Measure</th>
<th>Model</th>
<th>Mean rank</th>
<th>GFT(^a)</th>
<th>RRO</th>
<th>RRR</th>
<th>RRS</th>
<th>SS0</th>
<th>SRR</th>
<th>SRS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pearson correlation coefficient (COR)</td>
<td>GFT</td>
<td>2.67</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>RR0</td>
<td>4.55</td>
<td></td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>RRR</td>
<td>3.34</td>
<td>&lt;.002</td>
<td></td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>RRS</td>
<td>3.68</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td></td>
<td>.68</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SS0</td>
<td>6.87</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SRR</td>
<td>4.37</td>
<td>&lt;.001</td>
<td>.98</td>
<td>&lt;.001</td>
<td>.01</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>SRS</td>
<td>4.75</td>
<td>&lt;.001</td>
<td>.97</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.55</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SSS</td>
<td>5.73</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Root mean square error (RMSE)</td>
<td>GFT</td>
<td>4.46</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>RR0</td>
<td>5.27</td>
<td>.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>RRR</td>
<td>4.68</td>
<td>.96</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>RRS</td>
<td>4.82</td>
<td>.62</td>
<td></td>
<td>.35</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SS0</td>
<td>5.77</td>
<td>&lt;.001</td>
<td></td>
<td>.19</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SRR</td>
<td>3.34</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SRS</td>
<td>3.71</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.61</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SSS</td>
<td>3.96</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.04</td>
<td>.92</td>
</tr>
<tr>
<td>Mean absolute proportion error (MAPE)</td>
<td>GFT</td>
<td>5.26</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>RR0</td>
<td>4.91</td>
<td>.65</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>RRR</td>
<td>5.18</td>
<td>.99</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>RRS</td>
<td>5.7</td>
<td>.37</td>
<td></td>
<td>.002</td>
<td>.15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SS0</td>
<td>3.75</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SRR</td>
<td>3.17</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SRS</td>
<td>3.93</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.99</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SSS</td>
<td>4.09</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.69</td>
<td>&lt;.001</td>
<td>.99</td>
</tr>
</tbody>
</table>

\(^a\)GFT: Google Flu Trends.

Results from Friedman-Nemenyi tests (see Table 4) show that SRS has the lowest mean rank for RMSE, and the difference is statistically significant from all other models, with the exception of SRR. SS0 has the lowest mean rank for MAPE but is not statistically different from either SRS or SRR. It is also interesting to note that models that continue to use ARIMA fit on regional ILI (SRR and SRS) match or outperform those that use ARIMA fit on state ILI (SS0 and SSS).

Discussion

Principal Findings

We described a method to nowcast ILI at subregional levels using GET and validated the developed models against real surveillance data across six influenza seasons and 50 states in the United States. The method was found to give improved estimates over an autoregressive model but underperformed relative to GFT. Variants of the method that used surveillance data at subregional levels, in a majority of the cases, bettered GFT.

Our results support earlier findings by other groups of the suitability of ARIMA models, both by themselves and in conjunction with other methods, in nowcasting ILI. This has particular relevance for very small settings, say a hospital or a rural county health department, where internal estimates of ILI are available and short-horizon forecasts are of interest for resource planning.

It was also found that data accessible through GET API are sparse at finer geographical granularity, and methods that rely solely on search trend data may not be viable for localized nowcasts. The inheritance method described here addresses the issue to some extent, as tests for the impact of inheritance on the models' performance found that inheritance improves correlation overall, particularly in states with low population; however, it has no significant impact on RMSE and increases MAPE (Multimedia Appendix 1; Figure S3). Additional analysis is necessary to identify scenarios, for example, when a state's signal is below a fraction of the parent region or below a threshold determined by historical likelihood, in which inheritance is useful. Incorporation of alternate data...
streams—such as electronic health records and social media—as additional features to the random forest models may obviate the need for inheritance and potentially improve nowcasts.

The reduced errors of the S* models, which use state-level ILI as the training response variable, make a case for the public release of this information every week. CDC estimates ILI at HHS regions by aggregating data submitted through the US Outpatient ILI Surveillance Network (ILINet) by about 2000 outpatient health care providers in the United States every week. Aggregation of data at subregional levels is possible in theory, but there are concerns about patient and provider privacy. However, given our findings that reliance on regional ILI with or without subregional GET produces inferior subregional nowcasts and that these are only marginally better than use of regional ILI as a proxy for subregional ILI, perhaps it is necessary to revisit specific concerns about privacy and to explore anonymization methods whose use might permit release of ILINet data at the subregional level.

As all states in an HHS region will have the same RRR nowcast estimate, the performance of RRR and GFT in nowcasting regional ILI can be compared. No significant difference was found between RRR nowcasts and GFT at the regional level for any of the three accuracy measures used (see Multimedia Appendix 1; Table S4). The superior performance of GFT over R* models at the state level, however, requires additional analysis. Although we have little information on the GFT model form, we believe that Google had no access to subregional CDC ILI data to train subregional models. As a consequence, GFT municipal- and state-level ILI estimates were likely extrapolations of regional models, akin to the R* models described here. This might also explain why our S* models outperform GFT in terms of RMSE and MAPE—by building models at the state level, biases in state level ILI data relative to the parent region were eliminated, thereby reducing error (this implicit bias correction is indeed observed; see Multimedia Appendix 1; Figure S4). If GFT had the same access to search trends as is now publicly available through GET, the superior GFT subregional nowcasts relative to R* models suggest that both the feature set and the learning method presented here need to be improved further. If, on the other hand, GFT had full (100%) access to GET, then its superior performance relative to R* models may stem more from that discrepancy in access.

One limitation of the validation method reported above is that it does not account for back-revisions to ILI data. CDC's ILI estimates are updated for multiple weeks following the week of initial release, as additional providers submit delayed data. We did not have access to information on how state-level ILI was updated over time but only to the final stable ILI. If this detailed versioned dataset were available, a more robust validation comparing nowcasts generated using transient estimates of ILI with the final stable ILI would have been possible.

Conclusions

Overall, the findings suggest that nowcast extrapolation to more local scales are likely to remain challenging, as long as data at these scales remain restricted. As public health interventions and hospital planning can benefit from timely and localized estimates of ILI, relaxation of these restrictions may be warranted.
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Abstract

Background: Elderly adults have comprised the fastest growing population adopting the Internet and computer technology over the past decade. However, how their experiences can shed light on elderly learning theory has not been examined much in the literature.

Objective: This study investigated the factors and reasons associated with Internet adoption and withdrawal among older adults in Taiwan, and if any gender differences exist in this context.

Methods: Data on participants aged 50 years and older from the nationally representative “Digital Opportunity Survey on Individuals and Households in Taiwan,” who did not use the Internet in 2005 but adopted it in 2007 (n=1548), and those who reported using Internet in 2011 but then withdrew (n=1575), were analyzed. Factors and reasons associated with Internet adoption and withdrawal were examined using both quantitative and qualitative data.

Results: Education level independently predicted Internet adoption behavior. With regard to the reasons for adoption, 66% (62/94) of participants indicated they started using the Internet to meet certain “needs”; for example, “keeping up with the world” (40.4%, 38/94) was listed as the most critical reason, followed by “job needs” (25.5%, 24/94). Older adults with a positive attitude toward the Internet with regard to increasing employment opportunities (OR 2.0, 95% CI 1.0-3.9, P=.04) and the amount of information obtained (OR 0.5, 95% CI 0.3-0.9, P=.01), as well as enriching recreation and entertainment (OR 0.6, 95% CI 0.4-0.9, P=.02), were less likely to withdraw from the Internet. The most common reason for Internet withdrawal was “psychological barriers” (eg, no available time, no meaningful use, or nothing worth reading/watching; 66.3%, 193/291), followed by “health barriers” (eg, eyes or body deteriorate with Internet use; 21.0%, 61/291). Although psychological barriers were the most important factor for Internet withdrawal for both men (72.5%, 100/138) and women (62%, 93/150), women were more likely than men to be affected by health barriers (26.0%, 39/150 vs 15.9%, 22/138; P=.004) and anthropic factors or accidental barriers (7.3%, 11/150 vs 2.9%, 4/138; P=.02).

Conclusions: Our findings that the need to keep up with the world associated with Internet adoption, and gender differences in reasons behind Internet withdrawal, such that women reported more health and anthropic factors or accidental barriers than men, may provide a new perspective that help health educators understand strategies that encourage older adults to keep learning, an important component of active aging.
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Introduction

Demographic statistics indicate that 8.1% of the global population were older adults in 1960, and this number grew to 10% in 2000, with estimates suggesting that 21.4% of the population will be senior citizens in 2050 [1]. A demographic survey in the United States indicated that the elderly population will increase from 13% in 2010 to 19% in 2030 [2]. Internet use is increasingly widespread, although the number of people who do not use the Internet frequently, such as the elderly, is in fact increasing [3]. Despite this, the first nationally representative study in the United States showed that the proportion of seniors (those aged 65 years and older; mean 75, SD 7.4 years) who use any digital health technologies significantly increased from 21% in 2011 to 25% in 2014 [4].

Internet use can bring many benefits, such as increasing the happiness and decreasing the loneliness of older adults in a retirement community [5], encouraging social connections, and accelerating information exchanges among adults older than 50 years in the United States [6]. Studies have shown that the social functions that come from Internet use contribute to the maintenance of relationships for older adults aged 57 to 87 years [7], particularly for older people with limited mobility, because it is a good way for them to come out of solitude and reconnect to the rest of the world [6]. One of the significant aims of active aging is to keep learning in order to adapt to the changes that occur in later life, gain capabilities similar to those of younger people, and remain productive [8], and it is believed that older adults’ involvement in the Internet may achieve this [9-13]. But the Internet is associated with security concerns and learning anxiety (eg, how to handle the operating systems, how to resolve any problems encountered, and the fear that one might break an expensive device) [14,15]. Not every population group benefits from Internet use, and there can even be certain negative impacts. However, many studies in the United States indicate that there are more positive than negative impacts arising from Internet use [16-18].

Many studies have been conducted on why older people may choose to avoid the Internet, such as the webpage design not being suitable for older people and the perception of not being able to learn new things because of insufficient cognitive capability, vision, or motor function [19-27]. The diverse needs of older users should be considered in the design and development of such technology [13]. However, there are still only a handful of studies that aim to understand Internet withdrawal among middle-aged and older adults. A previous study showed that the objective of e-learning was not only to describe something, but also to demonstrate how to do it [28]. Knowles’ adult education theory [29] highlights the importance of self-direction, a reservoir of experience, social roles, and problem-centered orientation in affecting adult learning, and Internet adoption and withdrawal may be affected by these factors. For example, the Internet creates an independent learning opportunity for the self-directed learning of adults, while family or friends can serve as a facilitator. Older learners have a large body of experience to serve as a background for new learning, and they are strongly motivated to learn information that has immediate application [30]. In contrast, if adults feel they are unable to learn, they are more likely to withdraw from Internet use.

Gender differences may also exist in Internet adoption and withdrawal among middle-aged and older adults. Previous studies indicated that website attributes [31], Internet usage patterns [32], and habits [33] are different across genders. More males use the Internet than females [32], and the differences in their visual cues have a great impact on their online choices [34]. Women have also expressed greater levels of anxiety toward computers [35], less self-perceived competence, and lower perceived ease of use with respect to the Internet [36] than men. Moreover, older males seem to perceive the Internet as more useful due to their perceived higher levels of ease of use than females [37]. However, some studies found no differences across genders in these respects [38,39]. It is thus an interesting issue whether there are any gender differences in Internet adoption and withdrawal. If we could underline different characteristics associated with gender, it would encourage the development of genuinely usable information and communications technology products, training, and support approaches, and it could be used as a basis for the design of continuing education materials or for market segmentation of men and women.

In Taiwan, there is little data on older adults’ Internet use, with no nationwide surveys. As a result, there is no solid reference material for Internet adoption and withdrawal among middle-aged and older adults in Taiwan. In addition, because older adults are the fastest growing population in adopting the Internet and computer technology during the past decade [40], depicting factors and reasons associated with Internet adoption and withdrawal may shed light on some aspects of elderly learning theory. Thus, the purposes of this study were (1) to understand the prevalence of Internet adoption and withdrawal among middle-aged and older adults in Taiwan, (2) to examine the factors associated with Internet adoption and withdrawal among middle-aged and older adults in Taiwan, (3) to identify the reasons behind those who had Internet adoption and withdrawal, and (4) investigate if the aforementioned patterns differed by gender.

Methods

Study Participants and Data Sources

Data were derived from an on-going survey, the Individual & Household Digital Opportunity Survey, approved by the National Development Council in its Research on Constructing the Index System of Digital Opportunity Development in Taiwan. It covers home phone users and interviews native Taiwan citizens aged 12 years or older residing in ordinary households, and it has been carried out every year since 2002. Computer-assisted telephone interviews were adopted in this survey using a random stratified sampling procedure.

Each year’s survey mainly covers information on Internet access, information literacy, information application, digital opportunity, and digital exclusion. Each year’s survey is designed as a cross-sectional study of that year. However, only one follow-up survey was conducted, with the first and second surveys taking
place in 2005 and 2007. Those participants who did not use the Internet in 2005 were asked again in 2007 whether they had done so. As a result, we used the data in 2007 for the issue of Internet adoption. In addition, only the 2011 survey asked a question about Internet withdrawal; therefore, the 2011 survey was selected to examine the issue of Internet withdrawal. A total of 1548 valid participants aged 50 years and older in 2007 (success rate: 72.4%) and 1575 adults in 2011 (success rate: 69.4%) were analyzed in this study.

Measures

Sociodemographic Variables

Age (range 51-94 years), gender, living area (northern, central, southern, and eastern Taiwan and outer islands), economic status (with an income of Taiwanese new dollar [NT$] NT$30,000 or less, between NT$30,000 and NT$90,000, and NT$90,000 or more per month), and educational background (elementary school or lower, high school, college or higher) were recorded.

Internet Adoption/Withdrawal

In this study, those who did not use the Internet in 2005 were asked in 2007 whether they now did. Those who answered “yes” were defined as Internet adopters, whereas those who answered “no” were defined as Internet nonadopters. For Internet withdrawal, the definition was based on the Internet use experience in 2011 and whether the person had used the Internet in the last month. Those who had previous experience of Internet use and had used it in the last month were defined as Internet nonwithdrawers, whereas those who had previous experience of Internet use but had not used it for a month were defined as Internet withdrawers. The reasons for Internet adoption and withdrawal were obtained from an open-ended question. Participants were asked: “Why did you start to use the Internet?” in 2007 and “Why don’t you use the Internet anymore?” in 2011.

Opinions on Internet Use

Opinions on Internet use were divided into three dimensions of “perceived helpfulness,” “perceived fun,” and “perceived interpersonal interaction.” The question for perceived helpfulness was “Is Internet use in your opinion helpful to your life?” and the choices were 1=very helpful, 2=somewhat helpful, and 3=not helpful. The question for perceived fun was “Do you feel that Internet use gives you more fun, less fun, or no effect at all?” and the choices were 1=less fun, 2=no effect, and 3=more fun. The question for perceived interpersonal interaction was “Does the Internet allow you to interact with your friends and relatives more frequently, less frequently, or have no effect at all?” and the choices were 1=more frequently, 2=less frequently, and 3=no effect.

Digital Opportunity

“Digital opportunity” referred to whether the respondents felt any change or opportunities created from starting to use the Internet in their daily lives (eg, opportunities for employment and learning, or changes in their circle of friends or income). The study participants were asked if they had noticed any of the following changes: “Has your circle of friends / employment opportunity / learning opportunity / income / access to useful information / recreation and entertainment / government information increased because of your Internet use?” and “Is it possible for you to connect with others who share the same views in politics or policies?” (eight questions in total). The choices were 1=yes and 2=no.

Information Literacy

“Information literacy” referred to the basic capabilities that are required for Internet use (eg, becoming a member of specific website; downloading and uploading files, video clips, or photos). The study participants were asked, “Have you applied for user accounts and passwords and become a member of specific website?” and “Do you know how to download and upload files, video clips, or photos?” The choices were 1=yes and 2=no. They were also asked, “Are you familiar with any kind of word processing program (eg, Word, Notepad, or Writer) for document editing?” and the choices were 1=very familiar, 2=somewhat familiar, 3=not very familiar, and 4=no idea whatsoever. The distribution of information literacy was determined based on these categories.

Statistical Analysis

To examine the sociodemographic characteristics, opinions for Internet use, digital opportunity, and information literacy between participants with and without Internet adoption or withdrawal, t tests and chi-square tests were used for the ordinal and nominal variables, respectively. Second, logistic regression analysis was employed to examine independent factors predicting Internet adoption and withdrawal with comparison to those individuals without adoption or withdrawal. Third, open data coding was carried out for the reasons for Internet adoption and withdrawal, with the results described using the frequency and percentage. We finally examined gender differences with regard to the aforementioned patterns, stratifying the analysis by gender.

Results

Sociodemographic Characteristics and Opinions on Internet Use, Digital Opportunity, and Information Literacy

The distribution of demographic characteristics and opinions about Internet use, digital opportunity, and information literacy of the participants with and without Internet adoption or withdrawal is presented in Table 1. Among the 1548 participants in 2007, only 6.65% (n=103) adults belonged to the Internet adoption group (nonadopters: 1445/1548, 93.35%). Among the 1575 adults in 2011, only 18.60% (n=293) belonged to the Internet withdrawal group (nonwithdrawers: 1282/1575, 81.40%). When it came to adopting the Internet, the factors of age, educational background, family income per month, and influence on life were significantly different between the adopters and nonadopters, whereas gender was not. Most of the Internet adopters had a high school or above diploma (89/103, 86.4%); nearly 60% (60/103) of the adopters had a family income of more than NT$30,000 per month. Most of the adopters believed the Internet helped with their lives (85/103, 85.9%), and 60.2% (62/103) felt that it introduced more fun in their lives.
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Table 1. Sociodemographic characteristics, opinions on Internet use, digital opportunity, and information literacy between participants who did and did not adopt the Internet or withdraw from the Internet.

<table>
<thead>
<tr>
<th>Item by Internet adoption or withdrawal</th>
<th>Yes (adopted/withdrew)</th>
<th>No (did not adopt/withdraw)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Internet adoption</strong></td>
<td>N=103</td>
<td>N=1445</td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>58.4 (6.0)</td>
<td>65.2 (9.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender (male), n (%)</td>
<td>54 (52.4)</td>
<td>681 (47.1)</td>
<td>.30</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Elementary school or below</td>
<td>14 (13.6)</td>
<td>1043 (72.2)</td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>66 (64.1)</td>
<td>333 (23.1)</td>
<td></td>
</tr>
<tr>
<td>College or above</td>
<td>23 (22.3)</td>
<td>69 (4.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Family income/month (NT$), n (%)</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&lt;30,000</td>
<td>43 (41.3)</td>
<td>986 (68.2)</td>
<td></td>
</tr>
<tr>
<td>30,000–90,000</td>
<td>45 (44.0)</td>
<td>384 (26.6)</td>
<td></td>
</tr>
<tr>
<td>&gt;90,000</td>
<td>15 (14.7)</td>
<td>75 (5.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Opinions on Internet use, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived helpfulness</td>
<td>85 (85.9)</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Perceived fun</td>
<td>62 (60.2)</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Perceived more interpersonal interaction</td>
<td>21 (20.4)</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td><strong>Internet withdrawal</strong></td>
<td>N=293</td>
<td>N=1282</td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>59.6 (7.1)</td>
<td>57.6 (5.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender (male), n (%)</td>
<td>139 (47.4)</td>
<td>705 (55.0)</td>
<td>.02</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Elementary school or below</td>
<td>40 (13.7)</td>
<td>58 (4.5)</td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>173 (58.9)</td>
<td>524 (40.9)</td>
<td></td>
</tr>
<tr>
<td>College or above</td>
<td>80 (27.4)</td>
<td>700 (54.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Family income/month (NT$), n (%)</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&lt;30,000</td>
<td>82 (27.9)</td>
<td>146 (11.4)</td>
<td></td>
</tr>
<tr>
<td>30,000–90,000</td>
<td>152 (52.1)</td>
<td>563 (43.9)</td>
<td></td>
</tr>
<tr>
<td>&gt;90,000</td>
<td>59 (20.0)</td>
<td>573 (44.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Digital opportunity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Larger circle of friends</td>
<td>72 (24.6)</td>
<td>459 (35.8)</td>
<td>.001</td>
</tr>
<tr>
<td>More job opportunities</td>
<td>35 (12.0)</td>
<td>237 (18.5)</td>
<td>.009</td>
</tr>
<tr>
<td>More learning opportunities</td>
<td>123 (41.8)</td>
<td>948 (73.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Increased income</td>
<td>16 (5.5)</td>
<td>142 (11.1)</td>
<td>.004</td>
</tr>
<tr>
<td>More information of life</td>
<td>120 (41.0)</td>
<td>997 (77.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Enriched recreation and entertainment</td>
<td>114 (39.0)</td>
<td>914 (71.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>More government information</td>
<td>90 (30.7)</td>
<td>761 (59.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ability to connect with others with the same political/policy views</td>
<td>14 (4.6)</td>
<td>213 (16.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Information literacy, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Know how to apply for a user account and password</td>
<td>52 (17.8)</td>
<td>705 (55.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Know how to use a word processing program</td>
<td>135 (46.1)</td>
<td>885 (69.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Know how to upload and download files</td>
<td>99 (33.8)</td>
<td>883 (68.9)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
The analysis of Internet withdrawal shows that the factors of age, gender, educational background, family income per month, digital opportunity, and information literacy were significantly different between those who withdrew or did not, whereas where they lived did not. For the withdrawers, most were female (154/293, 52.6%) and 72.6% of them (213/293) had a high school or lower diploma. Approximately 80% of the withdrawers (234/293) had a family income per month of NT$ 90,000 or less. The top three digital opportunities that the nonwithdrawers had were Internet use helps with the “improved learning opportunity” (123/293, 41.8%), followed by “more access to useful information” (120/293, 41.0%), then “enriched recreation and entertainment” (114/293, 39.0%). In addition, less than 50% of the withdrawers (135/293, 46.1%) selected “know how to use a word processing program (eg, Word or Notepad) for document editing” for their information literacy, whereas the percentage was greater than 50% for nonwithdrawers in all three categories of information literacy.

Factors Predicting Internet Adoption and Withdrawal

The results of the logistic regression analysis evaluating the independent effects of the demographic characteristics, opinions on Internet use, digital opportunity, and information literacy of the study participants on Internet adoption and withdrawal are presented in Table 2. For Internet adoption, the older the participants were, the less likely they were to experience adoption (OR 0.9, 95% CI 0.92-0.9), and similar results for educational background, as those with less education had less adoption. For withdrawal, the Internet withdrawal risk was significantly lower for middle-aged and older adults who had a family income per month of NT$90,000 or more (as opposed to those with NT$30,000 or less; OR 0.4, 95% CI 0.2-0.8), who felt enriched recreation and entertainment (OR 0.6, 95% CI 0.4-0.9), access to more useful information (OR 0.5, 95% CI 0.3-0.9), knew how to apply for a user account and password (OR 0.4, 95% CI 0.2-0.6), and how use a word processor (OR 0.6, 95% CI 0.4-0.9). On the other hand, the risk of Internet withdrawal was significantly higher for those participants who were older (OR 1.1, 95% CI 1.0-1.1).

Table 2. Factors predicting Internet adoption and withdrawal among middle-aged and older adults by logistic regression.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Adoption (yes/no)</th>
<th>Withdrawal (yes/no)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR (95% CI)</td>
<td>P</td>
</tr>
<tr>
<td></td>
<td>OR (95% CI)</td>
<td>P</td>
</tr>
<tr>
<td>Age</td>
<td>0.9 (0.9-0.9)</td>
<td>.01</td>
</tr>
<tr>
<td>Gender (male/female)</td>
<td>0.8 (0.4-1.3)</td>
<td>.28</td>
</tr>
<tr>
<td>Educational background</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High/elementary school or below</td>
<td>10.0 (4.9-20.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>College or above/elementary school or below</td>
<td>19.4 (7.9-47.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Family income/month (NT$)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30,000-90,000&lt;30,000</td>
<td>0.9 (0.5-1.7)</td>
<td>.85</td>
</tr>
<tr>
<td>&gt;90,000&lt;30,000</td>
<td>1.0 (0.4-2.4)</td>
<td>.10</td>
</tr>
<tr>
<td>Digital opportunity (yes/no)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>larger circle of friends</td>
<td>—</td>
<td>1.4 (0.9-2.3)</td>
</tr>
<tr>
<td>More job opportunities</td>
<td>—</td>
<td>2.0 (1.0-3.9)</td>
</tr>
<tr>
<td>More learning opportunities</td>
<td>—</td>
<td>0.8 (0.5-1.3)</td>
</tr>
<tr>
<td>Increased income</td>
<td>—</td>
<td>0.5 (0.2-1.4)</td>
</tr>
<tr>
<td>More life information</td>
<td>—</td>
<td>0.5 (0.3-0.9)</td>
</tr>
<tr>
<td>Enriched recreation and entertainment</td>
<td>—</td>
<td>0.6 (0.4-0.9)</td>
</tr>
<tr>
<td>More government information</td>
<td>—</td>
<td>0.8 (0.5-1.2)</td>
</tr>
<tr>
<td>Ability to connect with others who have the same political/policy views</td>
<td>—</td>
<td>0.6 (0.3-1.4)</td>
</tr>
<tr>
<td>Information literacy (yes/no)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Know how to apply for a user account and password</td>
<td>—</td>
<td>0.4 (0.2-0.6)</td>
</tr>
<tr>
<td>Know how to use a word processing program</td>
<td>—</td>
<td>1.2 (0.8-1.9)</td>
</tr>
<tr>
<td>Know how to upload and download files</td>
<td>—</td>
<td>0.6 (0.4-0.9)</td>
</tr>
</tbody>
</table>
Table 3. Reasons for Internet adoption and withdrawal for middle-aged and older adults.

<table>
<thead>
<tr>
<th>Type and item</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Internet adoption</strong></td>
<td>N=94</td>
</tr>
<tr>
<td>Needs (66.0%)</td>
<td></td>
</tr>
<tr>
<td>Job needs</td>
<td>24 (25.5)</td>
</tr>
<tr>
<td>Keep up with the world</td>
<td>38 (40.4)</td>
</tr>
<tr>
<td>Expansion of life (24.4%)</td>
<td></td>
</tr>
<tr>
<td>Look for data and information</td>
<td>9 (9.6)</td>
</tr>
<tr>
<td>Stock market</td>
<td>6 (6.4)</td>
</tr>
<tr>
<td>Interested in learning</td>
<td>4 (4.3)</td>
</tr>
<tr>
<td>Online ticket purchase</td>
<td>2 (2.1)</td>
</tr>
<tr>
<td>Read news</td>
<td>2 (2.1)</td>
</tr>
<tr>
<td>Recreation and entertainment (9.6%)</td>
<td></td>
</tr>
<tr>
<td>Play games and have fun</td>
<td>4 (4.3)</td>
</tr>
<tr>
<td>Kill some time</td>
<td>4 (4.3)</td>
</tr>
<tr>
<td>Watch TV online</td>
<td>1 (1.1)</td>
</tr>
<tr>
<td><strong>Internet withdrawal</strong></td>
<td>N=291</td>
</tr>
<tr>
<td>Health barriers (21.0%)</td>
<td></td>
</tr>
<tr>
<td>I am old and my eyes or body has deteriorated</td>
<td>48 (16.5)</td>
</tr>
<tr>
<td>I forgot how it works; it does not work well for me</td>
<td>13 (4.5)</td>
</tr>
<tr>
<td>Psychological barriers (66.3%)</td>
<td></td>
</tr>
<tr>
<td>I do not have the time</td>
<td>128 (44.0)</td>
</tr>
<tr>
<td>It has no use for me</td>
<td>53 (18.2)</td>
</tr>
<tr>
<td>Nothing worth watching/watching</td>
<td>12 (4.1)</td>
</tr>
<tr>
<td>Equipment or environmental barriers (7.2%)</td>
<td></td>
</tr>
<tr>
<td>The computer is out of order</td>
<td>10 (3.4)</td>
</tr>
<tr>
<td>I do not have a computer or Internet access at home</td>
<td>8 (2.8)</td>
</tr>
<tr>
<td>Internet access is too expensive</td>
<td>1 (0.3)</td>
</tr>
<tr>
<td>Internet connection is poor</td>
<td>1 (0.3)</td>
</tr>
<tr>
<td>Stop for home renovation</td>
<td>1 (0.3)</td>
</tr>
<tr>
<td>Anthropic factor or accidental barriers (5.5%)</td>
<td></td>
</tr>
<tr>
<td>Others need the computer at home</td>
<td>8 (2.8)</td>
</tr>
<tr>
<td>Travel to a foreign country or stay somewhere else for a period of time</td>
<td>3 (1.0)</td>
</tr>
<tr>
<td>Family accident</td>
<td>2 (0.7)</td>
</tr>
<tr>
<td>Internet access is canceled so that kids will not use it too much</td>
<td>2 (0.7)</td>
</tr>
<tr>
<td>Retirement</td>
<td>1 (0.3)</td>
</tr>
</tbody>
</table>

The sample size of Internet withdrawers was 293 adults and there were two with missing data; therefore, the final sample size of Internet withdrawers was 291 older adults.

Reasons for Internet Adoption and Withdrawal

Table 3 shows the results of the causes for middle-aged and older Internet adopters and withdrawers. For the reason of adoption, 66% (62/94) of participants indicated they started using Internet “out of need,” followed by “expansion of life” (23/94, 24.4%), and then “recreation and entertainment” (9/94, 9.6%). Among “needs,” “keep up with the world” (38/94, 40.4%) was listed as the most critical reason, followed by “job needs” (24/94, 25.5%). For the reason of withdrawal, the highest percentage went to “psychological barriers,” such as having no time available, no meaningful use, or nothing worth reading/watching (193/291, 66.3%); followed by “health barriers” such as eyes or body deteriorating or do not work well enough to use the Internet (61/291, 21.0%), “equipment barriers”
such as having no computer or Internet access at home (21/291, 7.2%), and “anthropic factor or accidental barriers” such as having no computer to use because others need it at home, or travel to a foreign country for a period of time (16/291, 5.5%).

**Gender Differences**

The results of the analysis for the reasons for Internet withdrawal among the middle-aged and older adults by gender are shown in Table 4. For the details of withdrawal reason, a large proportion of Internet withdrawals could be attributed to having no time available (males: 67/138, 44.7%; females: 61/150, 44.2%). However, for women the second most significant reason for withdrawal was “I am old and my eyes or body has deteriorated” (32/150, 21.3%) and the third was “it has no use for me” (21/150, 14.0%). For men, the second most significant reason for withdrawal was “it has no use for me” (32/138, 23.2%) and the third was “I am old and my eyes or body has deteriorated” (16/138, 11.6%). For the category of withdrawal reason, the motivation for withdrawal was significantly more often due to anthropic factor or accidental barriers (11/150, 7.3% vs 4/138, 2.9%, \( P = .02 \)) or health barriers (39/150, 26.0% vs 22/138, 16.0%, \( P = .004 \)) for women than for men. Moreover, despite the failure to reach statistical significance, men had more psychological and equipment-related barriers than women. Nevertheless, it was found that the psychological barriers were the most important factor influencing Internet withdrawal for both males and females. A total of 72.5% (100/138) males and 62.0% (93/150) females believed that their Internet withdrawal behaviors were associated with psychological factors such as having no time available, no meaningful use, or nothing worth watching/reading.

**Table 4.** Reasons for Internet withdrawal among middle-aged and older men (n=138) and women (n=150).

<table>
<thead>
<tr>
<th>Reason for Internet withdrawal</th>
<th>Men, n (%)</th>
<th>Women, n (%)</th>
<th>( P )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Reasons (by “details”)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health barriers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I am old and my eyes or body has deteriorated</td>
<td>16 (11.6)</td>
<td>32 (21.3)</td>
<td>.003</td>
</tr>
<tr>
<td>I forgot how it works; it does not work well for me</td>
<td>6 (4.4)</td>
<td>7 (4.7)</td>
<td>.52</td>
</tr>
<tr>
<td>Psychological barriers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I do not have the time</td>
<td>61 (44.2)</td>
<td>67 (44.7)</td>
<td>.11</td>
</tr>
<tr>
<td>It has no use for me</td>
<td>32 (23.2)</td>
<td>21 (14.0)</td>
<td>.44</td>
</tr>
<tr>
<td>Nothing worth watching/reading</td>
<td>7 (5.1)</td>
<td>5 (3.3)</td>
<td>.82</td>
</tr>
<tr>
<td>Equipment or environmental barriers</td>
<td>6 (4.4)</td>
<td>4 (2.7)</td>
<td>.75</td>
</tr>
<tr>
<td>The computer is out of order</td>
<td>5 (3.6)</td>
<td>3 (2.0)</td>
<td>.67</td>
</tr>
<tr>
<td>I do not have a computer or Internet access at home</td>
<td>1 (0.7)</td>
<td>0 (0.0)</td>
<td>.37</td>
</tr>
<tr>
<td>Internet access is too expensive</td>
<td>0 (0.0)</td>
<td>1 (0.7)</td>
<td>.27</td>
</tr>
<tr>
<td>Internet connection is poor</td>
<td>0 (0.0)</td>
<td>1 (0.7)</td>
<td>.27</td>
</tr>
<tr>
<td>Stop for home renovation</td>
<td>1 (0.7)</td>
<td>0 (0.0)</td>
<td>.37</td>
</tr>
<tr>
<td>Anthropic factor or accidental barriers</td>
<td>1 (0.7)</td>
<td>7 (4.7)</td>
<td>.02</td>
</tr>
<tr>
<td>Others need the computer at home</td>
<td>0 (0.0)</td>
<td>3 (2.0)</td>
<td>.06</td>
</tr>
<tr>
<td>Travel to a foreign country or stay at somewhere else for a period of time</td>
<td>2 (1.5)</td>
<td>0 (0.0)</td>
<td>.20</td>
</tr>
<tr>
<td><strong>Reason (by “category”)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health barriers</td>
<td>22 (16.0)</td>
<td>39 (26.0)</td>
<td>.004</td>
</tr>
<tr>
<td>Psychological barriers</td>
<td>100 (72.5)</td>
<td>93 (62.0)</td>
<td>.41</td>
</tr>
<tr>
<td>Equipment or environmental barriers</td>
<td>12 (8.7)</td>
<td>7 (4.7)</td>
<td>.53</td>
</tr>
<tr>
<td>Anthropic factor or accidental barriers</td>
<td>4 (2.9)</td>
<td>11 (7.3)</td>
<td>.02</td>
</tr>
</tbody>
</table>

**Discussion**

This study is the first to use nationally representative data for older adults in Taiwan to examine the issues of Internet adoption and withdrawal. The results showed that both the respondents who adopted the Internet and with greater probability of continued use had the characteristics of higher proportion in men, younger and with higher education. In addition, the most important reasons for Internet adoption were associated with “needs,” especially keeping up with the world and job needs. Furthermore, although psychological barriers were the most important factor of Internet withdrawal for both men and women, women were more likely to be affected by health and anthropic factors or accidental barriers in this regard. A number of factors associated with older adults’ technology adoption have been documented in the literature [41,42],
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although the reasons behind these factors have rarely been examined. This study found that the main reasons why older adults may choose to use the Internet are associated with needs, especially with regard to keeping up with the world and job-related needs. In addition, if older adults think that using the Internet can increase their employment opportunities (OR 2.0, 95% CI 1.0-3.9, \( P = .04 \)), access to useful information (OR 0.5, 95% CI 0.3-0.9, \( P = .01 \)), and recreation and entertainment, then they are less likely to withdraw from using it. These findings echo previous research indicating that older adults who do not use new technology or learn new things may simply not see the need for much of what is being offered [43]. Education or training should be provided to help older adults understand the underlying structures and benefits of new learning opportunities.

Many of the existing studies focused on how deteriorating health conditions can hinder older adults’ use of technology or learning efforts. Recent international studies also indicated that people tend to withdraw from the Internet due to health-related factors (eg, age-related changes in visual acuity, color perception and susceptibility to glare, and hearing problems) and some psychological barriers (eg, computer anxiety, online problems, and privacy issues) [15,16,44-46]. This study used a nationally representative sample and the results echo those of other recent works, showing that psychological barriers play the most important role in Internet withdrawal among middle-aged and older adults in Taiwan, followed by health factors. Moreover, it was surprising to find that most of the middle-aged and older adults in this study’s data felt that “no available time” was the main reason that kept them from using Internet. This suggests that elderly education should not only focus on health conditions because psychological factors may be critical to Internet usage and learning. For example, the selective optimization with compensation model of successful aging [47] may be useful in helping older adults to cope with the barriers they face when adopting new learning. Compensation reminds older adults to consider the reality of a person’s capacities and the health barriers they face, selection refers to the ways older adults use to overcome such barriers, whereas optimization highlights the resources older adults have for achieving their goals.

Gender differences in Internet use have been documented in a number of studies, although in this study using Taiwanese data, men and women were not different in Internet adoption. However, they were different in Internet withdrawal, with men less likely to withdraw from Internet use than women were. In addition, for both men and women, the most common reason for the reason for Internet withdrawal was for “psychological barriers” (eg, no time available, no meaningful use, or nothing worth reading/watching) followed by “health barriers” (eg, eyes or body deteriorating with Internet use). Although “psychological barriers” were the most important factor for Internet withdrawal among both men and women, women were more likely than men were to be affected by health and anthropic factors or accidental barriers. We suggest that in addition to focusing on health barriers, such as relearning to overcome cognitive declines, it is also important to work to reduce anthropic factors or accidental barriers, possibly by providing more resources, to encourage women to use new technology or take more learning opportunities.

This study has some limitations. First, this work was based on a cross-sectional survey and it may not be possible to draw any conclusions on the causal relationship between Internet user types and social engagement. Second, due to our data structure we only investigated Internet adoption and withdrawal behavior during 2007 and 2011. Given the rapidly changing nature of the Internet and technology adoption by older adults, we acknowledge that the dynamics of adoption and withdrawal may change over time. However, although the next generation of older adults will have extensive Internet experience, different problems and solutions may arise with regard to adoption and withdrawal behaviors due to the nature of the human learning process. Moreover, the rapid pace of technological change means that “future older generations” are likely to confront an array of technologies they little understand and generally find inaccessible. According to Hanson [48], understanding the general technology-related skills of older users, identifying the strategies successfully used by this population, and finding designs that are optimized for older adults’ abilities (eg, life experiences and knowledge) are the most promising directions for research into technology or computer use by older adults. We believe that factors and reasons associated with Internet adoption and withdrawal found in this study can help to inform education or care for the elderly, a subgroup that is not in the mainstream or main working force of a nation, and who have special needs associated with their physical and psychological degeneration. Third, due to the limitations of secondary data, this study only examined basic sociodemographic correlates. Various factors that may be related to Internet adoption or withdrawal, such as having a disability or living alone, should be examined in future research. Fourth, the definition of Internet withdrawal remains unclear in the literature. In this study, we defined it as if those participants with Internet experience had not used the Internet during the previous month. This definition is justified because, based on the cognitive competence and memory function of older adults, if such individuals do not use the Internet for one month, then their likelihood of doing so again decreases. However, the specific definition of Internet withdrawal among older adults used in the literature needs to be explored more in the future.

A critical role of technology as an important health promotion strategy for older adults in low- and middle-income countries has been proposed [49]. Our study on factors associated with Internet adoption and withdrawal provides a new lens that can help health educators to understand strategies that foster older adults in learning, an important element for active aging. Specifically, this study examining factors and reasons associated with Internet adoption and withdrawal from nationally representative data on middle-aged and older adults in Taiwan found that the learning motivation and learning models for older adults may not be different by gender, but to prevent withdrawal from learning by middle-aged and older adults, it is important that the approach be different by gender. With our findings that women were more likely to be affected by health and anthropic factors or accidental barriers, we suggest that in addition to focusing on health barriers, such as relearning to overcome...
cognitive declines, it is also important to work to reduce anthropic factors or accidental barriers, possibly by providing more resources, to encourage women to take more learning opportunities. In addition, for health educators to design courses and activities, it is essential that learning satisfies older adults’ needs, such as keeping up with the world or job needs, such that they gain the knowledge and skills that could increase quality of life and assist them to transition into aging successfully.
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Abstract

Background: With their increasing availability in resource-limited settings, mobile phones may provide an important tool for participatory syndromic surveillance, in which users provide symptom data directly into a centralized database.

Objective: We studied the performance of a mobile phone app-based participatory syndromic surveillance system for collecting syndromic data (acute febrile illness and acute gastroenteritis) to detect dengue virus and norovirus on a cohort of children living in a low-resource and rural area of Guatemala.

Methods: Randomized households were provided with a mobile phone and asked to submit weekly reports using a symptom diary app (Vigilant-e). Participants reporting acute febrile illness or acute gastroenteritis answered additional questions using a decision-tree algorithm and were subsequently visited at home by a study nurse who performed a second interview and collected samples for dengue virus if confirmed acute febrile illness and norovirus if acute gastroenteritis. We analyzed risk factors associated with decreased self-reporting of syndromic data using the Vigilant-e app and evaluated strategies to improve self-reporting. We also assessed agreement between self-report and nurse-collected data obtained during home visits.

Results: From April 2015 to June 2016, 469 children in 207 households provided 471 person-years of observation. Mean weekly symptom reporting rate was 78% (range 58%-89%). Households with a poor (<70%) weekly reporting rate using the Vigilant-e app during the first 25 weeks of observation (n=57) had a greater number of children (mean 2.8, SD 1.5 vs mean 2.5, SD 1.3; risk ratio [RR] 1.2, 95% CI 1.1-1.4), were less likely to have used mobile phones for text messaging at study enrollment (61%, 35/57 vs 76.7%, 115/150; RR 0.6, 95% CI 0.4-0.9), and were less likely to access care at the local public clinic (35%, 20/57 vs 67.3%, 101/150; RR 0.4, 95% CI 0.2-0.6). Parents of female enrolled participants were more likely to have low response rate (57.1%, 84/147 vs 43.8%, 141/322; RR 1.4, 95% CI 1.1-1.9). Several external factors (cellular tower collapse, contentious elections) were associated with periods of decreased reporting. Poor response rate (<70%) was associated with lower case reporting.
Introduction

Given numerous endemic and emerging infectious diseases, there is a need for improved surveillance capacity in low- and middle-income countries (LMICs). Mobile health (mHealth) systems, which take advantage of the increasing availability of mobile communication technology, offer a potential cost-effective tool to improve surveillance capacity in LMICs by obtaining real-time reporting directly from users. Health care workers (HCWs) have successfully used mHealth platforms in LMICs for disease surveillance, transmission mapping of pathogens, and decision support [1-5]. However, these systems still rely mostly on passive voluntary reporting at health care facilities, which leads to significant underreporting [6,7]. In addition, the World Health Organization estimates a current shortage of more than 7 million HCWs and this shortage is expected to rise to 12.9 million HCWs by 2035, limiting the capacity of HCWs to report disease [8].

An alternative approach to centralized surveillance is to “task shift” data collection from HCWs and health centers to the health care consumer. Participatory syndromic surveillance systems use mHealth tools for community members to directly self-report symptoms indicative of a particular disease [9,10]. These systems, which have traditionally relied on email- or Internet-based reporting, are now transitioning to short message service (SMS) text messages and, more recently, mobile phone app platforms [9,11]. Participatory syndromic surveillance has been used in developed countries for influenza and syndromic (ie, acute respiratory illness) surveillance in the last decade, but their use in LMICs has been limited, especially in combination with diagnostic testing [9,11-15]. Similar to most LMICs, Guatemala has limited experience with participatory syndromic surveillance and relies almost entirely on passive, centralized surveillance systems to estimate disease burden, including for important emerging pathogens such as dengue virus and norovirus, two of the most common causes of fever and diarrhea, respectively [16-19].

To better understand the utility of participatory syndromic surveillance for emerging disease surveillance in LMICs, we studied the performance and acceptability of a mobile phone app-based participatory syndromic surveillance system in detecting acute febrile illness and acute gastroenteritis among a randomized cohort of children in a low-resource region of Guatemala with limited access to Internet and telecommunication.

Methods

Study Setting and Population

The study was conducted in 25 communities within a 200 km² catchment area along the coastal lowlands of southwest Guatemala. The populations living in these communities suffer from high levels of food insecurity, poverty, low access to health care, and high levels of diarrheal and respiratory disease [20]. Households with children aged 6 weeks to 17 years were eligible for study inclusion. All children within a consenting household were offered enrollment, and the household was included if at least one child participated. The household was excluded if the parent was unable to demonstrate proficiency in submitting the weekly mobile phone-based symptom diary after instruction.

Mobile Phone App Development and Use

An encrypted Android mobile phone app (Vigilant-e), developed by Integra IT (Bogota, Colombia), was used. The app allows study participants to directly enter and report symptoms or events using simplified question algorithms and decision-tree logic (see Multimedia Appendix 1 for Vigilant-e app screenshots). Once submitted, encrypted participant data are automatically uploaded using cellular data networks into a secure central database and removed from the mobile phone. Data submitted into the database are available in real time and automated alerts can be generated and sent electronically to study personnel, identifying participants meeting predefined case definitions (acute febrile illness or acute gastroenteritis) or Integrated Management of Childhood Illness (IMCI) warning signs [21].

The Vigilant-e app was configured with the participation of the study investigators, the study nurses, community members, and the Integra IT team. Given low education rates and mobile phone use in the region, the user interface was simplified to a minimum number of questions with simple language and visual aids when possible. Study personnel were trained and the app was field-tested to determine if mobile data coverage was acceptable. Although Internet coverage was variable, the Vigilant-e app was able to store data locally until data coverage was acquired, at which point the data were automatically uploaded into the study database. To avoid unnecessary consumption of available

Conclusions:

In a resource-limited area of rural Guatemala, a mobile phone app-based participatory syndromic surveillance system demonstrated a high reporting rate and good agreement between parental reported data and nurse-reported data during home visits. Several household-level and external factors were associated with decreased syndromic reporting. Poor reporting rate was associated with decreased syndromic and pathogen-specific case ascertainment.
data from participants, all apps on their mobile phones were blocked except for Vigilant-e and WhatsApp as well as phone and text messaging apps, so participants could communicate with study nurses when needed.

**Case Definitions**

Case definitions were created prior to study initiation. Acute gastroenteritis was defined as self-reported vomiting or diarrhea for at least 3 days or both for 1 day or more in the preceding week. Norovirus-associated acute gastroenteritis was defined as acute gastroenteritis with concurrent positive norovirus reverse transcription polymerase chain reaction (RT-PCR) testing at the time of sampling. Acute febrile illness was defined as self-reported fever for at least 2 days within the preceding week. Dengue fever was defined as acute febrile illness with positive dengue virus RT-PCR test or anti-DENV IgM serologic test at the time of sampling. If a child reported acute gastroenteritis or acute febrile illness for more than 2 weeks in a row, only the clinical data and sample from the first week were included.

**Surveillance System**

All households were screened and enrolled using a two-stage cluster sampling strategy adapted from the World Health Organization lot quality assurance method, in which 30 clusters of 7 households were enrolled at random within the study catchment area, as previously described [22-25]. Demographic, geographic information system (GIS), exposure, and clinical data were collected at enrollment, including a survey on the presence and use of mobile phones in the household. All participating households were provided a study-specific mobile phone (Huawei Y330) with the Vigilant-e symptom diary app installed and were asked to complete a symptom report (fever, vomiting, or diarrhea) each week on each participating child. For positive reports of fever, vomiting, or diarrhea, the study nurses phoned the participants to confirm symptoms and ask additional clinical questions. If no weekly report was received from a household in a given week, a study nurse phoned the parent to remind them of the submission requirement. Any participant who met the case definition for acute febrile illness or acute gastroenteritis on their weekly report was visited at their home by a study nurse, with a goal interval time between report and home visit of less than 48 hours. During this visit, study nurses would repeat the same questions asked on the symptom diary app and would obtain a stool or blood sample from participants reporting acute gastroenteritis and acute febrile illness, respectively. Any participant with IMCI danger signs was referred to a medical facility; study physicians supervised all nurses.

Beginning on October 2, 2015, if a participant did not submit the symptom diary in a given week, study nurses were allowed to phone the household and manually enter weekly symptom diary data into the study database instead of relying entirely on the Vigilant-e app. Beginning in early April 2016, all participating households were visited by a study nurse, any malfunctioning phones were replaced, and participants were reminded to submit weekly symptom data using the app. Prospective surveillance using the weekly symptom diary was continued through June 2016, at which point a final closeout visit was performed.

**Laboratory Testing**

Serum samples from participants with acute febrile illness during prospective follow-up were tested for dengue virus by RT-PCR using the Centers for Disease Control and Prevention’s dengue virus assay (DENV-1-4) and IgM anti-DENV IgM enzyme-linked immunosorbert assay (ELISA, InBios Inc, Seattle, WA, USA). Stool specimens were collected using Copan FLOQSwabs (Brescia, Italy) either by rectal swab or on fresh (<2 hours old) stool sample and eluted in eNAT transport solution (Copan, Brescia, Italy) before testing, with both collection techniques previously demonstrating similar molecular viral yield [26,27]. Samples were stored on-site at −20°C and shipped on dry ice to Universidad del Valle de Guatemala (UVG) where diagnostic testing was performed as previously described [25,28].

**Statistical Analysis**

Demographic variables were compared between the households with 70% or greater response rate and those with less than 70% response rate using a generalized linear model with binomial response distribution and a log link function. The 70% cutoff was chosen based on response rates observed in previous participatory syndromic surveillance studies in non-LMICs [12,13,29,30]. Agreement of symptoms reported on the Vigilant-e app versus those reported by study nurses at the home visits were calculated using Kendall tau for continuous variables and kappa statistic for categorical variables. SAS v 9.4 (Cary, NC, USA) was used for all data analysis. Mapping of households by response rate was performed using the “sp” spatial package in R and Google satellite images [31].

**Ethical Oversight**

The study was approved by the Colorado Multiple Institutional Review Board, the UVG Institutional Review Board, and the Guatemala Ministry of Health National Ethics Committee. The local Southwest Trinfio Community Advisory Board for Research agreed to the study.

**Results**

The study enrolled 207 of 444 (46.6%) eligible households from April to September 2015, which included 469 children (Figure 1). The most commonly cited reasons for declining study participation (n=73) included lack of perceived benefit to the child (21/73, 29%), discomfort with rectal specimen collection (16/73, 22%), and not wanting responsibility for the mobile phone (12/73, 16%). Enrolled households were 97.1% (201/207) nonindigenous with a mean of 5.0 (SD 1.8) people living in the household, including mean 2.6 (SD 1.4) children younger than 18 years with a mean age of 7.3 (SD 4.7) years (Table 1). Household density was semirural with a mean of 9.5 (SD 8.6) households per 300 m². The primary caregiver (and study mobile phone user in most cases) was literate in 88.4% (183/207) of households; 24.6% (51/207) of fathers and 18.4% (38/207) of mothers had completed secondary education.
Cellular phone ownership among households at enrollment varied with 12.1% (25/207) reporting no phone in the household at study initiation and 39.6% (82/207) reporting the use of a mobile phone. Of those households with cellular phones, 72.5% (150/207) used them for text messaging and 37.9% (69/182) for Internet access, of which 19.7% (13/66) accessed the Internet at least daily.

From April 2015 to June 2016, enrolled participants completed 471 person-years of prospective observation with a mean weekly symptom reporting rate of 78% (range 58%-89%) among enrolled children. During the first 25 weeks of observation, study participants with a low (<70%) weekly parental symptom reporting rate using the Vigilant-e app were more likely to be female than participants with a high (≥70%) weekly reporting rate (57% vs 44%, risk ratio [RR] 1.4, 95% CI 1.1-1.9). Households with a low (<70%) weekly symptom reporting rate (n=57) were more likely to have a greater number of children (mean 2.8, SD 1.5 vs mean 2.5, SD 1.3; RR 1.2, 95% CI 1.1-1.4), were less likely to have used mobile phones for text messaging at study enrollment (61% vs 77%, RR 0.6, 95% CI 0.4-0.9), and were less likely to access health care at the local public clinic (35% vs 67%, RR 0.4, 95% CI 0.2-0.6) than households with a ≥70% reporting rate (Table 1). Household cluster density did not differ between households with low versus high reporting rates and there was no significant difference in reporting rates based on geolocation (Figure 2). Households with low weekly reporting rates were significantly less likely to report acute gastroenteritis, norovirus-associated acute gastroenteritis, acute febrile illness, and dengue virus-associated acute febrile illness than households with high weekly reporting (P<.01, Table 1). The most commonly cited reasons for not submitting weekly reports were poor data signal, discomfort with using the mobile phone, data consumption, stolen or lost phone, and forgetting to send the report.

Several external factors disrupted the weekly symptom reporting by study participants, including a period of staff turnover, the collapse of a local cellular tower, and contentious primary and secondary national elections (Figure 3). After October 2015, when nurses were allowed to manually enter symptom data directly into the study database for individuals failing to submit symptom data using the Vigilant-e app in a given week, mean overall weekly reporting increased from 73% to 82% over an 8-week period (P<.001) (Figure 3). However, during the same timeframe, there was an associated decrease of parents self-reporting symptom data using the Vigilant-e app from 100% to 60% (P<.001). After April 2016, when nurses performed the intervention to improve symptom reporting using the Vigilant-e app, the proportion of households self-entering symptom data using the Vigilant-e app increased from 36% preintervention to 54% 4 weeks postintervention (P=.046), and the overall mean weekly reporting rate (self-report and nurse report) remained unchanged at 83% (P=.93).

When comparing symptom reporting using the Vigilant-e app to nurse-recorded reporting at the home visit (conducted within 48 hours), there was strong agreement between the Vigilant-e app and the home visit for all symptoms except bleeding, which was rarely reported (Table 2). The average time interval between an acute febrile illness or acute gastroenteritis report and a nurse home visit was mean 1.2 (SD 1.7) days; 69.9% (79/113) of participants were visited within 1 day of a report and 86.7% (98/113) of participants were visited within 2 days of a report. The greater the time between the Vigilant-e app symptom report and the nurse home visit, the greater the disagreement in the symptoms (fever, vomiting, and diarrhea) between reporters (Table 3). Overall, at the time of study completion, there was a high satisfaction rate with study participation with 178 (98.8%) of households reporting that participating in the study was beneficial to them personally and 174 (96.6%) reporting that participation benefited the community.
### Table 1. Study participant and household characteristics and risk factors associated with low symptom diary app response rate (<70%), April to September 2015.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Overall</th>
<th>Response rate ≥70%</th>
<th>Response rate &lt;70%</th>
<th>RR (CI)(b) (ref ≥70%)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Child characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Children enrolled, n</td>
<td>469</td>
<td>322</td>
<td>147</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>7.3 (4.7)</td>
<td>7.1 (4.8)</td>
<td>7.5 (4.4)</td>
<td>1.0 (1.0-1.04)</td>
<td>.44</td>
</tr>
<tr>
<td>Gender (female), n (%)</td>
<td>225 (47.9)</td>
<td>141 (43.8)</td>
<td>84 (57.1)</td>
<td>1.4 (1.1-1.9)</td>
<td>.008</td>
</tr>
<tr>
<td>Child vaccinated (rotavirus), n (%)</td>
<td>250 (53.3)</td>
<td>165 (51.2)</td>
<td>85 (57.8)</td>
<td>1.2 (0.9-1.7)</td>
<td>.13</td>
</tr>
<tr>
<td>Child attends school (if age ≥6 years), n (%)</td>
<td>217 (85.1)</td>
<td>143 (84.1)</td>
<td>74 (87.1)</td>
<td>0.8 (0.5-1.4)</td>
<td>.55</td>
</tr>
<tr>
<td><strong>Household characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Households enrolled, n</td>
<td>207</td>
<td>150</td>
<td>57</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Individuals in house, mean (SD)</td>
<td>5.0 (1.8)</td>
<td>4.9 (1.7)</td>
<td>5.2 (2.0)</td>
<td>1.1 (0.9-1.2)</td>
<td>.27</td>
</tr>
<tr>
<td>Children enrolled per household, mean (SD)</td>
<td>2.6 (1.4)</td>
<td>2.5 (1.3)</td>
<td>2.8 (1.5)</td>
<td>1.2 (1.1-1.4)</td>
<td>.004</td>
</tr>
<tr>
<td>Children aged ≤5 years enrolled per household, mean (SD)</td>
<td>1.0 (0.8)</td>
<td>1.0 (0.8)</td>
<td>1.0 (0.8)</td>
<td>1.0 (0.8-1.4)</td>
<td>.81</td>
</tr>
<tr>
<td>Household cluster density, mean (SD)</td>
<td>9.5 (8.6)</td>
<td>9.9 (3.4)</td>
<td>8.1 (8.0)</td>
<td>0.8 (0.6-1.04)</td>
<td>.09</td>
</tr>
<tr>
<td>Primary caregiver literacy, n (%)</td>
<td>183 (88.4)</td>
<td>131 (87.3)</td>
<td>52 (91)</td>
<td>1.3 (0.6-3.0)</td>
<td>.52</td>
</tr>
<tr>
<td>Father’s education ≥secondary, n (%)</td>
<td>51 (24.6)</td>
<td>34 (22.7)</td>
<td>17 (30)</td>
<td>1.3 (0.8-2.1)</td>
<td>.28</td>
</tr>
<tr>
<td>Mother’s education ≥secondary, n (%)</td>
<td>38 (18.4)</td>
<td>32 (21.3)</td>
<td>6 (11)</td>
<td>0.5 (0.2-1.1)</td>
<td>.10</td>
</tr>
<tr>
<td>Health care at public clinic, n (%)</td>
<td>121 (58.5)</td>
<td>101 (67.3)</td>
<td>20 (35)</td>
<td>0.4 (0.2-0.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Duration at current house (years), mean (SD)</td>
<td>8.1 (3.4)</td>
<td>8.04 (3.4)</td>
<td>8.34 (8.8)</td>
<td>1.0 (0.9-1.1)</td>
<td>.63</td>
</tr>
<tr>
<td><strong>Cellular phone usage</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cellular phones per household, mean (SD)</td>
<td>1.4 (1.1)</td>
<td>1.4 (1.0)</td>
<td>1.4 (1.1)</td>
<td>1.0 (0.8-1.2)</td>
<td>.95</td>
</tr>
<tr>
<td>Most advanced phone in household, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No phone</td>
<td>25 (12.1)</td>
<td>16 (10.7)</td>
<td>9 (16)</td>
<td>Ref</td>
<td></td>
</tr>
<tr>
<td>No mobile phone</td>
<td>99 (47.8)</td>
<td>73 (48.7)</td>
<td>26 (46)</td>
<td>0.7 (0.4-1.4)</td>
<td>.32</td>
</tr>
<tr>
<td>Mobile phone</td>
<td>82 (39.6)</td>
<td>60 (40.0)</td>
<td>22 (39)</td>
<td>0.7 (0.4-1.4)</td>
<td>.36</td>
</tr>
<tr>
<td>Phones used for text messaging, n (%)(^c)</td>
<td>150 (72.5)</td>
<td>115 (76.7)</td>
<td>35 (61)</td>
<td>0.6 (0.4-0.9)</td>
<td>.02</td>
</tr>
<tr>
<td>Uses a phone with Internet, n (%)(^c)</td>
<td>69 (37.7)</td>
<td>56 (42.1)</td>
<td>13 (27)</td>
<td>0.6 (0.4-1.1)</td>
<td>.10</td>
</tr>
<tr>
<td><strong>Internet access frequency(^d), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤Weekly</td>
<td>53 (80.3)</td>
<td>45 (81.8)</td>
<td>8 (73)</td>
<td>Ref</td>
<td></td>
</tr>
<tr>
<td>≥Daily</td>
<td>13 (19.7)</td>
<td>10 (17.8)</td>
<td>3 (27)</td>
<td>1.5 (0.5-5.0)</td>
<td>.48</td>
</tr>
<tr>
<td><strong>Syndromic reporting (Apr 2015-Jun 2016)(^e)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acute gastroenteritis, n (%)</td>
<td>100</td>
<td>92 (0.7)</td>
<td>8 (0.3)</td>
<td>0.2 (0.1-0.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Norovirus-associated acute gastroenteritis, n (%)</td>
<td>12 (3.7)</td>
<td>0 (0)</td>
<td>N/C(^f)</td>
<td>N/C</td>
<td></td>
</tr>
<tr>
<td>Acute febrile illness, n (%)</td>
<td>122</td>
<td>112 (0.9)</td>
<td>10 (0.3)</td>
<td>0.2 (0.1-0.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Dengue-associated acute febrile illness, n (%)</td>
<td>4 (1.2)</td>
<td>0 (0)</td>
<td>N/C(^f)</td>
<td>N/C</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) We were unable to model the random effects of multiple children per household due to relatively low numbers of children per household.

\(^b\) Risk ratios (RR) and 95% confidence intervals were calculated using univariate generalized linear models, with dichotomous response rate in the first 25 weeks of surveillance (≥70% vs <70%) as the outcome of interest.

\(^c\) 12% of households are missing these variables.

\(^d\) 68% of all households are missing this variable because they said they did not use a phone with Internet access in the previous question.

\(^e\) The response rates reflect the first 25 weeks of surveillance, despite the longer syndromic reporting period (April 2015-June 2016).

\(^f\) N/C: not calculated.
Figure 2. Map showing clusters of participants with high (>70%; yellow circle) symptom diary app response rate versus moderate (40%-70%; orange circle) and low (<40%; red circle) response rates, in the Southwest Trifinio Region of Guatemala during the first 25 weeks of surveillance prior to allowing study nurses to manually enter syndromic data (April-October 2015).

Figure 3. Weekly syndromic reporting rate for acute febrile illness and acute gastroenteritis, April 2015-June 2016. Weekly syndromic reporting rate of participants using the Vigilant-e symptom diary mobile phone app (orange), manually entered data from nurse phone call (green), and combined mobile phone and manual data entry (blue). Several factors were associated with periods of decreased reporting, including a time period of high staff turnover (June-July 2015), a cellular tower collapse (August 2015), and primary and run-off presidential elections (October 2015). On October 2, 2015, study nurses were allowed to manually enter participant data if there was no response. In April 2016, study nurses performed an in-home visit to participating households to repair or replace malfunctioning phones and remind participants to use the Vigilant-e app for reporting when possible.
Table 2. Agreement of symptom reporting among study participants between mobile phone symptom diary app and nurse home visit, April 2015 to June 2016.

<table>
<thead>
<tr>
<th>Symptoms</th>
<th>Symptom diary app (n=113)</th>
<th>Nurse home visit (n=113)</th>
<th>Kappa or Kendall taub</th>
<th>P b</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fever, n (%)</td>
<td>62 (56.9)</td>
<td>79 (69.9)</td>
<td>.57</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Fever duration (days), mean (SD)</td>
<td>2.9 (1.3)</td>
<td>3.0 (1.8)</td>
<td>.46</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Rash, n (%)</td>
<td>15 (24.2)</td>
<td>16 (20.3)</td>
<td>.59</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Pain, n (%)</td>
<td>38 (61.3)</td>
<td>45 (57.0)</td>
<td>.55</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nausea, n (%)</td>
<td>29 (46.8)</td>
<td>32 (40.5)</td>
<td>.48</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Bleeding, n (%)</td>
<td>3 (4.8)</td>
<td>1 (1.3)</td>
<td>.02</td>
<td>.82</td>
</tr>
<tr>
<td>Vomiting, n (%)</td>
<td>62 (57.4)</td>
<td>29 (25.7)</td>
<td>.63</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Duration (days), mean (SD)</td>
<td>2.5 (2.0)</td>
<td>1.9 (0.9)</td>
<td>.69</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Maximum emesis/day, mean (SD)</td>
<td>4.5 (2.8)</td>
<td>3.6 (1.7)</td>
<td>.56</td>
<td>.002</td>
</tr>
<tr>
<td>Diarrhea, n (%)</td>
<td>33 (30.3)</td>
<td>70 (62.0)</td>
<td>.61</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Diarrhea duration (days), mean (SD)</td>
<td>3.2 (1.8)</td>
<td>3.4 (1.8)</td>
<td>.78</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Maximum stools/day, mean (SD)</td>
<td>4.7 (2.1)</td>
<td>5.1 (2.2)</td>
<td>.29</td>
<td>.006</td>
</tr>
</tbody>
</table>

aParticipants were asked additional symptom questions if they responded that “yes” their child had fever, diarrhea, or vomiting on the app or the nurse phone call. Nurses also asked the same questions using the same screening technique at the home visit (along with many more detailed questions). Symptoms included any reported symptom, regardless of duration.
bKappa statistic for categorical variables and Kendall tau for continuous variables.

Table 3. Agreement between self-reported symptoms using the Vigilant-e app and study nurse-collected symptoms at home visit.

<table>
<thead>
<tr>
<th>Days between app report and home visita</th>
<th>n</th>
<th>Fever</th>
<th>Vomiting</th>
<th>Diarrhea</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Kappa</td>
<td>P</td>
<td>Kappa</td>
</tr>
<tr>
<td>&lt;1</td>
<td>79</td>
<td>.70</td>
<td>&lt;.001</td>
<td>.66</td>
</tr>
<tr>
<td>1</td>
<td>19</td>
<td>.51</td>
<td>.03</td>
<td>.68</td>
</tr>
<tr>
<td>≥2</td>
<td>15</td>
<td>.08</td>
<td>.71</td>
<td>.28</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.13</td>
</tr>
</tbody>
</table>

aAs the time interval increased between self-reported symptoms (Vigilant-e app) and nurse-collected symptoms (home visit), agreement between these reporting mechanisms decreased (kappa coefficient). If nurse-collected symptoms occurred within 1 day of self-report, kappa agreement was .65-.70.

Discussion

In a resource-limited region of Guatemala with low literacy rates, we implemented a mobile phone-based participatory syndromic surveillance system with a high weekly response rate and a high rate of agreement between mobile phone parental reporting and nurse home visit reporting. We identified individual and community factors that led to decreased reporting, including female sex of the study participant, a greater number of children in the home, less prior experience with SMS text messaging, and lower utilization of local public health clinics. During our surveillance period, several external factors were associated with decreased reporting, including a cellular tower collapse and national elections, which highlight novel problems in conducting mobile phone-based surveillance. In addition, we demonstrated how contact with study participants, either with phone calls or home visits, may influence self-reporting. Finally, in this region of high norovirus and dengue virus burden [17,25], we found an association between lower rate of weekly self-report and fewer detected episodes meeting syndromic (acute febrile illness and acute gastroenteritis) and pathogen-specific (dengue virus and norovirus) case definitions.

Conducting prospective and accurate infectious disease surveillance in resource-limited settings is difficult for many reasons, including a lack of trained personnel, infrastructure, and diagnostic testing. Prospective surveillance studies have traditionally used weekly home visits or phone calls to collect syndromic data, followed by diagnostic testing in individuals meeting predefined case definitions, although these systems require significant resources and personnel [19,32]. In our study, we task-shifted syndromic data collection directly to community members by training them to use a mobile phone-based symptom diary app. Although study nurses were still required to phone households that did not submit a report in a given week, and we showed that regular contact between study nurses and participants improved reporting, the vast majority of syndromic reporting was entered directly by study participants into an electronic database. The parent-reported data were also accurate when compared to data collected by study nurses, especially when the nurse home visit occurred the same day as the submitted report. Although local syndromic data are unavailable, our estimated acute febrile illness incidence (18.7 per 100 person-years) was similar to that in multiple Latin American countries using a weekly home visit system (26.7 per 100 person-years) [19]. Our estimated acute gastroenteritis incidence...
We identified several practical lessons in performing mobile phone-based participatory syndromic surveillance in this resource-limited area. Although mobile phones are increasingly integrating into these communities, the telecommunication infrastructure is susceptible to interference, as demonstrated by decreased reporting following a cellular tower collapse. In addition, other external factors, including a period of high staff turnover that delayed reminder phone calls and widespread protests that impacted both participants and study personnel, were associated with periods of decreased self-reporting. Users were provided with limited data use per month and phones were locked to prevent use of non-study apps, but participants still found ways to circumvent this process. We found that regular communication between study personnel and participants led to improved reporting, but this required more personnel. Allowing study nurses to manually enter participant data into the database, instead of the participants, led to improved reporting overall but was associated with decreased self-reporting, somewhat undermining the participatory syndromic surveillance system. Prior to this intervention, the reporting rate (74%) was consistent with participatory syndromic surveillance studies in non-LMICs [12,13,29,30], and depending on the needs of the surveillance system (eg, vaccine effectiveness, outbreak response), may be sufficient. Further studies are needed to better define the role of participatory syndromic surveillance in these specific settings, and to optimize the interaction between participant and study personnel.

As mobile phones and data networks become increasingly integrated into resource-limited regions of the world, mobile phone-based participatory syndromic surveillance will likely become a more powerful tool to collect population-level syndromic data. Although we provided mobile phones to participants in our study, an important future step will be to allow users to download a symptom diary app onto their own mobile phones and encouraging syndromic self-reporting by providing some small incentive, such as prepaid airtime. This strategy, although still requiring personnel to maintain communication with participants and collect samples when needed, would allow a significant scale-up of the surveillance platform. And although syndromic data would be collected for all individuals, limiting diagnostic testing to a random or higher risk (meeting a more specific case definition) subset of participants would significantly reduce costs. This type of system could also be used for specific populations, such as in screening pregnant women for Zika virus, or during outbreaks of emerging pathogens such as Ebola. Because access to mobile phones is not evenly distributed within a population, it will be important for these types of surveillance programs to find strategies to ensure population-level representativeness.

The study had several strengths and limitations. We chose to perform the study in one of the most resource-limited regions of Guatemala where 70% of the population reports food insecurity and where 60% of households do not own a mobile phone [20]; success in this setting supports the likelihood of replicating this system in other areas with equal or greater resources. Individuals who owned mobile phones at baseline had attained a higher level of education compared to those that did not own mobile phones (P<.001), and they presumably had higher socioeconomic status, so we provided a study mobile phone to all enrolled households to limit bias in our study population. Nevertheless, many eligible households (>50%) declined participation, including 16% that did not want responsibility for the mobile phone, which may have led to a selection bias. We were unable to determine whether the decreased syndromic reporting in the low (<70%) response group was due to actual decreased disease incidence or due to decreased reporting. The representativeness of the system may be biased toward high (≥70%) response households, which is an important consideration for future studies. Sample collection within our prospective syndromic surveillance system decreased over time secondary to parental refusal [25], and although syndromic reporting was maintained at a high level throughout the study, it is possible that households were not reporting symptoms to avoid diagnostic testing (venipuncture or rectal/stool swab). This possibility could have been evaluated by sending study nurses at random to households that reported no symptoms in a given week and comparing their data to the mobile phone self-report. Households did report that the study, including the nurse home visits, benefited their families (98.8%) and the community (96.6%) overall.

In summary, we successfully implemented a mobile phone-based participatory syndromic surveillance system in a resource-limited region of Guatemala and identified several factors that positively or negatively impacted self-reporting. Self-reporting using a symptom diary mobile phone app (Vigilant-e) was accurate when compared to study nurse-collected data during a home visit. Future studies should evaluate mobile phone-based participatory syndromic surveillance for specific high-risk populations and pathogens at other sites, and should scale-up syndromic self-reporting with diagnostic testing performed only within a randomized or select subset of responders.
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Abstract

Background: The use of implantable cardioverter-defibrillators (ICDs) and cardiac resynchronization therapy (CRT) devices is expanding in the treatment of heart failure. Most of the current devices are equipped with remote monitoring functions, including bioimpedance for fluid status monitoring. The question remains whether bioimpedance measurements positively impact clinical outcome.

Objective: The aim of this study was to provide a comprehensive overview of the clinical interventions taken based on remote bioimpedance monitoring alerts and their impact on clinical outcome.

Methods: This is a single-center observational study of consecutive ICD and CRT patients (n=282) participating in protocol-driven remote follow-up. Bioimpedance alerts were analyzed with subsequently triggered interventions.

Results: A total of 55.0% (155/282) of patients had an ICD or CRT device equipped with a remote bioimpedance algorithm. During 34 (SD 12) months of follow-up, 1751 remote monitoring alarm notifications were received (2.2 per patient-year of follow-up), comprising 2096 unique alerts (2.6 per patient-year of follow-up). Since 591 (28.2%) of all incoming alerts were bioimpedance-related, patients with an ICD or CRT including a bioimpedance algorithm had significantly more alerts (3.4 versus 1.8 alerts per patient-year of follow-up, \( P < .001 \)). Bioimpedance-only alerts resulted in a phone contact in 91.0% (498/547) of cases, which triggered an actual intervention in 15.9% (87/547) of cases, since in 75.1% (411/547) of cases reinforcing heart failure education sufficed. Overall survival was lower in patients with a cardiovascular implantable electronic device with a bioimpedance algorithm; however, this difference was driven by differences in baseline characteristics (adjusted hazard ratio of 2.118, 95% CI 0.845-5.791). No significant differences between both groups were observed in terms of the number of follow-up visits in the outpatient heart failure clinic, the number of hospital admissions with a primary diagnosis of heart failure, or mean length of hospital stay.

Conclusions: Bioimpedance-only alerts constituted a substantial amount of incoming alerts when turned on during remote follow-up and triggered an additional intervention in only 16% of cases since in 75% of cases, providing general heart failure education sufficed. The high frequency of heart failure education that was provided could have contributed to fewer heart failure–related hospitalizations despite significant differences in baseline characteristics.

defibrillators, implantable; cardiac resynchronization therapy; telemedicine; electric impedance; algorithms; call centers

**Introduction**

Cardiac resynchronization therapy (CRT) devices and implantable cardioverter-defibrillators (ICDs) are guideline-recommended treatments for heart failure with reduced ejection fraction, left bundle branch block, very wide QRS complex (>150 ms), or sudden cardiac death [1,2]. The use of these cardiovascular implantable electronic devices (CIEDs) is rapidly increasing with 51,274 and 85,289 patients, respectively, receiving a CRT or ICD device in Europe in 2013 [3]. Remote follow-up of this group is slowly finding its way into routine clinical practice since it may hold major advantages for patients, health care workers, and society [4]. Over the last decade, several CIED manufacturers have marketed thoracic impedance measurement algorithms integrated into their devices. Changes in bioimpedance measurements reflect changes in intrathoracic fluid status and are evaluated based on a vendor-specific computer algorithm. Early investigations reported an inverse correlation with pulmonary capillary wedge pressure and fluid balance [5] and a higher sensitivity and lower unexplained detection rate compared to acute weight changes [6]. In addition, a decrease in bioimpedance happened even before clinical manifestation of heart failure worsening and before hospital admission for fluid overload [5]. These algorithms are therefore very promising for the early detection of impending decompensated heart failure and enable the possibility to adjust treatment strategies in order to prevent heart failure hospitalization [7,8]. Despite early investigations showing promising results, larger randomized trials have revealed disappointing outcomes [9-12]. A shortcoming in current studies is the lack of standardization and information as to what clinical actions are coupled to remote bioimpedance alerts, making it difficult to draw conclusions on its clinical impact.

In 2010, a dedicated remote follow-up program of heart failure patients with a CIED was started at Ziekenhuis Oost-Limburg (Genk, Belgium). Dedicated nurses, trained in electrophysiology, device follow-up, and heart failure pathophysiology, review all incoming alerts in a systematic and standardized manner with automatic interventions triggered by protocol-based, guideline-recommended care [13,14]. In this observational registry study, we closely analyzed all bioimpedance alerts and subsequent triggered interventions from OptiVol and OptiVol 2.0 (Medtronic PLC) and CorVue (St. Jude Medical LLC) CIEDs using the default alert settings, and we studied their impact on clinical outcome. As such, the current research builds on previous studies since these lack this level of detail.

**Methods**

**Study Design**

This is an observational registry study of ICD and CRT patients from a single tertiary care center (Ziekenhuis Oost-Limburg, Genk, Belgium) implanted with the devices between February 2010 and May 2013. Since February 2010, all patients receiving either an ICD or CRT device with remote monitoring capabilities were asked to participate voluntarily in a remote follow-up program. The type of CIED that was implanted was solely based on the device’s therapeutic capabilities (right ventricular pacing, biventricular pacing, and antiarrhythmia treatment) and was left to the discretion of the treating physician. For this analysis, only patients enrolled in remote follow-up within 6 months after device implantation are included. Patient baseline information is collected at the time of device implantation. All participants provided written informed consent and were followed until February 1, 2015. The study complies with the Declaration of Helsinki, and the study protocol was approved by the local committee on human research.

**Remote Follow-Up and Alerts**

A vendor-specific transmission device, usually installed in the patient’s bedroom, collected disease- and device-related data from the CIED that was transmitted to an online database accessible to the multidisciplinary heart failure team. All alerts were interpreted on weekdays by dedicated nurses trained in electrophysiology, device follow-up, and heart failure pathophysiology; notifications received during weekends were read on Monday. Daily alert transmissions were generated when predefined alert thresholds were crossed. Besides alert transmissions, each device was programmed to send a scheduled transmission report monthly. Alerts were categorized according to their nature into technical (missed scheduled transmission and technical device problems) or clinical (rhythm, bioimpedance, and miscellaneous [changes in daily activity, heart failure management, etc] alerts). Our study focuses on all bioimpedance-related alerts.

**Bioimpedance Measurements**

Since bioimpedance is measured from the electrode lead to the device can, any thoracic fluid change including vascular, interstitial, or alveolar fluid results in a change in its value. Therefore, bioimpedance measurements are not specific to one disease.

In 2004, Medtronic was the first company to introduce a bioimpedance algorithm, known as the OptiVol algorithm, in its CIEDs. For the OptiVol algorithm, bioimpedance is measured in a semicontinuous way every 20 minutes from 12 AM to 5 PM. The algorithm starts 34 days postimplant and generates 2 separate graphs: one displays the raw bioimpedance data and the other indicates the accumulated change between the daily bioimpedance measurements and a dynamic reference impedance. The latter one, called the OptiVol fluid index, triggers an alarm when a predefined threshold is met, by default set at 60Ω [5]. The OptiVol fluid index graph may indicate an event, while the raw bioimpedance graph may indicate the severity of the event [15,16]. In 2010, Medtronic launched OptiVol 2.0, an updated version of the initial bioimpedance algorithm. The updated version is intended to lower the number of false positive alerts. Alterations include a faster changing reference after initialization, a slower accumulating fluid index for an initial duration of the event in patients with higher day-to-day variability in impedance, and a fluid index which...
accumulates only over the last 30 days [15]. An initial study has reported a 40% decrease in unexplained detections [17]. In our study, the default OptiVol threshold settings were used.

In 2009, St Jude Medical introduced its own bioimpedance algorithm, known as CorVue. There are some fundamental differences compared to the OptiVol algorithms. CorVue also measures intrathoracic impedances in a semicontinuous way every 2 hours around the clock. In addition, depending on the type of lead, the impedance is measured in one (ie, unipolar leads) or multiple vectors. Within the first 2 weeks, the algorithm starts to build a reference impedance which is a long-term moving average (ie, over the last 144 or 168 measurements for CRT or ICD devices, respectively). Afterward, a short-term moving average (ie, over the last 12 measurements) of multivector impedance measurements builds the daily impedance. A bioimpedance alert is triggered when the daily impedance is lower than the reference impedance for a programmable duration known as the congestion trigger (ie, nominal 13 days for ICDs, 14 days for CRT-D, and 16 days for CRT-P) [15]. In our study, the default congestion trigger settings were used.

The presence of a bioimpedance algorithm is dependent on the CIED manufacturer: most Medtronic and St Jude devices are equipped with a bioimpedance algorithm and generate bioimpedance alerts, while Biotronik and Boston Scientific devices do not generate any bioimpedance alerts. In our study, the choice of CIED brand implanted in a particular patient is completely random. Therefore, the presence or absence of a bioimpedance algorithm in this patient population is also randomly assigned.

Intervention Protocol for Bioimpedance Alerts

All incoming bioimpedance alerts were deemed to be of potential clinical relevance and resulted in a phone contact between the interpreting nurse and the patient. In exceptional cases, where the patient had an in-hospital check-up very recently or had one planned in the near future, a phone contact was not initiated. A custom-made heart failure questionnaire was used to identify potential causes for the bioimpedance alert [14,18]. Additional questions could be asked at the discretion of the health care worker in order to gain better insight. Appropriate feedback and general heart failure education (ie, stress the importance of the conservation of a salt-free diet and fluid restrictions) were always provided. Further action was protocol-driven in consultation with a dedicated heart failure specialist.

Outpatient Follow-Up

Patients enrolled in remote follow-up visit the outpatient cardiology clinic for device and clinical heart failure follow-up at 6 weeks after implantation and subsequently every 6 months with a minimum of 2 visits per year as per standard practice in our institution. Patients in this study were followed until death, exclusion from remote follow-up, heart transplantation, or February 1, 2015, whichever came first.

Statistical Analysis

Demographic and functional characteristics were compared using descriptive statistics. Continuous variables are expressed as mean and standard deviation (SD) if normally distributed or median and interquartile range (IQR) otherwise. Survival curves were constructed according to the Kaplan Meier method, with the log-rank test used for comparison among groups. Unadjusted and adjusted hazard ratios (HRs) were calculated by Cox regression analysis with Firth's penalized likelihood correction. To define statistical differences between both groups, the independent samples Student t test and Mann-Whitney U test were used for normally and not normally distributed continuous variables, respectively, and the chi-square test and Fisher exact test were used accordingly for categorical variables. To define statistical differences between the different bioimpedance algorithms, the Kruskal Wallis test was used. The significance level for tests was 2-sided with alpha=.05. All statistical analyses were performed using IBM SPSS Statistics 24.0 (IBM Corp); SAS 9.4 (SAS Institute Inc) was used for Cox regression with Firth’s penalization.

Results

Study Population

From a total of 506 patients with a CIED implanted during the study period, 110 patients were excluded due to the presence of a cardiac resynchronization therapy pacemaker (CRT-P) device without remote monitoring capabilities, 82 patients were excluded because the remote monitoring program was started more than 6 months after device implantation, 22 patients refused study participation, and 10 patients were excluded due to follow-up in another center. The final study population consisted of 282 patients: 155 (55.0%) patients with a CIED equipped with a bioimpedance algorithm (CIED\(^+)\) and 127 (45.0%) patients with a CIED without an available bioimpedance algorithm (CIED\(^-)\) (Figure 1). Of 282 devices, 110 (39.0%) Medtronic, 105 (37.2%) St. Jude Medical, 61 (21.6%) Biotronik, and 6 (2.1%) Boston Scientific CIECs were implanted.

Respectively, 26.4% (41/155), 43.2% (67/155), and 30.3% (47/155) of patients in the CIED\(^+)\) population had a device implanted with Optivol, Optivol 2.0, and CoreVue algorithm. The median time interval between CIED implantation and start of remote follow-up was 1 day (IQR 1 to 2 days), with 81.9% (231/282) of patients included within 1 week. Patients were followed for 34 (SD 12) months leading to 801 cumulative patient-years of follow-up. The number of follow-up visits in the outpatient device clinic was 3.25 per patient-year of follow-up, of which 93% were elective and 7% were triggered by remote monitoring. Baseline characteristics of the study population at the time of implantation are shown in Table 1.

Remote Follow-Up Notifications, Alerts, and Interventions

During follow-up, the clinical call center handled 1751 remote monitoring notifications. Since a notification can contain multiple alerts, a total of 2096 unique alerts were received (ie, 2.6 alerts per patient-year of follow-up). Patients with a CIED\(^+\)
had significantly more alerts than those with a CIED−: 1413 (67.41%, 3.4 per patient-year of follow-up) and 683 (32.59%, 1.8 per patient-year of follow-up), respectively, \( P < .001 \). The amount of technical and arrhythmia alerts was similar in both patient groups. The higher number of alerts in the CIED+ population can be entirely attributed to bioimpedance alerts. The distribution of the different alert categories among both groups is shown in Figure 2.

**Bioimpedance Notifications and Interventions**

During follow-up, 591 notifications including a bioimpedance threshold crossing were received for 111 of 155 (71.6%) patients. In 44 of these notifications, 1 or more additional alerts were combined resulting in 547 bioimpedance-only notifications.

In 498 (91.0%) of bioimpedance-only notifications, the patient was contacted by phone and a standardized heart failure questionnaire was used. In 9.0% (49/547) of cases, a phone contact was not initiated since the patient had an in-hospital check-up very recently or had one planned in the near future. In 75.1% (411/547) of bioimpedance-only notifications, only general heart failure education was given. An additional intervention was triggered in 15.9% (97/547) of cases (Figure 3, left). In total, 97 interventions were performed (Figure 3, right), including medication changes in 50% (48/97) of cases, referral to the general practitioner or cardiologist in 27% (26/97) and 23% (22/97) of cases, respectively, and in 1% (1/97) the patient was asked to visit the emergency room. A combination of different interventions for 1 bioimpedance alert is also possible.

**Figure 1.** Flowchart of the study.

![Flowchart of the study](image-url)
Table 1. Baseline characteristics of the study population (n=282).

<table>
<thead>
<tr>
<th>Variables</th>
<th>CIED&lt;sup&gt;a&lt;/sup&gt; with bioimpedance n=155</th>
<th>CIED without bioimpedance n=127</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, years, mean (SD)</td>
<td>72 (12)</td>
<td>70 (13)</td>
<td>.12</td>
</tr>
<tr>
<td>BMI&lt;sup&gt;b&lt;/sup&gt;, mean (SD)</td>
<td>27 (5)</td>
<td>28 (6)</td>
<td>.54</td>
</tr>
<tr>
<td>Male gender, n (%)</td>
<td>123 (79.4)</td>
<td>108 (85.0)</td>
<td>.22</td>
</tr>
<tr>
<td>ICD&lt;sup&gt;c&lt;/sup&gt;, n (%)</td>
<td>31 (20.0)</td>
<td>59 (46.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>CRT-D&lt;sup&gt;d&lt;/sup&gt;, n (%)</td>
<td>102 (65.8)</td>
<td>57 (44.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>CRT-P&lt;sup&gt;e&lt;/sup&gt;, n (%)</td>
<td>22 (14.2)</td>
<td>11 (8.7)</td>
<td>.15</td>
</tr>
<tr>
<td>Bioimpedance algorithm, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OptiVol</td>
<td>41 (26.4)</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>OptiVol 2.0</td>
<td>67 (43.2)</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>CorVue</td>
<td>47 (30.3)</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>NYHA&lt;sup&gt;f,g&lt;/sup&gt; functional class, n (%)</td>
<td></td>
<td></td>
<td>.42</td>
</tr>
<tr>
<td>Class II</td>
<td>17 (15.6)</td>
<td>14 (23.7)</td>
<td></td>
</tr>
<tr>
<td>Class III</td>
<td>90 (82.6)</td>
<td>43 (72.9)</td>
<td></td>
</tr>
<tr>
<td>Left ventricular ejection fraction, %, mean (SD)</td>
<td>31 (12)</td>
<td>34 (12)</td>
<td>.01</td>
</tr>
<tr>
<td>QRS width, ms, mean (SD)</td>
<td>145 (31)</td>
<td>127 (32)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Heart failure etiology, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ischemic heart disease</td>
<td>86 (55.5)</td>
<td>86 (67.7)</td>
<td>.04</td>
</tr>
<tr>
<td>Dilated</td>
<td>13 (8.3)</td>
<td>5 (3.9)</td>
<td>.13</td>
</tr>
<tr>
<td>Valvular</td>
<td>3 (1.9)</td>
<td>1 (0.8)</td>
<td>.63</td>
</tr>
<tr>
<td>Hypertrophic</td>
<td>5 (3.2)</td>
<td>3 (2.4)</td>
<td>.73</td>
</tr>
<tr>
<td>Toxic</td>
<td>1 (0.6)</td>
<td>2 (1.6)</td>
<td>.59</td>
</tr>
<tr>
<td>Idiopathic</td>
<td>40 (25.8)</td>
<td>17 (13.4)</td>
<td>.01</td>
</tr>
<tr>
<td>Other etiology or no heart failure</td>
<td>7 (4.5)</td>
<td>13 (10.2)</td>
<td>.06</td>
</tr>
<tr>
<td>Comorbidities and risk factors, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Valvular surgery</td>
<td>18 (11.6)</td>
<td>11 (8.7)</td>
<td>.42</td>
</tr>
<tr>
<td>Atrial fibrillation</td>
<td>62 (40.0)</td>
<td>51 (40.2)</td>
<td>.98</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease</td>
<td>23 (14.8)</td>
<td>16 (12.6)</td>
<td>.59</td>
</tr>
<tr>
<td>Chronic kidney disease</td>
<td>42 (27.1)</td>
<td>31 (24.4)</td>
<td>.61</td>
</tr>
<tr>
<td>Cerebrovascular accident</td>
<td>13 (8.4)</td>
<td>10 (7.9)</td>
<td>.88</td>
</tr>
<tr>
<td>Diabetes</td>
<td>32 (20.6)</td>
<td>25 (19.7)</td>
<td>.84</td>
</tr>
<tr>
<td>Family history of cardiovascular disease</td>
<td>34 (21.9)</td>
<td>40 (31.5)</td>
<td>.07</td>
</tr>
<tr>
<td>Arterial hypertension</td>
<td>59 (38.1)</td>
<td>57 (44.9)</td>
<td>.25</td>
</tr>
<tr>
<td>Hypercholesterolemia</td>
<td>59 (38.1)</td>
<td>48 (37.8)</td>
<td>.96</td>
</tr>
<tr>
<td>Smoking</td>
<td>151 (97.4)</td>
<td>122 (96.1)</td>
<td>.74</td>
</tr>
<tr>
<td>Medication use, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Renin-angiotensin system blocker</td>
<td>125 (80.6)</td>
<td>102 (80.3)</td>
<td>.94</td>
</tr>
<tr>
<td>Beta-blocker</td>
<td>144 (92.9)</td>
<td>109 (85.8)</td>
<td>.05</td>
</tr>
<tr>
<td>Spironolactone</td>
<td>105 (67.7)</td>
<td>68 (53.5)</td>
<td>.02</td>
</tr>
<tr>
<td>Loop diuretic</td>
<td>76 (49.0)</td>
<td>48 (37.8)</td>
<td>.06</td>
</tr>
<tr>
<td>Digoxin</td>
<td>23 (14.8)</td>
<td>18 (14.2)</td>
<td>.88</td>
</tr>
<tr>
<td>Variables</td>
<td>CIED with bioimpedance</td>
<td>CIED without bioimpedance</td>
<td>P value</td>
</tr>
<tr>
<td>---------------------------------</td>
<td>------------------------</td>
<td>---------------------------</td>
<td>---------</td>
</tr>
<tr>
<td></td>
<td>n=155</td>
<td>n=127</td>
<td></td>
</tr>
<tr>
<td>Statin</td>
<td>85 (54.8)</td>
<td>82 (64.6)</td>
<td>.10</td>
</tr>
<tr>
<td>Calcium channel blockers</td>
<td>8 (5.2)</td>
<td>15 (11.8)</td>
<td>.04</td>
</tr>
<tr>
<td>Antidiabetic medication</td>
<td>27 (17.4)</td>
<td>22 (17.3)</td>
<td>.98</td>
</tr>
</tbody>
</table>

\(^a\)CIED: cardiovascular implantable electronic device.
\(^b\)BMI: body mass index.
\(^c\)ICD: implantable cardioverter-defibrillator.
\(^d\)CRT-D: cardiac resynchronization therapy defibrillator.
\(^e\)CRT-P: cardiac resynchronization therapy pacemaker.
\(^f\)NYHA: New York Heart Association.
\(^g\)CIED with bioimpedance group (n=109), CIED without bioimpedance group (n=59).

Figure 2. Frequency of alert categories with the number of alerts per patient-year of follow-up for patients with a cardiovascular implantable electronic device with or without a bioimpedance algorithm. Disease-related alerts are marked in blue color tints and technical-related alerts in green color tints.

Figure 3. Overview of the interventions triggered during remote follow-up in the case of a bioimpedance-only alert.
Different Bioimpedance Algorithms

There was a statistically significant difference in number of bioimpedance alerts per patient-year between the different bioimpedance algorithms ($\chi^2=12.643, P=.002$) (Figure 4). The updated OptiVol 2.0 algorithm (0.79 alerts per patient-year of follow-up) triggered significantly fewer bioimpedance alerts than OptiVol (1.67 alerts per patient-year of follow-up; $P=.02$) and CorVue (1.97 alerts per patient-year of follow-up; $P=.005$). No differences were observed concerning the distribution of interventions triggered by the different bioimpedance algorithms.

Clinical Outcome

At mean time of follow-up (ie, 34 months), 26 patients had died, leading to an overall survival rate of 90.8%. Seven patients died in the CIED$^-$ population compared to 19 in the CIED$^+$ population, leading to all-cause survival rates of 94.5% and 87.7%, respectively ($P=.047$) (Figure 5A). Most deaths were due to cardiovascular causes, with 6 in the CIED$^-$ population compared to 15 in the CIED$^+$ population ($P=.10$). No significant differences in survival rate were observed for the different bioimpedance algorithms.

At mean time of follow-up, 40 patients were hospitalized with a primary diagnosis of heart failure and hence 85.8% (242/282) of patients were free from heart failure–related hospitalization. No significant difference was observed between both groups (23/155, 85.2%, for CIED$^+$ versus 17/127, 86.6%, for CIED$^-$ at mean time of follow-up, $P=.76$) (Figure 5B) or for the different bioimpedance algorithms ($P=.95$) (Figure 5C).

No significant differences were observed between both groups with respect to the number of elective follow-up visits in the outpatient heart failure clinic ($P=.45$) or the number of cardiac-related hospital admissions ($P=.32$). For those who had at least 1 cardiac-related hospital admission, median length of hospital stay was 6 (IQR 3 to 14) days. There was no significant difference for length of hospital stay between both groups or for the different bioimpedance algorithms.

Figure 4. Overview of the amount of remote monitoring bioimpedance alerts per patient-year of follow-up triggered by the different bioimpedance algorithms.

Figure 5. (A) Probability of survival for patients with a cardiovascular implantable electronic device (CIED) with or without a bioimpedance algorithm, (B) Freedom from hospital admission with a primary diagnosis of heart failure for patients with a CIED with or without a bioimpedance algorithm, (C) Freedom from hospital admission with a primary diagnosis of heart failure for the different bioimpedance algorithms.
Therefore, a possible explanation for bioimpedance alert and clinical manifestation of heart failure as well as the existence of a temporal lag between a any additional interventions. This may indicate a high sensitivity were contacted and given heart failure education only without high number of patients with bioimpedance-only alerts who

An important observation that merits further attention is the differences in baseline characteristics, there was no difference in outcome when incorporated in a standardized heart failure care

Bioimpedance algorithms in the CIED resulted in a nonsignificant adjusted hazard ratio of 2.118 (95% CI 0.845-5.791) for all-cause death and 2.335 (95% CI 0.852-7.020) for cardiovascular death. Multivariate analysis indicated that age, ejection fraction, and QRS time contribute to the observed difference in survival rate between both groups.

### Discussion

**Principal Findings**

Although many newly implanted CIEDs have a built-in bioimpedance algorithm, it remains unclear whether bioimpedance measurements contribute to improved clinical outcome when incorporated in a standardized heart failure care path including remote follow-up. In this paper, we present a comprehensive overview of bioimpedance alerts and subsequent triggered interventions in patients with either a CRT or ICD device enrolled in a dedicated, protocol-driven, remote follow-up program in a single Belgian tertiary care center.

Major insights include the following:

1. Patients with a CIED equipped with a bioimpedance algorithm have significantly more remote monitoring notifications
2. In 75% of bioimpedance-only alerts, reinforcing heart failure education was the only action taken; in 16% of cases, an additional intervention was triggered; and in 9%, the patient was not contacted
3. For the different bioimpedance algorithms, significant differences were observed for the number of bioimpedance alerts but not for triggered interventions or clinical outcome

Although patients with a CIED equipped with a bioimpedance algorithm have a significantly lower survival rate, driven by differences in baseline characteristics, there was no difference in heart failure–related hospitalizations.

An important observation that merits further attention is the high number of patients with bioimpedance-only alerts who were contacted and given heart failure education only without any additional interventions. This may indicate a high sensitivity but low specificity of these alerts to detect emerging congestion as well as the existence of a temporal lag between a bioimpedance alert and clinical manifestation of heart failure worsening [5,7-12,19-21]. Therefore, a possible explanation for the rather low number of additional interventions could be that due to these bioimpedance alerts, patients are contacted in the early phase of emerging congestion. By the fact that patients are contacted and general heart failure education is repeated, it is possible that their perception of disease awareness strengthens (ie, importance of fluid and salt restriction, heart failure medication intake, and physical activity), avoiding further worsening of congestion.

The updated OptiVol 2.0 algorithm triggered significantly fewer bioimpedance alerts than the other two bioimpedance algorithms. This corresponds to literature, where a 40% decrease in unexplained bioimpedance alerts was observed [17]. However, no changes in intervention strategy or impact on clinical outcome compared to the other bioimpedance algorithms was observed. Although improvements to bioimpedance algorithms have already been made, this could still indicate that intrathoracic impedance is currently wrongly measured, handled, or interpreted. In the majority of cases, the bioimpedance alarm threshold is set to default. These thresholds should be individually adjusted in order to improve sensitivity and specificity rates, as suggested by previous research [7,8,15].

Another possibility to improve intrathoracic impedance measurements is controlling the circumstances in which measurements are performed. Currently, measurements are performed under different circumstances throughout the day. Since bioimpedance measurements are also influenced by motion and body posture, reliability could be improved by a lower number of measurements that are all performed under the same posture (eg, during the night when lying in a particular posture). Finally, instead of alerts triggered by bioimpedance crossings alone, integration with other parameters currently monitored by implantable electrical devices (eg, patient activity, heart rate variability, average ventricular rate) will provide a more efficient tool to predict heart failure worsening [18].

Patients with a CIED showed a lower overall survival rate. However, this difference can be explained by differences in baseline characteristics between both groups rather than the presence of a bioimpedance algorithm. Indeed, multivariate analysis indicated a significant hazard ratio for age, ejection fraction, and QRS time and a nonsignificant adjusted hazard ratio for the presence of a bioimpedance algorithm in the CIED. Concerning heart failure–related hospitalizations, both groups showed similar results. This could indicate a potential benefit of bioimpedance algorithms on clinical outcome since, based on baseline characteristics, one would expect a higher number

### Table 2. Cox regression analysis with Firth's penalization for clinical outcome measures.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Unadjusted ratio</th>
<th>Adjusted hazard ratio</th>
<th>P value</th>
<th>Adjusted hazard ratio</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>All-cause mortality</td>
<td>2.342</td>
<td>1.029-5.996</td>
<td>.047</td>
<td>2.118</td>
<td>0.845-5.791</td>
</tr>
<tr>
<td>Cardiovascular survival</td>
<td>2.168</td>
<td>0.881-6.082</td>
<td>.10</td>
<td>2.335</td>
<td>0.852-7.020</td>
</tr>
<tr>
<td>Heart failure hospitalization</td>
<td>1.103</td>
<td>0.592-2.097</td>
<td>.76</td>
<td>1.284</td>
<td>0.655-2.562</td>
</tr>
</tbody>
</table>

**a**Hazard ratios were adjusted for significant differences in baseline characteristics including implantable cardioverter-defibrillator use, cardiac resynchronization therapy defibrillator use, left ventricular ejection fraction, QRS width, ischemic etiology of heart failure and spironolactone use, and clinically relevant parameters including age, gender, and loop diuretic use.

**b**HR: hazard ratio.
of heart failure–related hospitalizations in the CIED+ group. This could mean that the high frequency of heart failure education provided in cases of a bioimpedance alert could have prevented heart failure–related hospitalizations.

When reviewing available literature, it is clear that the success rate of remote monitoring is strongly dependent on optimal workflow with standardized protocols and appropriate feedback loops. The DOT-HF (Diagnostic Outcome Trial in Heart Failure) trial [9], where patients received an audible alert in case of a bioimpedance crossing, showed that providing wrong feedback can even induce an increase in hospital admissions. In the LIMIT-CHF (Lung Impedance Monitoring in Treatment of Chronic Heart Failure) trial [15], bioimpedance alerts triggered empirical changes in diuretic dose, which did not significantly prevent heart failure–related hospitalizations. Moreover, the OPTILINK-HF (Optimization of Heart Failure Management using OptiVol Fluid Status Monitoring and CareLink) trial [12] employed a similar approach of protocol-driven remote monitoring as used in our center and reported no significant improvements in clinical outcome. Shortcomings in this trial were the single-parameter follow-up, suboptimal data transmission, and the absence of a centralized monitoring team. In our study, a multiparameter approach was used and all incoming alerts were handled in a standardized way. In addition, remote follow-up in our center is performed by a small team of dedicated heart failure nurses who have close personal contact with the patients. Furthermore, our nurses are operating from inside our tertiary care center and hence have daily contact with the treating physician. This approach facilitates protocol standardization and has already been shown to be effective in the IN-TIME (Influence of Home Monitoring on Mortality and Morbidity in Heart Failure Patients With Impaired Left Ventricular Function) trial [22]. It is clear that there is not just one remote monitoring approach, but a high variability exists and hence each approach needs to be assessed on its individual merit. In our study, the question remains to what extent reinforcement of heart failure education is crucial in remote bioimpedance monitoring and impacts clinical outcome.

Study Limitations
This study should be interpreted in the light of some limitations. First, this is a relatively small single center observational registry study with classic limitations associated with this type of study design, thereby making the study results mainly hypothesis-generating. Although a nonsignificant adjusted hazard ratio was obtained for the presence of bioimpedance algorithms in the CIED, a potential power problem can be present in the all-cause survival analysis due to the rather low sample size and low event rates. Next, since the presence of a bioimpedance algorithm is dependent on CIED manufacturer and is therefore random, our study is a nonrandomized clinical trial. A possible selection bias could be present due to the device indication. However, the assignment of the type of CIED that was implanted was solely based on the device’s therapeutic capabilities (right ventricular pacing, biventricular pacing, and antitachycardia treatment) and was left to the discretion of the treating physician. Other diagnostic information, for example, the presence or absence of bioimpedance algorithms in the CIED, was not taken into consideration when assigning the CIED type or brand. In the CIED+ population, more CRT-D devices are present since these devices were first equipped with bioimpedance algorithms. In general, patients who receive a CRT-D device have more advanced heart failure than patients who receive an ICD device. This can explain the differences in baseline characteristics (eg, older population with a lower left ventricular ejection fraction and broader QRS complex). Finally, study inclusion was based on voluntary participation to remote follow-up. Therefore, one cannot exclude the possibility that enrolled patients were more motivated for follow-up with better expected compliance to therapies. However, the majority (>95%) of patients agree to remote follow-up, reducing the risk for selection bias.

Conclusion
In patients with a CIED with a bioimpedance algorithm, bioimpedance alerts constitute almost half (42%) of incoming alerts when turned on during remote follow-up. Repeating general heart failure education by phone sufficed in 75% of cases, and an additional intervention was performed in 16% of cases. The high frequency of heart failure education that was provided could have contributed to fewer heart failure–related hospitalizations despite significant differences in baseline characteristics. Future trials are needed to verify whether bioimpedance algorithms can only be used to trigger heart failure education or if they have an intrinsic value to change treatment strategies. In addition, future improvements in the way bioimpedance is measured, handled, or interpreted could further increase its clinical relevance. Before bioimpedance measurements can be widely implemented in clinical practice, larger multicenter randomized controlled trials are required.
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Abbreviations

- CRT: cardiac resynchronization therapy
- CRT-D: cardiac resynchronization therapy defibrillator
- CRT-P: cardiac resynchronization therapy pacemaker
- DOT-HF: Diagnostic Outcome Trial in Heart Failure trial
- ICD: implantable cardioverter-defibrillator
- CIED: cardiovascular implantable electronic device
- CIED+: cardiovascular implantable electronic device with bioimpedance algorithm
- CIED−: cardiovascular implantable electronic device without bioimpedance algorithm
- IN-TIME: Influence of Home Monitoring on Mortality and Morbidity in Heart Failure Patients With Impaired Left Ventricular Function trial
- IQR: interquartile range
- HR: hazard ratio
- LIMIT-CHF: Lung Impedance Monitoring in Treatment of Chronic Heart Failure trial
- OPTILINK-HF: Optimization of Heart Failure Management using OptiVol Fluid Status Monitoring and CareLink trial
- SD: standard deviation
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Abstract

Background: The use of wearable tools for health self-quantification (SQ) introduces new ways of thinking about one’s body and about how to achieve desired health outcomes. Measurements from individuals, such as heart rate, respiratory volume, skin temperature, sleep, mood, blood pressure, food consumed, and quality of surrounding air can be acquired, quantified, and aggregated in a holistic way that has never been possible before. However, health SQ still lacks a formal common language or taxonomy for describing these kinds of measurements. Establishing such taxonomy is important because it would enable systematic investigations that are needed to advance in the use of wearable tools in health self-care. For a start, a taxonomy would help to improve the accuracy of database searching when doing systematic reviews and meta-analyses in this field. Overall, more systematic research would contribute to build evidence of sufficient quality to determine whether and how health SQ is a worthwhile health care paradigm.

Objective: The aim of this study was to investigate a sample of SQ tools and services to build and test a taxonomy of measurements in health SQ, titled: the classification of data and activity in self-quantification systems (CDA-SQS).

Methods: Eight health SQ tools and services were selected to be examined: Zeo Sleep Manager, Fitbit Ultra, Fitlinxx Actipressure, MoodPanda, iBGStar, Sensaris Senspod, 23andMe, and uBiome. An open coding analytical approach was used to find all the themes related to the research aim.

Results: This study distinguished three types of measurements in health SQ: body structures and functions, body actions and activities, and around the body.

Conclusions: The CDA-SQS classification should be applicable to align health SQ measurement data from people with many different health objectives, health states, and health conditions. CDA-SQS is a critical contribution to a much more consistent way of studying health SQ.
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Introduction

People may use wearable tools acquired in direct-to-consumer market places to undertake various processes or activities related to personal health care (eg, data collection and data analysis) as part of self-selected real-life and Web-based communities [1-3]. This practice can be referred to as health self-quantification (SQ) [4].

The use of wearable tools for health SQ is growing in popularity. Globally, the total number of self-quantifiers is unknown, but data available from Quantified Self Meetup groups from Keyhole websites and about the volume of retail sales and shipments of wearable tools indicate that more people are becoming interested in health self-care every year. The Quantified Self international social movement, founded in 2007, has grown up over a decade. In 2007, there was only one group, in California, United States; by August 2017, there were 238 groups worldwide as indicated by the Quantified Self Meetup website. The number of members of these groups increased from around 14,000 in November 2012 to over 83,000 in August 2017.

In social networks, the Keyhole hashtag analytics tool shows that hashtags such as #QS, #wearables, and #smartwatches have a wide reach (reach refers to the number of unique people who may see the posts from Twitter and Instagram). For example, from April 30, 2016 to May 31, 2016, the hashtags of #QS involved over two million people who were talking about health, fitness, weight, health data, body measures, apps, etc as denoted by the Keyhole’s word cloud.

The volume of retail sales is increasing because people do not want to limit themselves to the functions that are enabled by mobile phone apps alone. They are striving to take advantage of more advanced features enabled by associated wearable tools because these features claim to enable better maintenance or improvement of their health status [5]. In the United States, the retail sales of these tools increased over the first 8 months of 2015 from US $343.5 million to US $754.8 million [6]. Around the world, Apple sold around 13 million units of smart watches in its first year of sale (ie, April 2015), which doubled the sales of the first iPhone [7].

The volume of shipments of wearable tools is also going up. The number of shipments of wearable tools nearly tripled from 2013 to 2015 from 13 million units in 2013 to around 34 million units in 2015. This level of shipments was expected to expand rapidly over the 5 years to 2020 [8,9]. Another study stated that more than 61 million wearable tools would be shipped to mobile phone users in 2017 [10].

Although health SQ may be done as a solitary, private activity, many people choose to share their experiences, reflections, and data. Web-based platforms such as PatientsLikeMe, Genomera, and CureTogether now cater to self-quantifiers. For example, in April 2015, PatientsLikeMe allowed 38,000 members with multiple sclerosis to link and display activity data from their Fitbit trackers [11]. In addition, by 2018, 70% of health care organizations worldwide were predicted to invest in health technologies including apps and wearable tools, according to IDC Health Insights as cited in [12].

Crowdsourcing these data and integrating them with self-quantifiers’ clinical data and history could enable health data analytics research to investigate individuals’ health self-care activities and examine their effectiveness [2,13]. Findings from such research could lead to the development of better-personalized health interventions and ultimately could improve health care in ways that benefit the many people who use a variety of tools to engage in different sorts of health SQ [14,15]. However, these population-scale benefits of health SQ cannot be realized fully without a common language for describing the measurement data generated by the use of the various SQ apps and tools [16]. The lack of a common language or taxonomy in this field prevents the systematic investigations that are needed to provide evidence of sufficient quality to determine whether and how health SQ is a worthwhile health care paradigm, and so to advance the use of SQ in health self-care [17].

The aim of this paper, therefore, was to investigate a significant sample of wearable tools and services to build and test a taxonomy of health SQ measurements. We called this the classification of data and activity in self-quantification systems (CDA-SQS).

Methods

This section shows the phases of developing CDA-SQS, as follows.

Phase 1: Building a Preliminary Taxonomy of Health SQ Measurements

This phase was concerned with building a preliminary taxonomy of the measurements that self-quantifiers can take using wearable tools to achieve their health objectives (eg, measuring being active by capturing data that you have walked 10,000 steps per day). To achieve this, first, a sample of health SQ tools and services (N=8) was selected to be examined in mid 2012. Then, the analysis of the measurements that could be generated by these tools was carried out by using an open coding technique (Figure 1, see also [18]). The following two subsections explain these steps.

Selection of Health SQ Tools

This subsection provides information on the selected tools, selection criteria, and tools’ descriptions.

A sample of health SQ tools and services (N=8) was selected to be examined in this review study: (1) Zeo Sleep Manager, (2) Fitbit Ultra, (3) Fitlinxx Actipressure, (4) MoodPanda, (5) iBGStar, (6) Sensaris Senspod, (7) 23andMe, and (8) uBiome. The sample needed to reflect the different features related to data collection that were available for health self-quantifiers to use and those that Quantified Self groups identified. These included manual and automatic data collection, single-use data collection, and data types, as shown in Table 1.
Table 1. Selection criteria of self-quantification (SQ) tools. Table rows do not imply direct correspondences among health SQ tools but rather indicate the presence of a feature in the selected SQ tool or service.

<table>
<thead>
<tr>
<th>Feature related to data collection</th>
<th>Tool number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manual data collection</td>
<td>X X</td>
</tr>
<tr>
<td>Automatic data collection</td>
<td>X X</td>
</tr>
<tr>
<td>Single-use data collection</td>
<td></td>
</tr>
<tr>
<td>Data types</td>
<td></td>
</tr>
<tr>
<td>Sleep hours and quality</td>
<td></td>
</tr>
<tr>
<td>Body movement-related data, for example, steps taken</td>
<td></td>
</tr>
<tr>
<td>Blood pressure and pulse</td>
<td>Mood</td>
</tr>
<tr>
<td>Blood glucose</td>
<td>Environmental data, for example, ambient humidity</td>
</tr>
<tr>
<td>Microbiome data</td>
<td></td>
</tr>
</tbody>
</table>

These tools were chosen from a list of forty-two health SQ tools that were being acquired in 2012 to build a SQ research laboratory in the Health and Biomedical Informatics Centre (HaBIC) at the University of Melbourne. The tools acquired for this lab (listed in Multimedia Appendix 1) represented the best selection available in the consumer market place at that time to measure different aspects of health, and so they reflected the existing diversity of health data types that could be generated from using health SQ tools.

The description of the selected tools is based on the following information sources and information-gathering methods:

- Physical inspection of some of the selected tools by researchers. For example, Fitbit Ultra was used by author FM, 23andMe by author KG, and MoodPanda by author MA.
- Information pages that were available on the manufacturer’s or service provider’s website.
- The manufacturer’s technical manuals.
- Articles published in academic journals (eg, [19,20]).
- A number of openly accessible Web-based sources such as the Quantified Self guide; app stores including the Apple Store, Google Play (formerly the Android market), Microsoft Store, and BlackBerry World; and websites such as Vandrico, Wellocracy, and the PatientView directory of health apps.
- Blogs [21].
- Quantified Self “show and tell” meetings; during the PhD study, the researchers were active members of the Melbourne Quantified Self MeetUp group and attended several “show and tell” meetings of this group. During these meetings, Quantified Self members talked about the tools they used for their health SQ. Most of them were coincidentally the same tools that were included in this study (eg, Zeo Sleep Manager, 23andMe, MoodPanda, and Fitbit Ultra); therefore, based on such users’ accounts, the researchers were able to further enhance the content of the tools review.
- Upon requesting permission to use pictures of SQ tools in publications related to our study, a number of commercial representatives asked to review the researchers’ description of their product. On the basis of that, they offered additional information and suggestions to improve this description, which served as a double check and validation of this part of the study.

It is worth noting that the description of the sampled tools in this paper is based on versions and sources that were available in 2012; because they were selected and reviewed at that time, they are described below in the past tense. Some technical features may have changed by the time of publication. For example, the 2016 version of Fitbit was called Fitbit AltaHR. This system had no base station to be attached to the user’s computer and used Bluetooth to connect the wearable device to the computer or mobile phone. In addition, the Fitbit physical design was changed from a clip that could be attached to clothing into a bracelet that could be worn on the wrist. However, changes in the technical features of the tools that were sampled—and indeed the discontinuation of some tools and the
emergence of other new ones—have not altered the value of the method used in this study to build the taxonomy of health SQ measurement. This is because the focus here is not on these tools’ technical features as such but rather on using their description as a first step in the process of typifying the health data types collected by many such tools.

Here are the descriptions of the eight selected tools:

1. Zeo Sleep Manager was a tool for tracking sleep quality, that is, the amount of hours spent in the following four states: light sleep, deep sleep, very deep sleep or dreaming stage, and waking. It comprised a headband that users wore during sleep. The headband measured the brain’s electrical signals and provided a quantitative sleep quality value called the Z-score [19]; on the basis of that, it indicated the state that the person is in. These signals were sent to a bedside-clock device to be stored on an attached secure digital memory card and then analyzed. To see a history of sleep states, the user needed to have Internet access and create an account on mysleep.myzeo.com. The company stopped offering their services in 2013 and has not been accessible since then.

2. Fitbit Ultra was a tool for tracking movement including steps taken, stairs climbed, distance travelled, and movement during sleep; calories burned; and hours of sleep. It consisted of a clip that could be attached to clothing; a base station that could be attached to a Windows personal computer or a Mac, which connected the clip with the paired computer or mobile phone; and the Fitbit app for visualizing, analyzing, and sharing the collected data.

3. Fitlinxx Actipressure was a tool for tracking blood pressure and pulse. It comprised an inflatable rubber cuff and a device that had a large digital panel for displaying blood pressure and pulse readings. The user needed to wear the cuff on the upper arm and press the start button, which caused the cuff to inflate automatically and take measurements. To build and review the history of measurements collected, the user needed to have Internet access and create an account on the ActiHealth website where she or he could access the widget ActivePressure and see their blood pressure and pulse readings. This device connected to the user’s computer wirelessly via an ActiLink personal access point that plugged into the computer’s universal serial bus (USB) port.

4. MoodPanda was a mobile phone–based app for tracking happiness. It allowed users to rate their happiness on a scale from 0 to 10, where 0 was very unhappy and 10 was very happy. Users could also add a brief comment about what was influencing their mood and share their ratings and comments with friends. The app was compatible with different mobile platforms and could be downloaded from app stores such as Apple Store, Google Play (formerly the Android market), Microsoft Store, and BlackBerry World.

5. iBGStar was a blood glucose meter. It consisted of the iBGStar Diabetes Manager app and a blood glucose meter that could be used on its own or attached to an iPhone or iPod touch through the USB port for displaying, tracking, and communicating data of particular interest to people with diabetes. A blood sample was obtained by a lancing tool and placed on the test strip for measuring the blood glucose level. Once the blood glucose meter was attached to the mobile phone, the iBGStar Diabetes Manager app was launched. Then, the readings were automatically logged in the app. If the meter was used alone, the data were saved in the meter’s memory and loaded onto the mobile app upon next connecting to the Internet. The app also allowed the user to email these collected readings to others including health care professionals, or transfer them to computers for storing or analysis.

6. Sensaris Senspod was a device that captured environmental data in real time and sent them via Bluetooth to a paired mobile phone. It could be installed in homes, offices, etc to capture ambient noise, humidity, temperature, and carbon monoxide and nitrogen oxide levels. Senspod was provided with an Android application and access to the Web interface. A user could login through their mobile phone or computer to their account on Sensaris.com to read and share the collected data.

7. 23andMe was a Web-based service for performing a genetic test consisting of single nucleotide polymorphisms profile analysis. Users needed first to order a kit from 23andMe in California, United States through the 23andMe website. The kit consisted of a tube where a sample of the users’ saliva or a cheek swab was placed. Then, the user needed to create a personal account on 23andMe.com and register the tube identity number before sending it to the 23andMe lab in the United States. Within 4 to 6 weeks, the user received reports which described many of their genes and genetic variants that could be associated with risk of diseases and also provided some information about their ancestors [22]. These reports could be used for predicting diseases that might affect the person in the future and hence, could enable a proactive approach to health management [23]. Furthermore, they could be used for designing more personalized treatment of health conditions [22]. Users could also anonymously compare their own results with others who had genomes like theirs, as well as with the latest scientific research findings.

8. uBiome was a service for analyzing the deoxyribonucleic acid of bacteria that exist in the skin, ears, mouth, sinuses, genitals, and gut. Users needed first to order a kit from uBiome in San Francisco, United States through the website. The kit consisted of strips for taking swabs from different body parts (eg, skin, ears, and mouth). The user received a participant identity number upon ordering the kit; this was needed for signing up to create a personal account on uBiome.com. Next, after taking swabs, the user sent the kit back to the uBiome lab. The user then needed to log in to their account to see and analyze the results. A variety of analysis widgets (eg, percentages and distribution frequencies) and related data viewers (eg, bar chart, pie charts, and logbook) could be accessed via the user’s personal account. Users could also anonymously compare their own results with others who had microbiomes like theirs, as well as with the latest scientific research findings.
Analysis of Data Types From Health SQ Tools

An inductive content analysis method—also known as open coding—was employed for analyzing measurements, as shown in Figure 1 [24,25]. During open coding, the tools were reviewed and compared iteratively. Specifically, one researcher examined all the data types (e.g., sleep and blood glucose) that could be acquired by the eight tools and inductively assigned them to categories. The data types that were similar were grouped together to create a category or a class. If a data type did not fit with the previously created class, a new class would be added. The classes were then grouped into overarching health-related domains. The coding process was repeated until domains and classes reached a stable state, that is, additional tools did not yield new domains or classes. Open coding was conducted by author MA. Authors KG and FM were involved as reviewers in this step to ensure that each theme was representative, as well as to check how similar they were to each other within a group and how different from codes in every other group. On the basis of this process, the arrangement of codes was refined.

The preliminary taxonomy based on analysis of eight tools was revisited (as shown in Figure 1) in relation to the other tools acquired for the HaBIC health SQ lab. Going through this comparative assessment process confirmed that it would not expand the taxonomy significantly if this study were to extend to in-depth examination of all of these tools. In fact, even this wide range of tools did not yet support many types of health-related measurements with which the researchers were familiar (e.g., no tools were available that could measure exposure to all air pollution particulates).

Thus, reaching saturation in terms of describing all possible data types in all health-related domains in this phase of the study was not feasible. So there was a need to ground our preliminary taxonomy in relation to an external rigorous classification system, to build the taxonomy as exhaustively as possible. This was done in phase 2.

Phase 2: Refining the Taxonomy in Relation to Other Classification Systems

The second phase, in mid 2013, sought to refine the preliminary taxonomy (as shown in Figure 1) through comparative assessment with an already established system for classifying health.

For this purpose, we looked for a classification system that met the following criteria: developed by an internationally recognized health organization, comprehensive, health and functioning must be the basic organizing concept, able to fit within an external framework to contribute to a more consistent way of studying health SQ, and able to accommodate conventional and unconventional observations of potential influences on an individual’s health. Three international classification systems were identified and considered: the World Health Organization’s International Classification of Functioning, Disability, and Health (WHO-ICF) [26]; the European Directory of Health Apps [27]; and Happistique [28]. Comparative descriptions of each one are provided in Multimedia Appendix 2.

WHO-ICF was selected because it met all the stated criteria, and it provided the most comprehensive list of health measurements—it had more than 1400 categories [29], whereas the European Directory of Health Apps and Happistique, respectively, had around 60 and 300 categories. Health and functioning were its basic organizing concept [26,30]. It could be coupled with external frameworks for describing health concepts [26,30]. It defined the individual’s health function or disability in relation to what they can do or cannot do as a dynamic interaction between the individual, their personal factors (e.g., age and gender), and their environmental factors (e.g., ambient weather temperature and humidity and use of communication technologies such as mobile phones) [26,31,32].

At the end of phase 2, the taxonomy was expanded through this comparison and refinement of categories; however, it remained theoretical. So a third phase of the study was carried out to test it in relation to real-world health SQ.

Phase 3: Validating the Taxonomy in Relation to Self-Quantifiers’ Practices

To validate the taxonomy, it was examined in relation to self-reported activities of health self-quantifiers. This information was derived from the results of an international Web-based survey that we conducted in 2014 to explore many aspects of people’s use of a wide range of health SQ tools and services. More details about the broad aim, design, and results of this survey is available in [33].

Pertinent to validating the theoretical taxonomy of health SQ measurements, among the survey’s 67 questions were multiple-choice questions, as well as open-ended questions to elicit information about the names and the number of tools used by an individual and the kinds of data that the individual collected using these tools. The survey results enabled us to revisit our categories in relation to responses about the use of 130 different SQ tools. These responses were provided by 103 self-quantifiers who varied in age, gender, health status, and motivation.

For the purpose of validation, the researchers qualitatively analyzed these responses using deductive thematic coding based on the theoretical taxonomy. Once again, initial coding was conducted by author MA and reviewed by authors KG and FM in this step. We observed whether and to what extent it was possible to account for the tools used and the data types generated from these tools within corresponding health domains and categories in the taxonomy.

Results

Phase 1 led to the development of a preliminary taxonomy that we called CDA-SQS, as shown in Table 2. Phase 2 led to the development of a model of the measurements in health SQ, as shown in Figure 2, as well as to the improvement of the taxonomy in terms of increasing the number of health measurement categories that it could account for, as illustrated in Table 3. Phase 3 led to refinement to the CDA-SQS model and showed the applicability of CDA-SQS for characterizing measurements in health SQ. The following paragraphs explain the results from these three phases in more detail.
### Table 2. The health domains and corresponding categories of the selected self-quantification (SQ) tools. The numbers from 1 to 8 indicate the SQ tool or service we analyzed. “X” indicates the SQ tool or service’s functionality to capture this type of measurement.

<table>
<thead>
<tr>
<th>Domain name</th>
<th>Health domain</th>
<th>CDA-SQS¹</th>
<th>Subcategory</th>
<th>SQS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>Body functions</td>
<td>Mental functions</td>
<td>Sleep</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>Mental functions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cardiovascular system</td>
<td>Blood pressure</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>Endocrine system</td>
<td>Blood glucose</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Body structures</td>
<td>Cell structure</td>
<td>Genes, deoxyribonucleic acid, etc</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Microbial structure in skin, gut, etc</td>
<td>Names, number, types, etc</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Body actions and activities</td>
<td>Mobility</td>
<td>Walking</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Around the body</td>
<td>Natural environment</td>
<td>Climate or weather</td>
<td></td>
<td>X</td>
</tr>
</tbody>
</table>

¹CDA-SQS: Classification of data and activity in self-quantification systems.

**Figure 2.** The interactive model of classification of data and activity in self-quantification systems (CDA-SQS).

### Table 3. A two-level summary of the classification of data and activity in self-quantification systems (CDA-SQS). Table rows do not imply direct correspondences among health self-quantification measurements but rather indicate the wide variety of combinations that a self-quantifier may choose to explore.

<table>
<thead>
<tr>
<th>Body structures</th>
<th>Body functions</th>
<th>Body actions and activities</th>
<th>Around the body</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell structure</td>
<td>Mental functions</td>
<td>Learning and applying knowledge</td>
<td>Natural and built environment</td>
</tr>
<tr>
<td>Microbial structure in skin, ears, mouth, sinuses, genitals, and gut</td>
<td>Sensory functions</td>
<td>General tasks and demands</td>
<td>Relationships and attitudes</td>
</tr>
<tr>
<td>Structure of brain</td>
<td>Sensation of pain</td>
<td>Communication</td>
<td>Community, social, and civic life</td>
</tr>
<tr>
<td>The eyes, ears, nose, mouth, pharynx, and larynx</td>
<td>Voice and speech</td>
<td>Mobility</td>
<td>Major life areas</td>
</tr>
<tr>
<td>Structure of cardiovascular system</td>
<td>Functions of the cardiovascular system</td>
<td>Self-care</td>
<td>Products and technologies</td>
</tr>
<tr>
<td>Structure of immune system</td>
<td>Functions of the hematological system</td>
<td>Domestic life</td>
<td>Time</td>
</tr>
<tr>
<td>Structure of respiratory system</td>
<td>Functions of the immune system</td>
<td>Recreation and leisure</td>
<td></td>
</tr>
<tr>
<td>Structure of digestive system</td>
<td>Functions of the respiratory system</td>
<td>Religion and spirituality</td>
<td></td>
</tr>
<tr>
<td>Structure of endocrine glands</td>
<td>Functions of the digestive system</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Structure of urinary system</td>
<td>Functions of the metabolic system</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Structure of reproductive system and pelvic floor</td>
<td>Functions of the endocrine system</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Structure of musculature</td>
<td>Genitourinary functions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Structure of spinal cord</td>
<td>Reproductive functions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Structure of skin, hair, and nails</td>
<td>Neuromusculoskeletal and movement-related functions</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Functions of skin, hair, and nails</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Results From Phase One

Table 2 presents the results from the open coding that was conducted in the first phase. It shows the categories of what people would be measuring, if they were using the SQ tools that we examined, to understand their body and health status. These tools were grouped by the data types into (1) inside the human body, in which data were related to bodily functions (N=4) and structures (N=2); (2) on the body, which was concerned with bodily actions and activities (N=1); and (3) around the body (N=1), which pertained to bodily surrounds including environmental aspects that might affect the individual’s health. Therefore, CDA-SQS categorizes measurements into three main health-related domains: body structures and functions, body actions and activities, and around the body.

Results From Phase Two

Table 3 illustrates the CDA-SQS domains and related categories; this represents the result from the second phase. The CDA-SQS presents the three domains and their related categories and subcategories in a hierarchical way. The following paragraphs describe CDA-SQS through comparing and contrasting it with WHO-ICF. Multimedia Appendix 3 displays a detailed description of the taxonomy developed from this study.

The WHO-ICF taxonomy categorizes measurements into three main health-related domains: body functions and structure, activity and participation, and environmental factors (eg, the natural and built environment). In CDA-SQS, the domain “in body” is more or less similar to the corresponding one in WHO-ICF because they both describe aspects related to functioning at the level of the body [34]. However, CDA-SQS added new categories. For example, the class “microbial structure in skin, ears, mouth, sinuses, genitals, and gut” was added to the category “body structures.”

In WHO-ICF, the second domain is about aspects of functioning at the level of the individual (ie, one’s activities) and at the social level (ie, one’s participation in society), whereas environmental factors are conceived as facilitators or barriers to the person’s functioning at these levels [34]. However, the distinction between functioning at the level of the individual and functioning at the social level is not clear; it has proved problematic to operationalize, and it has been argued that categories related to the activity and participation domain should belong to two different domains [31]. This was done in CDA-SQS as follows.

In CDA-SQS, activities now belong to the “body actions and activities” domain because they are related to functioning at the level of the individual, whereas participation and environmental factors belong to the “around the body” domain because they describe surrounding aspects that may affect the individual’s health. Consequently, the categories related to the domains “activity and participation” and “environmental factors” in WHO-ICF were rearranged to fit the purpose of CDA-SQS. For example, categories such as “mobility,” “general tasks and demands,” “communication,” “learning and applying knowledge,” and “self-care” were placed under the body actions and activities domain, whereas “major life areas” and “community, social, and civic life” were placed under the “around the body” domain.

Some categories in WHO-ICF were complicated, such as “functions of the cardiovascular, hematological, immune, and respiratory systems.” Such categories were rendered into a number of corresponding categories; in this instance, it was rendered into four categories: functions of the cardiovascular system, functions of the hematological system, functions of the immune system, and functions of the respiratory system.

In contrast, some WHO-ICF categories such as “interpersonal interactions and relationships” and “attitude” created distinctions that were not useful. These were combined into one CDA-SQS category, in this case called “relationships and attitudes.” We argue that for the purpose of health SQ, measuring interactions and relationships is more than just counting the number of them. What most self-quantifiers are interested to track and explore are the attitudes that they hold toward these social relations, the attitudes they experience within them, and how these attitudes affect their personal well-being.

Overall, CDA-SQS is consistent with WHO-ICF in major respects. It structures domains into categories and subcategories, as WHO-ICF does. It can fit within external frameworks to capture contextual data about self-quantifiers for studying their health status, as WHO-ICF can. For example, CDA-SQS can be integrated with a framework called minimal information about SQ experiment [35,36]; hence, data about a self-quantifier’s personal factors (eg, age, gender, and education level) and more can be captured.

Results From Phase Three

Our survey showed that to better understand the health status, individual self-quantifiers tend to collect multiple types of health data, which may be in different health domains, for example, the connection between sleep patterns and weather patterns. Therefore, the CDA-SQS model is illustrated as three intersecting circles, as depicted in Figure 2. This refinement is in agreement with WHO-ICF; both systems conceive of health domains and categories as interactive and an individual’s health as the product of interaction among components.

The CDA-SQS classification was also found to be applicable to all of different kinds of health measurements (N=130) that survey participants reported taking with SQ tools. Every type of measurement could be fitted into one of these health-related domains: “body structures and functions” (N=53), “body actions and activities” (N=39), and “around the body” (N=16). Each of these domains has a hierarchy of categories and subcategories. Multimedia Appendix 4 shows the classification of a subset of kinds of measurements taken using SQ tools (N=108) within these three domains. The remaining 22 tools were found to capture a range of health aspects that belong to more than one health domain denoted by the CDA-SQS; for the sake of clarity, they were listed in Multimedia Appendix 4 but not presented in the appendix table.
Discussion

CDA-SQS provides a common language for describing health-related measurements generated from SQ tools. This was a largely untapped area in prior literature: our systematic literature reviews [4,37] revealed limited attempts from researchers to classify SQ data in a comprehensive or systematic manner. One study collected 209 users’ reviews from the Quantified Self website [38] and, using inductive content analysis, classified health SQ data into five categories: body state (eg, physical and physiological), psychological state and traits, activities (eg, exercise, eating, and sleeping), social interactions, and environmental and property states. However, we found this classification inadequate to account for all of the health-related aspects in each category that our research uncovered. CDA-SQS provides a comprehensive description of measurements generated from SQ tools in comparison with the classification developed by [38].

CDA-SQS is also more versatile than the non-peer reviewed classifications we identified. For example, CDA-SQS identifies more health categories than the myhealthapps directory 2015-2016 [39]. Although that directory was built by inductively analyzing 300 health-related apps recommended by consumers for health self-care, it classifies these apps into only two main domains (ie, disability and health) and 21 corresponding categories. In contrast, CDA-SQS was developed initially by inductively analyzing eight SQ tools and nominating three main health domains; however, the subsequent phases in its development process led to generating 43 categories under these three domains, further broken down into 124 subcategories.

In CDA-SQS, health and functioning is the basic organizing concept; this is in line with the current orientation in delivering health care [30,40]. Furthermore, it can be used to augment other analytical tools that are necessary to investigate health SQ rigorously: it fits with our SQS taxonomy for classifying tools and services [41]. It can be integrated with our theoretical framework for dissecting health SQ activity [37]. It is compatible with models such as our Personal Health Information Self-Quantification Systems [33] and our health SQ chain value model [4]. In this way, CDA-SQS is a critical contribution to a more holistic and consistent way of studying health SQ: SQ data can be put into an individual’s contexts of use—in relation to the measurements denoted by CDA-SQS, to the tools and services described by SQS taxonomy, to the health self-management activities illustrated by our models, and to the personal demographics and the community connections shown by the health SQ activity framework. Furthermore, CDA-SQS can account for relatively conventional observations (eg, cardiovascular function) and also less conventional observations (eg, gut microbes and environmental exposures) about an individual’s health. This in turn may help in studying the interplay of these aspects of health and ultimately in developing more personalized health interventions [42].

This study has the strength that arises from collaborative use of mixed qualitative methods within a research team. Critically, it used both inductive and deductive logic to examine the health-related measurements generated from the use of SQ tools and services. This led not only to developing a classification schema but also to establishing a conceptual framework for describing measurements in health SQ. However, this study has some limitations. In the inductive content analysis, complete interrater reliability analysis could not be conducted because this study was conducted as part of author MA’s PhD student, and so MA had to be the only coder in phases 1 and 3 [43]. As explained in the Methods section, the other authors were MA’s PhD supervisors and so could provide oversight and critique but not full reliability testing. Thus, a follow-up study to test CDA-SQS performance on a wide range of health SQS in laboratory or field trials would shed more light on the results of this study. Other methods too could be used to test the validity of phase 2, for example, eliciting review and feedback from health care professionals and from more members of the Quantified Self community.

This study has articulated a formal methodological approach for describing and distinguishing the different types of measurements in health SQ. The resulting CDA-SQS classification is applicable to many different types of scientific studies that involve SQ measurements taken by people regardless of their health objective, health status, or health condition, and regardless of the tool or service they use for this purpose.

Establishing protocols that can be used to work with health self-quantifiers’ measurements is a necessary biomedical informatics foundation for reporting experimental results in this area. CDA-SQS has shown its usefulness in establishing a common format and reporting guideline for health SQ studies [35,36]. These informatics tools may serve as the basis for improving the design of research databases, including public repositories, where users of health SQS choose to contribute their data. Our future studies aim to test CDA-SQS applicability for such purposes.
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Abstract

Background: Many promising technological innovations in health and social care are characterized by nonadoption or abandonment by individuals or by failed attempts to scale up locally, spread distantly, or sustain the innovation long term at the organization or system level.

Objective: Our objective was to produce an evidence-based, theory-informed, and pragmatic framework to help predict and evaluate the success of a technology-supported health or social care program.

Methods: The study had 2 parallel components: (1) secondary research (hermeneutic systematic review) to identify key domains, and (2) empirical case studies of technology implementation to explore, test, and refine these domains. We studied 6 technology-supported programs—video outpatient consultations, global positioning system tracking for cognitive impairment, pendant alarm services, remote biomarker monitoring for heart failure, care organizing software, and integrated case management via data sharing—using longitudinal ethnography and action research for up to 3 years across more than 20 organizations. Data were collected at micro level (individual technology users), meso level (organizational processes and systems), and macro level (national policy and wider context). Analysis and synthesis was aided by sociotechnically informed theories of individual, organizational, and system change. The draft framework was shared with colleagues who were introducing or evaluating other technology-supported health or care programs and refined in response to feedback.

Results: The literature review identified 28 previous technology implementation frameworks, of which 14 had taken a dynamic systems approach (including 2 integrative reviews of previous work). Our empirical dataset consisted of over 400 hours of ethnographic observation, 165 semistructured interviews, and 200 documents. The final nonadoption, abandonment, scale-up, spread, and sustainability (NASSS) framework included questions in 7 domains: the condition or illness, the technology, the value proposition, the adopter system (comprising professional staff, patient, and lay caregivers), the organization(s), the wider (institutional and societal) context, and the interaction and mutual adaptation between all these domains over time. Our empirical case studies raised a variety of challenges across all 7 domains, each classified as simple (straightforward, predictable, few components), complicated (multiple interacting components or issues), or complex (dynamic, unpredictable, not easily disaggregated into constituent components). Programs characterized by complicatedness proved difficult but not impossible to implement. Those characterized by complexity in multiple NASSS domains rarely, if ever, became mainstreamed. The framework showed promise when applied (both prospectively and retrospectively) to other programs.
Conclusions: Subject to further empirical testing, NASSS could be applied across a range of technological innovations in health and social care. It has several potential uses: (1) to inform the design of a new technology; (2) to identify technological solutions that (perhaps despite policy or industry enthusiasm) have a limited chance of achieving large-scale, sustained adoption; (3) to plan the implementation, scale-up, or rollout of a technology program; and (4) to explain and learn from program failures.


KEYWORDS

diffusion of innovation; scale-up; program sustainability; implementation; complexity of innovations; business planning; NASSS framework; nonadoption, abandonment, scale-up, spread, sustainability framework; innovation adoption

Background

In 2004 and 2005, Greenhalgh et al published a multilevel framework for studying diffusion of innovations in health care, based on a cross-disciplinary systematic literature review [1,2]. A key finding was that most empirical studies had focused on short-term adoption of simple innovations by individual adopters. Studies of complex innovations (especially those requiring an organizational- or system-level adoption decision and a recurrent budget line); of the nonadoption and abandonment of innovations by individuals; and of local scale-up, distant spread, and long-term sustainability were sparse.

An update of that review in 2010 focused explicitly on organizational-level adoption and mainstreaming of technological innovations [3]. It identified some new literature on organizational-level routinization [4], but little new evidence on scale-up, spread, or sustainability—a finding that has been confirmed by other reviews since [5-9].

In recent years, technological innovation has moved apace and is now widely viewed as a significant potential contributor to health and wealth [10]. Yet the track record of technology programs, especially those that require major changes in organizations or the wider care system, is poor because of the combined problems of nonadoption and abandonment by individuals and difficulties with scale-up and spread [11]. While there is a growing general literature on the long-term sustainability of technology-supported change [12], studies of the sustainability of health and social care programs remain sparse.

These problems are illustrated by the paradox of telehealth (a term with contested definitions [13] but, broadly speaking, remote health care to the patient’s home). Despite much policy-level talk of triggering a revolution in service delivery and many small-scale proof-of-concept examples, telehealth services are rarely mainstreamed or sustained [14]. Nonadoption and abandonment of telehealth technologies by their intended users is common [15-17]. A nationwide audit in Norway showed that, despite geographical remotesness, a history of early adoption of telehealth, a strong policy push, and adoption in principle by 75% of all hospitals, fewer than 1% of outpatient consultations in participating specialties were actually undertaken via telehealth in 2013 [18].

Poor uptake of technological innovations is often explained in terms of barriers and facilitators. In a recent review of telehealth in heart failure, for example, we identified technology barriers, patient barriers, staff barriers, team barriers, business and financial barriers, and governance and regulatory barriers [13]. This list (and a reciprocal list of facilitators) resonates with other barriers-and-facilitators studies in the literature, including electronic patient record systems [7,19], electronic prescribing [20,21] and surgical safety checklists [22]. Such studies are a useful start, but they fall short of theorizing the failure to adopt, scale up, spread, or sustain a technology-supported program.

As our 2004 review of diffusion of innovations found, it is not individual factors that make or break a technology implementation effort but the dynamic interaction between them. The more complex an innovation or the setting in which it is introduced, the less likely it is to be successfully adopted, scaled up, spread, and sustained [7,23,24]. These interactions are unlikely to be elucidated by the randomized controlled trial design that still dominates much health technology research [25]. Rather, we need studies that are interdisciplinary, nondeterministic, locally situated, and designed to examine the recursive relationship between human action and the wider organizational and system context [25].

Among others, Lupton [26], May and Finch [27], Nicolini [28], Pols and Willems [29], Maniatopoulos et al [30], and our own team [31] have used different approaches to produce rich theorizations of the unfolding fortunes of technology-supported programs in health care. But such academic outputs are not directly accessible to the clinician on the ward, the manager in the office, or the executive in the boardroom—nor, indeed, to the patient in his or her home. Other authors (whose work is summarized in the Results section below) have drawn on such literature to produce unifying frameworks aimed at informing the work of implementation, although no previous framework has focused explicitly on nonadoption, abandonment, scale-up, spread, or sustainability.

We aimed to produce an evidence-based, theory-informed, but also accessible and usable framework that would enable those seeking to design, develop, implement, scale up, spread, and sustain technology-supported health or social care programs to identify and help address the key challenges in different domains and the interactions between them.

Methods

Study Design

Figure 1 summarizes our design and methodology. The study had 2 parallel components: (1) secondary research (hermeneutic systematic review) to identify key domains and interactions, and (2) empirical case studies of technology implementation to
explore, test, and refine these, followed by a synthesis phase, and peer review and refinement of the draft framework.

**Primary Research: 6 Empirical Case Studies**

We selected a diverse sample of case studies from 2 research programs: Virtual Online Consultations: Advantages and Limitations (VOCAL) and Studies in Co-creating Assisted Living Solutions (SCALS), whose detailed methodology and ethical approval have been described elsewhere [25,32]. VOCAL (2015-2017, with an earlier set-up phase from 2011) was an in-depth study of the development, introduction, and local rollout of remote (video) consultations across 3 contrasting clinical specialties in a large, multisite UK hospital trust [32]. SCALS (2015-2020, with some data collected from 2013) is an action research study of the challenges faced by UK health and social care organizations who introduce technology-supported new service models; it includes examples from health care (eg, remote biomarker monitoring, video consultations, technologies for integrating care across organizations) and social care (safety alarms, global positioning system [GPS] tracking, care organizing apps) [25].

Case studies in VOCAL and SCALS involved qualitative interviews (with patients, clinicians, managers, technical designers, commercial partners, and—where relevant—investors), analysis of documents (correspondence, business plans, clinical records), ethnography (of technology use by patients or clients and staff, of meetings and events, and of technology design and functionality), and video recording of both ends of remote consultations [25,32]. Table 1 summarizes the subset of data from VOCAL and SCALS used for this study.

**Figure 1.** Study flowchart.
<table>
<thead>
<tr>
<th>Study site or sites</th>
<th>Technology or technologies</th>
<th>Participants</th>
<th>Data sources</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Video outpatient consultations</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1A. Acute hospital trust (3 specialties—diabetes, prenatal diabetes, cancer—on different sites)</td>
<td>Skype (acute hospital) and Face-Time (community hospital)</td>
<td>1A. 24 staff (9 clinicians, 10 support staff, 5 managers); 30 patients</td>
<td>35 formal semistructured interviews plus ~100 informal interviews; ≥150 hours of ethnographic observation; 40 videotaped remote consultations (12 diabetes, 6 prenatal diabetes, 12 cancer, 10 heart failure); ≥500 emails; 30 local documents such as business plans, protocols; 50 national-level documents</td>
</tr>
<tr>
<td>1B. Nurse-led heart failure service run from community hospital</td>
<td></td>
<td>1B. 10 staff (8 nurses, 1 manager, 1 administrator); 8 patients</td>
<td></td>
</tr>
<tr>
<td>Plus 48 national stakeholders and wider informants on remote consulting</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>GPS tracking for cognitive impairment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2A. Social care organization in deprived borough in inner London, UK</td>
<td>GPS tracking devices supplied by 5 different technology companies, includes GPS tracking with virtual map and geofence alert functions</td>
<td>7 index cases; 8 lay caregivers; 5 formal caregivers; 3 social care staff; 3 health care staff; 3 call center staff</td>
<td>22 ethnographic visits and “go-along” interviews with index cases (~50 hours); 15 ethnographic visits with health and social care staff; 6 staff interviews; 5 team meetings; 3 local protocols</td>
</tr>
<tr>
<td><strong>Pendant alarms</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3A. Health care commissioning organization in deprived borough in outer London, UK</td>
<td>In both sites, pendant alarms and base units were supplied by multiple different technology companies and supported by local councils, each with a different set of arrangements with providers and an “arms-length management organization” alarm support service</td>
<td>Site 3A. 8 index cases; 7 lay caregivers; 12 professional staff</td>
<td>50 semistructured and narrative interviews; 61 ethnographic visits (~80 hours of observation) including needs assessments and reviews; 20 hours of observation at team meetings</td>
</tr>
<tr>
<td>3B. Social care organization in mixed borough in the Midlands, UK</td>
<td></td>
<td>Site 3B. 11 index cases; 9 health and social care staff from frontline service delivery to senior board level; 3 representatives from telecare industry</td>
<td></td>
</tr>
<tr>
<td><strong>Remote biomarker monitoring in heart failure</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acute hospital trusts in 6 different cities in United Kingdom</td>
<td>Tablet computer and commercially available sensing devices (blood pressure monitor, weighing scales, pulse oximeter)</td>
<td>7 research staff, including principal investigator and research coordinator for SUPPORT-HF(^b) trial; 7 clinical staff involved in trial; 4 clinical staff not involved in trial; (to date) 18 patient participants and 1 spouse</td>
<td>1 patient focus group; 8 patient interviews; 24 additional semistructured interviews; SUPPORT-HF study protocol and ethics paperwork; material properties and functionality of biomarker database</td>
</tr>
<tr>
<td><strong>Care organizing software</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5A. Health care commissioning organization in northern England</td>
<td>5A. Web-based portal developed by small technology company for use by families to help them organize and coordinate the care of (typically) an older relative</td>
<td>Product A: 2 technology developers and CEO(^c) of technology company; 4 social care commissioners; 30 health and social care staff considering using the device; 4 users of the device, 1 nonuser. Product B (to date): 2 members of care charity (including CEO); 10 qualitative case studies of users undertaken by another academic team</td>
<td>22 semistructured and narrative interviews; 16 hours’ ethnographic observations of meetings; audioethnographic testing of functionality and usability of devices; secondary analysis of third-party evaluation of Product B</td>
</tr>
<tr>
<td>5B. National caregiver support charity in UK</td>
<td>5B. Smartphone app codesigned by caregiver support charity for same purpose</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Data warehouse for integrated case management</strong></td>
<td>Integrated data warehouse incorporating predictive risk modeling (in theory interoperable with record systems in participating organizations)</td>
<td>14 staff; 20 patient participants</td>
<td>14 semistructured interviews; 50 ethnographic visits (~80 hours); 12 hours’ shadowing community staff; 4 hours’ observation of interdisciplinary meetings; 12 local protocols or documents</td>
</tr>
<tr>
<td>1 acute hospital trust, 1 community health trust, 3 local councils, 3 health care commissioning organizations</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)GPS: global positioning system.

\(^b\)SUPPORT-HF: Seamless User-Centred Proactive Provision of Risk-Stratified Treatment for Heart Failure.

\(^c\)CEO: chief executive officer.
Secondary Research: Hermeneutic Literature Review

Articles describing technology implementation frameworks and their applications were eligible if they (1) studied a technology that was perceived as new by intended users, (2) aimed (through the uptake and use of the technology) to improve service efficiency, or patient or client outcomes in health or social care; and (3) offered some kind of conceptual or theoretical framework. We were particularly interested in patient-facing technologies such as telehealth, but we also assessed other frameworks (eg, for health information systems) for transferrable insights.

We began by selecting relevant studies from our hermeneutic literature review of telehealth in heart failure (covering 32 previous systematic reviews and 60 additional articles, including many that covered conditions beyond heart failure) [13]. We searched the reference lists of key studies [33-41]; we also put their titles into Google Scholar to identify 160 articles (surprisingly few) that had cited them subsequently, and manually screened these titles for relevance. We chose this “ancestry and snowballing” approach because initial database searching proved neither sensitive nor specific [42].

Having obtained few hits, we extended our search to the wider literature by tracking our original 2004 diffusion of innovations review [1]; we manually screened the titles and abstracts of over 4500 publications that had cited it. We did the same with 8 other highly cited reviews on the broader topic of innovation in healthcare [4-9,27,43] (around 3000 additional hits), using progressive focusing to limit the dataset. We favored authoritative reviews and added selected primary studies (characterized by strong theory, naturalistic methods, and rich detail, and including a focus on technology implementation). Where articles cited a specific theory, we obtained the original article describing that theory.

We used a simple data extraction form to summarize key aspects of each study (both theoretical and empirical). Using the hermeneutic (interpretive) methodology described in detail previously [13], we combined the findings of primary studies and previous reviews to generate a preliminary list of domains, potential interactions, and theoretical mechanisms.

Synthesis and Framework Development

All 6 case studies generated large amounts of qualitative and quantitative data, not all of which was relevant to the objective of this study. Our first task was to delineate a more focused dataset of individual index cases (patients or clients) along with relevant staff interviews, field notes, and background documents (Table 1). For each case study, we analyzed qualitative data thematically and produced an initial narrative summary of the case, which we refined in the light of emerging theoretical evidence from the literature review. We conducted data analysis of the empirical case studies in parallel with progress on the hermeneutic literature review; each influenced the other. Findings broadly coalesced around key domains of influence (the patient, the technology, staff, and so on), which informed the development of an initial framework and raised further questions about the implementation process.

Refinement, Peer Review, and Testing

We developed initial versions of the nonadoption, abandonment, scale-up, spread, and sustainability (NASSS) diagram and framework part way through the empirical work to guide our action research and inform cross-case theorization. As we applied the framework to real cases, challenges occurred that were not covered by it (eg, patients unable to use technologies because of comorbidities), so we searched more specifically for articles to inform additional domains and questions. We shared a near-final version of the framework with colleagues involved in 10 further large-scale technology-supported change programs (including email and video consultations in primary care; an online peer support network for people with mental health needs; remote biomarker monitoring in transplant patients; and an online tool for people to identify local services appropriate to their health and care needs); we further refined the framework in the light of their feedback.

Results

Table 1 shows the datasets for our empirical case studies. Below, we give a brief overview of the cases before summarizing our literature review and introducing the NASSS framework.

Empirical Case Studies

Case A: Video Outpatient Consultations

This case included 4 clinical services: 3 hospital-based services from VOCAL (young adult diabetes, prenatal diabetes, and cancer surgery, all using Skype; SS, unpublished data, 2017) and 1 community-based from SCALS (a nurse-led heart failure service run from 4 community hospitals, using predominantly FaceTime). In each, patients judged “appropriate” for video consultations by the doctor or nurse were offered this option. National policy makers viewed video consulting as a way of delivering health care efficiently to an aging population with rising rates of chronic illness. But the reality of establishing such services in busy and financially stretched public sector organizations proved far more complex and difficult than anticipated; progress was slow and required multiple organizational workarounds. Technical challenges in setting up video consultations with patients were typically mundane but potentially prohibitive (eg, forgotten passwords, poor connectivity, outdated software). When clinical, technical, and practical preconditions were met, video consultations appeared safe and were popular with both patients and staff, although only some clinicians agreed to participate.

By the end of the study period, video consultations had been abandoned in the prenatal diabetes service and put on hold in the community heart failure service, but the young adult diabetes and cancer surgery services were conducting around 20% of follow-up consultations remotely. In the (extremely busy) prenatal diabetes clinic, video consultations aligned poorly with a context involving multidisciplinary teams (patients were typically seeing multiple clinicians across departments) for a relatively short-term but high-risk condition and in the absence of integrated records (paper medical notes were held by the patient so not physically at hand for the clinician). In the heart failure clinic, the physical examination (eg, heart rhythm, leg
edema) that the nurses considered essential was not easy in the remote environment (although sometimes possible with patient and caregiver assistance); multimorbidity and polypharmacy were common and in most cases the perceived risks and uncertainties associated with remote consulting were considered to outweigh the benefits.

**Case B: GPS Tracking in Cognitive Impairment**

Electronic tracking through GPS is used to monitor people with cognitive impairment who “wander” outside the home. We worked with a public sector social care organization to implement and adapt GPS tracking devices and a linked monitoring service for such individuals (of whom 11 were considered eligible and 7 assented). In what were typically very complex care contexts, GPS devices were useful to the extent that they aligned with a wider sociotechnical care network that included lay caregivers, call centers, and social and care professionals. In this context, “safe” wandering was a collaborative accomplishment that depended on the technology’s material features, affordances, and aesthetic properties; a distributed knowledge of the individual and the places they wandered through; and a collective and dynamic interpretation of risk. Each index case required a high degree of tinkering (including customization of the device, liaison with the technology supplier, and adjustment of work routines) to achieve a solution that was acceptable. Despite this, only 3 individuals were still using the technology by the end of the 18-month study period.

**Case C: Pendant Alarms**

Pendant alarms (worn around the neck or on a wrist strap and connected to a remote call center) were the only patient-facing technology in widespread use in our dataset. Both study sites had a well-established sociotechnical infrastructure that included a named care team with expertise and local knowledge. Supply of a pendant alarm was typically initiated by a public sector organization and involved a local technology supplier to fit it, with or without support from an age charity. Clients could also self-refer. The setup usually depended on a network of lay caregivers available to respond to a summons; a safe box was usually installed containing a key so the rescuer could let themselves in, or an emergency response (eg, ambulance or 24/7 social care) was summoned as required. Users paid a set-up fee (around £25; US $40) plus a small weekly support fee (around £4.50; US $7), although some local care providers offered this service free of charge (eg, to people in receipt of welfare benefits). In almost all cases, the individual had multiple and complex needs (physical, cognitive, social) and was using multiple technologies in addition to the alarm [44].

In many but not all cases, activation of the pendant alarm led to help arriving promptly. On some occasions, there was a mismatch: the alarm was triggered when there was no objective need (perhaps by accident) or, more commonly, not triggered when caregivers felt it should have been—because the individual did not want to trouble anyone, did not believe the problem was serious or urgent or was unable to activate the device (eg, during a fit), or was not wearing the alarm at the time of the crisis. Sometimes, call center operators made judgments and put in “emotional work” to support the caller without alerting their relative or reassured them while help was on its way [45]. In 1 site, use of pendant alarms had evolved in that some lonely people (especially those with cognitive impairment) were being encouraged to press the alert button and talk to a call center operator even when there was no emergency, in order to reduce call-outs of the emergency services.

**Case D: Remote Biomarker Monitoring (Telehealth)**

This case study involved cardiology departments in 6 UK hospitals, each implementing biomarker monitoring (weight, blood pressure, heart rate) for heart failure as part of a multicenter randomized controlled trial (Seamless User-Centred Proactive Provision of Risk-Stratified Treatment for Heart Failure [SUPPORT-HF]). The tablet technology supplied to patient participants had been developed using a codesign methodology [46]. Participants in both arms of the trial received the technology and automated feedback messages (eg, if results went outside preset parameters); in the intervention arm, the patient’s family physician was alerted to out-of-range results and offered suggestions for changes in therapy, whereas in the control arm, results were made available on a Web portal for the patient’s physician to access if they chose to. Staff at the different SUPPORT-HF sites engaged variably with the study, sometimes leading to slower than predicted recruitment. A minority of clinicians were reluctant to refer patients or engage with the trial protocol, citing “previous bad experiences with telehealth,” concern that a remote monitoring service would threaten their jobs, or a perception that patients “deserved better.” Patient participants expressed a range of views about remote biomarker monitoring; some took an active interest in their readings, engaged enthusiastically with the feedback they received, and found this monitoring reassuring. Others found the experience confusing and did not know (or wish to know) what the numbers meant. In some cases, a research nurse known to the participants provided (unofficial) telephone support to maintain engagement. Another problem with the remote monitoring service was the variability of broadband speed outside the main cities, which meant that more than half of potentially eligible participants in 1 site could not be included in the study.

**Case E: Care Organizing Software**

This case study followed the very different fortunes of 2 software products, each designed to help relatives and friends (and sometimes professional staff as well) organize tasks and visits for someone with health or care needs. Product A, a Web portal, had been developed in-house by a small software company, based on a previous caring experience by one of the company staff. The business model was to sell the product to care organizations who would then provide it to their clients for free. The developer did not initially anticipate that either intended end users or participating care organizations would need any training or ongoing support to use the portal. Product A was not successful during the study period; fewer than 5 families were ever identified as actively using it.

Product B was a smartphone app (with linked Web portal) that had been developed via publicly funded research and development using codesign methodology by a national caregivers’ charity. The charity had previously identified a need
for such software; they worked with a specialist app developer company and carefully selected pilot families. From the outset, the charity recognized that caregivers would need to be made aware of the product through mass mailing and to be actively invited and supported to use it, and that a helpdesk service would be needed. The app was made available commercially (via the App Store) for £2.99 (about US $5). Users signed up gradually but steadily; there was no tipping point, but at the time of writing over 1000 families are using the product through the care charity; in a preliminary evaluation, most spoke highly of it (and of the charity support).

**Case F: Integrated Case Management Via Data Sharing**

Case management is a way of organizing health and social care services through assessment and care planning by multidisciplinary teams with the aim of managing the growing challenge of emergency hospital admissions (and readmissions) in older people with multiple health and care needs. To avoid the high human and financial cost of such admissions, coordinated action and frequent dialogue between primary care providers, secondary care providers, and social care and other formal and informal caregivers is often needed. In the SCALS study, 1 site had introduced an integrated data warehouse incorporating a predictive risk modeling tool to automate the identification of people at high risk of hospital admissions through risk stratification, and to facilitate shared access to care plans in efforts to achieve integrated care. Although the data warehouse was part of business as usual in this site, in practice people at high risk of hospital admission were identified through a combination of risk stratification and clinical judgment. Care plans were shared in a range of ways, sometimes through the integrated data warehouse and sometimes bypassing it.

**Literature Review**

Our search for evidence-based approaches to guide our empirical work on the above case studies identified 28 technology implementation frameworks, informed by several theoretical perspectives, which we sorted into a simple taxonomy [13,43,47-72]; see Multimedia Appendix 1.

A key limitation of many previous frameworks was the lack of detailed analysis of the condition or problem for which a new technology was [part of] the intended solution. Some assumed a “textbook” condition—simple, isolated, easily characterized, and amenable to management by algorithm or protocol using a one-size-fits-all (or minimally customizable) technology. Yet there is much empirical evidence that the health and care needs of real people are extremely heterogeneous, even when they have the “same” condition. For example, Tait et al’s case-by-case analysis of patients in a heart failure clinic found that every one of them required significant customization and ongoing adaptation of the care package recommended in the guideline [73].

A prominent policy prediction, typically couched in the language of “empowerment,” is that remote technology will make care more efficient by encouraging self-management of chronic conditions [74]. But as May et al have pointed out in their burden of treatment theory, shifting the work of care from clinic to community places new demands on the sick (and hence raises ethical questions) [75]. Depending on the condition, such work may also be physically or cognitively impossible. The anchored, realistic, cocreative, human, integrated, and evaluated (ARCHIE) framework derived from our earlier empirical work on assisted living technologies emphasized the diverse manifestations of multimorbidity and social care need; it recommends commencing with a realistic assessment of the nature (and likely progression) of the condition and a focus on what matters to the user [47].

No previous framework explicitly considered inequalities in access, uptake, and use of health and care technologies by age, sex, socioeconomic status, or ethnic group, although previous empirical studies have highlighted substantial differences across such groups [76]. Chronic health conditions and care needs are strongly patterned by social determinants. For example, type 2 diabetes, heart failure, depression, cognitive impairment, and general frailty are all more than twice as common in the poorest and least well-educated quintiles of society as in the richest and best educated [77]. The poor may also have less rich social networks, less reliable access to broadband, lower digital literacy, and greater likelihood of having problems such as debt or unsuitable housing [77,78].

Most previous frameworks addressed the material properties of the technology, such as its physical features, functionality, and interoperability. Few considered its symbolic properties (some technologies—such as mobile phones—have connotations of youth, progress, and friendship; others—such as GPS tracking devices or pendant alarms—symbolize dependence or external control). One or two frameworks considered what knowledge or skills (and hence training and support) were needed for intended users to be confident in operating the technology.

A question addressed tangentially or not at all by previous frameworks was what kind of knowledge does the technology generate? For example, telehealth technologies fall into two broad categories. Remote monitoring devices transmit objective biomarkers such as weight, blood pressure, and oxygen saturation, and responses to closed questions on symptoms and compliance, and perhaps also transmit instructions or educational messages (what Pols has called “cold” telehealth [79]). Remote communication devices create the possibility for more conventional conversations between patients and clinicians by telephone or video (“warm” telehealth). These different technologies bring very different kinds of knowledge into play and, by design or default, exclude other knowledge and influences from the frame.

Very few frameworks in our sample included an assessment of whether a technology was likely to be worth introducing—that is, its value proposition. “Value” means different things to different stakeholders; it has parallels to Rogers’ term “relative advantage” (the extent to which a potential adopter believes that the innovation is better than what has gone before [80]). From the patient’s perspective, there is often a trade-off between the potential benefits of technologies, their costs (and the person’s willingness and ability to contribute to these), the work required to use them (and the person’s capacity to do so), and the desirability of medicalization and surveillance [81].
Lehoux et al distinguish between a health technology’s upstream value as viewed by investors (especially the business case for generating profits, further spin-offs, and highly qualified jobs), drug and device regulators (preliminary evidence of efficacy and safety), and financial regulators (auditable business processes and governance), and its downstream value as viewed by clinicians and policy makers (including its impact on patients and health care costs) [82,83]. Health technology development is often characterized by poor alignment between supply-side and demand-side value [82,84,85].

In previous frameworks, technology adoption by health care staff was most commonly theorized using Davis’s technology acceptance model, comprising perceived usefulness, perceived ease of use, and attitude toward the technology [86]; or Bandura’s social learning theory, the relevant aspect of which is that people learn by observing and imitating the behavior of others [87,88]. Critics of the technology acceptance model have argued that it fails to account for human and social change processes [89]. Sociological theories of technology adoption, which emphasize the norms and expectations associated with different social positions and professional groups [26,27,31], were not extensively used in previous frameworks, with the exception of May and Finch’s normalization process theory [27], of which relational integration—how the technology affects human relations such as the doctor-patient relationship—is one component.

In considering our own case studies, we were drawn to sociological theories because the new technologies often had implications for staff identity, professional commitments, and scope of practice. Acceptance by professional staff may be the single most important determinant of whether a new technology-supported service succeeds or fails at a local level [17,36,39,79,90,91]. Local champions appear key to persuading their peers that the technology-supported service is effective, safe, and “normal” (ie, professionally appropriate) [17,92]. We have previously developed a theoretical model of clinician resistance to new health care technology made up of 4 elements: resistance to the policy reflected in the technology (eg, a policy of shifting the work of disease management from professional to patient); resistance to the sociomaterial constraints (eg, clunkiness, dependability) of the new technology; resistance to compromised professional practice (eg, less scope for exercising judgment); and resistance to compromised professional relationships (eg, a perception that a remote interaction is less professional than a face-to-face one) [93].

One framework in our sample addressed technology acceptance by patients. The digital health engagement model was based on both burden of treatment theory and normalization process theory [48]. It proposes 4 key influences on whether an individual will engage with a health technology: personal agency and motivation (which is affected by aspects of their illness); personal life and values; the engagement and recruitment approach taken by those seeking to promote the technology; and the quality of the health technology.

Two frameworks drew on DeLone and McLean’s classic theoretical model of information system success [94]. This considers system quality, information quality, usage attributes, user satisfaction, individual impact, and organizational impact [49,50]. While this framework had some resonance with our empirical data, it did not address the patient-facing aspects of health and care technologies, nor did it address contextual influences or change over time (we classified it as a static framework), and hence did not help us with our study of scale-up, spread, and sustainability.

Surprisingly few frameworks considered the organizational setting. Some antecedent characteristics of organizations have been shown to support innovation at an organizational level [1]. These include a devolved organizational structure (with each department or unit able to make semiautonomous decisions), significant organizational slack (that is, spare resources that can be channeled into new projects), and strong leadership, good managerial relations, a risk-taking climate (staff are rewarded rather than punished for trying things out), opportunities for sense making (that is, collectively arguing out the meaning of an innovation [95]), and what is known as absorptive capacity: “a set of organizational routines and processes by which [organizations] acquire, assimilate, transform, and exploit knowledge to create a dynamic organizational capacity” [96]. These organizational determinants of innovation align with complexity theory’s emphasis on local adaptation and the need for creativity to address unique emerging issues [97]. A specific innovation is more likely to be taken up if there is strong tension for change, good innovation-system fit (that is, the innovation fits well with existing work and routines), widespread support for (and limited opposition to) the innovation, and systematic assessment of the implications [1].

Another important aspect of implementation omitted by most previous frameworks was the health or care organization’s business model for introducing the technology. This includes the resources to support the model, key partners and relationships, the transaction mechanism (how will the organization interact with the supplier?); the value structure (how and when will value, including benefits for patients, be created and investment costs recouped?); and organizational design issues (what changes in organizational structure and processes are required or presumed by the new technology?) [11,14]. A review by van Limburg et al highlighted the financial and business challenges associated with eHealth technologies, including their (typically) fragmented deployment, multiple stakeholders and interdependencies, lack of recognition of the ongoing work of implementation, and an overreliance on the results of experimental efficacy trials [11].

Most, but not all, previous frameworks considered how a new technology would fit with existing organizational routines (defined as recurrent, collective patterns of interaction that both coordinate and control organizational work [4]). Technologies create opportunities for developing new routines and care pathways, but they also disrupt existing patterns of team interaction in ways that can prove more complex than initially anticipated [98]. There is, almost inevitably, a crucial gap between the nuanced, flexible, and often unpredictable nature of human activity and what it is possible to deliver technically. This is especially crucial when considering something as complex and exception filled as clinical work (Case A) [99].

As Grudin (cited by Symon et al [100]) put it:
Work processes can be described in two ways: the way things are supposed to work and the way they do work. Software that is designed to support standard procedures can be too brittle. [page 25]

Cherns’ classic theory of sociotechnical design, originally developed in the 1970s, is built on the principle that introducing technologies in an organization is a social process that depends on values, mindsets, and engagement, as well as on clear and extensive communication about what changes are occurring and why [101]. It is also an evolutionary process (sociotechnical systems are grown, not built), hence best achieved by early and active input of frontline workers into the (re)design of work routines—a principle that has long been recognized (but rarely adequately applied) in health care [100,102]. Also highly relevant to the health and care environment is what Weick called “technology as equivocque” [103] and Orlikowski (drawing on earlier work on the social construction of technology) called “interpretive flexibility” [104]: a technology introduced into an organization is open to multiple interpretations; successful embedding will require opening up a space for dialogue, listening to concerns, and allowing people time to argue out the challenges and learn from the experiences of others before a “closure” over possible interpretations is reached [88,105]. As Stewart and Williams [105] stated,

Innovation is not restricted to the prior design of an artefact, but continues as artefacts are implemented and used (innofusion). Supplier offerings are inevitably incomplete in relation to the complex, heterogeneous and evolving requirements of users; work needs to be done by specific users to incorporate these generic solutions to their particular contexts and practices (domestication). [page 195]

Surprisingly, few previous frameworks in the health and social care literature have attempted to capture this insight, which partly explains why on-the-job training in technology use and ongoing helpdesk support are key to the implementation process [1].

A prominent theme in our empirical findings—but addressed tangentially or not at all by most previous frameworks—was that implementing health technology programs involves a great deal of work [106]. Normalization process theory unpacks implementation work into 4 categories: coherence (the work that people do to make sense of a practice), cognitive participation (work to enroll and engage other people in relation to that practice), collective action (work to enact the new practice, including efforts to bridge the model-practice gap described above), and reflexive monitoring (the work involved in assessing and adjusting a practice in use, including evaluating the impact of the technology and demonstrating its value to others) [27]. Implementation work may be particularly onerous in relation to health technologies because of the complexities and institutional challenges of addressing, for example, data security and patient privacy, interoperability across multiple information systems, resistance from health care professionals with a high degree of autonomy, and disruption to the critical granularity of clinical workflow [106]. First-order problems (such as slow technical performance) typically generate second-order problems, such as dramatically increased workloads (sometimes necessitating safety-critical workarounds), and perhaps third-order ones, such as reputational damage [106]. Failures in all 4 of May and Finch’s work categories were evident in a systematic review of reasons for unsuccessful telemedicine implementation informed by normalization process theory [107].

Around half of the frameworks identified in this review included a question on the wider context for technology-supported care [108]. New technologies generate technical—and commercial and political—questions around interoperability standards, customer lock-in, customizability, substitutability, supplier relations, and the marketplace; policy questions about mainstreaming and funding new models of care; professional and managerial questions around standardization of algorithms and protocols; financial questions about who pays for which aspect of a networked service; legal questions around intellectual property; regulatory questions about safety, efficacy, and good business processes; and jurisdictional questions around liability, licensing, and the management of health information in shared environments [108-113]. The industry impetus of agile, rapid-iteration technology development and the “fail early, fail often” principle typically followed for software products contrasts with the risk-averse, highly regulated, and randomized trial-dominated context of much biomedical innovation [11,82,114].

While some implementation frameworks were designed around a rigid (and apparently systematic) logic model [51], we have previously argued that such an approach is counterproductive because eHealth technologies are typically introduced into a complex system in a turbulent and contested policy context [52]. Complexity principles distinguish simple phenomena (straightforward, predictable, few components) from complicated (multiple interacting components or issues) or complex (dynamic, unpredictable, not easily disaggregated into constituent components) ones [97]. Chambers et al’s dynamic sustainability framework recognizes that, in order to be sustained, an innovation must adapt to its unique local environment and evolve over time [115], echoing Hawe et al’s conceptualization of interventions as “events in [complex] systems” [116]. Several other recently published technology implementation frameworks have embraced complexity theory and argued strongly for a developmental, contextualized, and adaptive approach [43,47,53-60].

Abbott et al [60], for example, recommend that because the “same” program will play out differently in different contexts (and in the same context over time), collecting data at multiple levels, from multiple sites and longitudinally, will help elucidate these contextual influences. Because adaptation is key to embedding, inflexible milestones and overzealous measures of fidelity should be avoided. Local champions are likely to be key to participatory and developmental approaches; they should be identified early and partnered over time. Also key to the achievement of sustainability is attention to penetration (the extent to which the technology and its use become integrated with workflows so that workarounds are no longer necessary).

Van Gemert-Pijnen et al reviewed 16 frameworks for the implementation of eHealth innovations published up to 2009.
(although in our own classification, 3 of these were not actually frameworks) [43]. They produced a multilevel theorization including diffusion of innovations, technology acceptance, service improvement, and organizational development. Their holistic technology implementation framework, known as the Centre for eHealth & Wellbeing Research roadmap, comprises 5 overlapping stages undertaken by a multidisciplinary team with iterative formative evaluation of each: (1) contextual inquiry (information gathering about the users and the environment, including ethnography and the use of scenarios); (2) value specification (including economic, social, and behavioral dimensions); (3) design (building prototypes that fit with values and user requirements); (4) operationalization (introduction and employment of the technology, including implementing a business model); and (5) summative evaluation (of uptake and impact).

Van Dyk, writing from an industrial engineering background, produced a taxonomy of eHealth implementation frameworks based on several theories, including diffusion of innovations, technology acceptance and use, e-readiness of organizations, transactional economics, and the information system life cycle, as well as considering more pragmatic barriers-and-facilitators studies [59]. She proposed a holistic approach that includes “technology, organizational structures, change management, economic feasibility, societal impacts, perceptions, user-friendliness, evaluation and evidence, legislation, policy and governance.”

Van Dyk drew an important insight from organizational life cycle studies (including her own work on a telemedicine service maturity model for health care organizations [58])—that the challenges and constraints of technology-supported services vary with stage of development [59]. That is, (1) at the prototype stage, the main emphasis is on proof of concept and usability; (2) in small-scale pilots, it is on staff and societal acceptance (typically with an emphasis on the evidence base); (3) at the stage of wider local rollout—when financial support typically moves from external research grant to real set-up costs and a recurrent budget line—it is on financial and organizational considerations; and (4) when being considered for national rollout, it is on regulation, standardization, and security.

One final concept, which appears key to organizational adaptation over time but was not explicitly addressed in any of the previous frameworks, is the notion of resilience, defined as “the intrinsic ability of a system to adjust its functioning prior to, during, or following changes and disturbances so that it can sustain required operations, even after a major mishap or in the presence of continued stress” [117]. Organizational psychologists emphasize the importance of macrocognition: that is, reflecting collectively and continuously about how the organization is responding to change, including ongoing sense making, detecting critical events, and coordinating adaptive actions [118,119]. Introduction of new health care information technology systems can lead to loss of system resilience, since new technologies intended to automate work and assure safety may have the unintended effect of reducing time for collaborative dialogue, masking key trends in data (perhaps through information overload and loss of overview), making work routines brittle, and bypassing clinical judgment [118,120]. Cho et al have warned that the study of resilience in relation to new technologies requires multilevel analysis and is fraught with paradoxes (eg, that developing resilience in one part of the system may generate brittleness in another) [121].

In sum, we found the integrated frameworks of van Gemert-Pijnen et al [43] and Van Dyk [59] extremely helpful and used them as the starting point for analyzing our own dataset, modifying and refining them in the light of other high-quality frameworks published subsequently [53-55,60], and adding additional theoretical concepts (eg, burden of disease, health literacy, organizational resilience) and insights from our empirical data (especially our findings on the diverse and idiosyncratic nature of many conditions, which had received little attention in any previous framework).

Synthesis: The NASSS Framework

The final version of the NASSS technology implementation framework is shown in Figure 2 and expanded in Table 2. It consists of 13 questions in 6 domains: the condition, the technology, the value proposition, the adopter system (staff, patient, and lay caregiver[s]), the health or care organization(s) (including attention to the work of implementation and adaptation), and the wider (institutional and societal) context. It also includes a seventh domain that considers interactions and adaptations over time. The framework is intended to be used reflexively to guide conversations and help generate ideas, not as a checklist.

Our case studies raised a variety of challenges across all 7 domains, each of which could be classified as simple (straightforward, predictable, few components), complicated (multiple interacting components or issues), or complex (dynamic, unpredictable, not easily disaggregated into constituent components) [97]. Programs characterized by complicatedness proved difficult but not impossible to implement. Those characterized by complexity in multiple NASSS domains rarely, if ever, became mainstreamed. Multimedia Appendix 2 gives examples from our case studies in each of the domains, which we consider in turn.

The Condition

This domain addresses the clinical (question 1A) and the comorbidities and sociocultural aspects (question 1B) of the condition. It reflects the striking finding across all our case studies that only a fraction of potential end users were assessed by their clinicians as “suitable” for the technology. In the majority, the condition was considered clinically high risk, unpredictable, or atypical (eg, complicated by comorbidities or sociocultural factors, especially cognitive or health literacy considerations).
The Technology or Technologies

Question 2A addresses material and technical features of the technology. The technologies in our case studies were more or less freestanding. In all cases, features such as size, sounds, aesthetics, and “clunkiness” had significant impact on the technology’s actual and perceived usability and appropriateness. Many were insufficiently prototyped. Dependability of technologies was key, especially in high-risk conditions or social situations.

Question 2B considers the knowledge generated or made visible by technology. This includes not only the accuracy of the data but also the extent to which those data are accepted, trusted, and considered sufficient for decision making. Engaging with the data generated by patient-facing technologies may inform, educate, and empower patients and lay caregivers. But data may also be misinterpreted by the patient or cause distress.

Question 2C addresses the knowledge and support needed to use the technology. Some technologies are much easier to operate than others; some require frequent troubleshooting; and some assume a different organizational role—or even an altered professional identity—for the user. Some patient-facing technologies require no knowledge form the patient; others require clinical knowledge, technical knowledge, and the ability to make judgments about (for example) what counts as urgent.

Question 2D addresses issues for sustainability raised by the technology supply model—that is, how the technology was procured, the nature of the client-supplier relationship, and the level of potential substitutability via the marketplace. The telehealth device marketplace is notorious for its lack of interoperability as companies attempt to retain their market share through lock-in of customers. The consequences for health and social care services—and their clients—of market withdrawal could be significant. While procurement options may not have immediate impact on scaling up and sustainability, they are likely to have significant impact in the long term and may influence decisions on whether to adopt an innovation in the first place. Customizable, off-the-shelf technologies (COTS) [113] offer relatively low cost (as they benefit from economies of scale) but may not be customizable to the extent that users really need (see domain 1). In contrast, bespoke solutions offer better fit with users’ needs but at higher cost (both developmental and ongoing). Both options may be subject to risks of supplier withdrawal from the marketplace, with small and medium-sized enterprises being especially vulnerable.

The Value Proposition

This domain concerns whether a new technology is worth developing in the first place—and for whom it generates value. Question 3A addresses upstream value, which follows the supply-side logic of financial markets and investment decisions (and hence depends on preliminary tests of efficacy and safety, and evidence of good business practice). Question 3B addresses downstream value, which follows the demand-side logic of health technology appraisal, reimbursement, and procurement (ie, relates to evidence of benefit to patients and real-world affordability). As Multimedia Appendix 2 illustrates, our dataset included telling examples of mismatch between supply-side and demand-side value.
<table>
<thead>
<tr>
<th>Domain/question</th>
<th>Simple</th>
<th>Complicated</th>
<th>Complex</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Domain 1: The condition or illness</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1A. What is the nature of the condition or illness?</td>
<td>Well-characterized, well-understood, predictable</td>
<td>Not fully characterized, understood, or predictable</td>
<td>Poorly characterized, poorly understood, unpredictable, or high risk</td>
</tr>
<tr>
<td>1B. What are the relevant sociocultural factors and comorbidities?</td>
<td>Unlikely to affect care significantly</td>
<td>Must be factored into care plan and service model</td>
<td>Pose significant challenges to care planning and service provision</td>
</tr>
<tr>
<td><strong>Domain 2: The technology</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2A. What are the key features of the technology?</td>
<td>Off-the-shelf or already installed, freestanding, dependable</td>
<td>Not yet developed or fully interoperable; not 100% dependable</td>
<td>Requires close embedding in complex technical systems; significant dependability issues</td>
</tr>
<tr>
<td>2B. What kind of knowledge does the technology bring into play?</td>
<td>Directly and transparently measures [changes in] the condition</td>
<td>Partially and indirectly measures [changes in] the condition</td>
<td>Link between data generated and [changes in] the condition is currently unpredictable or contested</td>
</tr>
<tr>
<td>2C. What knowledge and/or support is required to use the technology?</td>
<td>None or a simple set of instructions</td>
<td>Detailed instruction and training needed, perhaps with ongoing helpdesk support</td>
<td>Effective use of technology requires advanced training and/or support to adjust to new identity or organizational role</td>
</tr>
<tr>
<td>2D. What is the technology supply model?</td>
<td>Generic, “plug and play,” or COTS solutions requiring minimal customization; easily substitutable if supplier withdraws</td>
<td>COTS solutions requiring significant customization or bespoke solutions; substitution difficult if supplier withdraws</td>
<td>Solutions requiring significant organizational reconfiguration or medium- to large-scale-bespoke solutions; highly vulnerable to supplier withdrawal</td>
</tr>
<tr>
<td><strong>Domain 3: The value proposition</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3A. What is the developer’s business case for the technology (supply-side value)?</td>
<td>Clear business case with strong chance of return on investment</td>
<td>Business case underdeveloped; potential risk to investors</td>
<td>Business case implausible; significant risk to investors</td>
</tr>
<tr>
<td>3B. What is its desirability, efficacy, safety, and cost effectiveness (demand-side value)?</td>
<td>Technology is desirable for patients, effective, safe, and cost effective</td>
<td>Technology’s desirability, efficacy, safety, or cost effectiveness is unknown or contested</td>
<td>Significant possibility that technology is undesirable, unsafe, ineffec- tive, or unaffordable</td>
</tr>
<tr>
<td><strong>Domain 4: The adopter system</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4A. What changes in staff roles, practices, and identities are implied?</td>
<td>None</td>
<td>Existing staff must learn new skills and/or new staff be appointed</td>
<td>Threat to professional identity, values, or scope of practice; risk of job loss</td>
</tr>
<tr>
<td>4B. What is expected of the patient (and/or immediate caregiver)—and is this achievable by, and acceptable to, them?</td>
<td>Nothing</td>
<td>Routine tasks, eg, log on, enter data, converse</td>
<td>Complex tasks, eg, initiate changes in therapy, make judgments, organize</td>
</tr>
<tr>
<td>4C. What is assumed about the extended network of lay caregivers?</td>
<td>None</td>
<td>Assumes a caregiver will be available when needed</td>
<td>Assumes a network of caregivers with ability to coordinate their input</td>
</tr>
<tr>
<td><strong>Domain 5: The organization</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5A. What is the organization’s capacity to innovate?</td>
<td>Well-led organization with slack resources and good managerial relations; risk taking encouraged</td>
<td>Limited slack resources; suboptimal leadership and managerial relations; risk taking not encouraged</td>
<td>Severe resource pressures (eg, frozen posts); weak leadership and managerial relations; risk taking may be punished</td>
</tr>
<tr>
<td>5B. How ready is the organization for this technology-supported change?</td>
<td>High tension for change, good innovation-system fit, widespread support</td>
<td>Little tension for change; moderate innovation-system fit; some powerful opponents</td>
<td>No tension for change; poor innovation-system fit; many opponents, some with wrecking power</td>
</tr>
<tr>
<td>5C. How easy will the adoption and funding decision be?</td>
<td>Single organization with sufficient resources; anticipated cost savings; no new infrastructure or recurrent costs required</td>
<td>Multiple organizations with partnership relationship; cost-benefit balance favorable or neutral; new infrastructure (eg, staff roles, training, kit) can mostly be found from repurposing</td>
<td>Multiple organizations with no formal links and/or conflicting agendas; funding depends on cost savings across system; costs and benefits unclear; new infrastructure conflicts with existing; significant budget implications</td>
</tr>
</tbody>
</table>

Table 2. Domains and questions in the nonadoption, abandonment, scale-up, spread, and sustainability (NASSS) framework.
The Adopter System (Staff, Patient, Caregivers)

Question 4A is about adoption (and continued use) of the technology by staff. Reflecting the findings of previous studies reviewed above, some staff in each of our case studies simply did not engage with the program or use the technology. Nonadoption (or in some cases, abandonment) of the technology was occasionally explained by the technology’s attributes (such as usability or ease of use). More commonly, staff were concerned about threats to their scope of practice or to the safety and welfare of the patient—and even, in some cases, about a fear of job loss.

Question 4B addresses adoption by patients or clients, including acceptance (hence symbolic meaning and aesthetics) and the work required of them.

Question 4C addresses the assumptions that may be built into the technology (or the linked service model) about the availability and behavior of lay caregivers. We encountered many cases of nonuse of all patient-facing technologies that were explained by weak or absent social networks, limited information technology skills (and distrust of technology) among lay caregivers, or long-standing family conflicts, which the technology sometimes brought to the surface but never solved (see examples in Multimedia Appendix 2).

The Organization(s)

Questions 5A and 5B address the organization’s capacity (to embrace any service-level innovation) and readiness (for a specific technology), respectively. Our case studies included a wide range of antecedent conditions and levels of readiness that influenced uptake and internal scale-up of technology-supported programs (see examples in Multimedia Appendix 2).

Question 5C addresses the adoption decision, typically a board-level decision to allocate a budget line to support a particular technology. Our empirical data indicated three main problems with business modeling. The first problem was lack of data: it was often impossible to predict the uptake, use, and impact of the technology or the amount of investment needed to get (and keep) it up and running. Predictions were often guesstimates and typically overoptimistic, for example, in terms of numbers of potential users and potential costs and efficiency savings. The second problem was lack of money to support the program (see “organizational slack” above). Indeed, several organizations in our case studies did not appear to even recognize the need for a dedicated budget, over and above the cost of the technology, to support implementation and maintenance. The third problem was interdependencies between organizations and the teams working within and across them.

The last question in domain 5 concerns the work involved in implementation. All 6 case studies affirmed previous research that such work is extensive, often hidden and typically underestimated at the planning stage [122]. Our ethnographic data affirmed what Pols and Willems showed previously [29]: that technologies must be “tamed” in any particular setting by careful attention to the fine-grained detail of context (a process Pols and Willems called “tinkering” and Stewart and Williams called “domesticating” [105]). There is also the need for work on what Weick called sense making [95,103] and May and Finch called “coherence work” [27]: to make collective sense of the technology in the organizational setting and build a shared vision of its potential (including a realistic assessment of what the technology cannot do).
The Wider Context

Question 6A relates to the wider institutional and sociocultural context, which in our case studies was often key to explaining an organization’s failure to move from a successful demonstration project (heavily dependent on particular champions and informal workarounds) to a fully mainstreamed service (scale-up) that was widely transferable (spread) and that persisted long term (sustainability). Aspects of wider context that proved pivotal in our case studies included health policy (including which service models were formally approved for funding—see example in Multimedia Appendix 2 of the difficulties in securing a nationally approved tariff for remote consultations), fiscal policy (the overall amount of funding available locally and nationally for health and care provision), the position taken by professional bodies and defense societies (who de facto defined what was acceptable professional practice), and legal and regulatory aspects of patient-facing technology development.

Interaction Between Domains and Adaptation Over Time

While the domains above can be distinguished analytically, the reality of any technology implementation project is that at an empirical level they are inextricably interlinked and dynamically evolving, often against a rapidly shifting policy context or continued evolution of the technology (and, at an individual patient level, as the condition deteriorates or fluctuates over time).

Question 7A relates to the medium- and long-term feasibility of continuing to adapt the technology and the program. Some technologies were more amenable to adaptation than others. Adaptation of staff roles and care pathways was also difficult when organizations were in subcontractor relationships (sometimes with private providers).

Question 7B concerns organizational resilience, and particularly what May and Finch called “reflexive monitoring” [27] and Patterson et al called the “macrocognitive functions” of sense making, including in particular the ability to detect critical events or issues and respond to these through coordinated action [118].

While an adaptive and reflexive approach is essential for effective scale-up, spread, and sustainability, it is impossible to be prescriptive at the outset as to how to go about this. Both formative and summative evaluation of the program’s success will need to use imagination and multiple methods, along with a narrative account of what happened and why, in order to capture its multiple interdependencies, nonlinear effects, and unintended consequences [123].

Results of Prospectively Testing the NASSS Framework

Colleagues found our near-final NASSS framework helpful in considering challenges to implementation of a range of technology-supported health or care programs. While some used the framework (as we ourselves did) prospectively and in real time to predict and explore the challenges of implementing an existing technology to support a new program, some used it retrospectively to explain failures and partial successes in past projects. One group (a design company) suggested that the NASSS framework might be used at an early (design) stage to focus attention first on the condition and adopter system domains (ie, the needs of intended users), which would then inform both the technology and value proposition domains.

Discussion

Principal Results

Building on previous work by other groups, this study has developed and applied a new framework for predicting and evaluating the success of technology-supported health and social care programs. Across a diverse sample of 6 empirical case studies followed (so far) for up to 3 years and tested briefly (for what might be called face validity) in a further sample of 10 additional case studies, we identified and explained numerous examples of nonadoption and abandonment of the technology by individuals or limited success in attempts to scale up, spread, and sustain the program within and beyond the organization.

A striking finding that explained many such instances was a tendency to assume that the issues to be addressed were simple or complicated (hence knowable, predictable, and controllable) rather than complex (that is, inherently not knowable or predictable but dynamic and emergent). Common problems included the following:

- The technology and linked program had been designed around an oversimplified, textbook model of the condition.
- The technology was insufficiently prototyped, insufficiently customizable, insufficiently dependable, dependent on complex knowledge to use it, or designed to generate data or knowledge that was incomplete, inappropriate, or contested in the care context.
- The value proposition of the technology was unclear, in terms of a viable business venture for its developer or in terms of a clear benefit for patients and an affordable real-world service model.
- The intended users of the technology had plausible personal or professional reasons to resist or reject it.
- The organization(s) were inadequately set up for innovation, not ready for (or interested in) this particular innovation, unable to negotiate a viable business model with partner organizations, unable to shift to new ways of working, or unable to support the extensive work needed to implement and sustain the change (including the rhetorical “work” of making sense of an equivocal technology).
- Complexity in external (financial, regulatory, legal, policy) issues—of which reimbursement seemed to be particularly key—stalled the mainstreaming and spread of the program.
- The program was unable to adapt and evolve over time in a way that continued to meet the needs of its intended users and remain clinically, operationally, and financially viable.

Strengths and Limitations

The NASSS framework has been developed systematically to fill a key gap in the literature on technology implementation—specifically, to address not just adoption but also nonadoption and abandonment of technologies and the challenges associated with moving from a local demonstration project to one that is fully mainstreamed and part of business.
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as usual locally (scale-up), transferable to new settings (spread), and maintained long term through adaptation to context over time (sustainability).

NASSS was never intended to provide a simple fix for complex problems. It cannot be applied in a formulaic way or used deterministically as a tool, nor do we believe it is possible to make firm predictions about which elements of the framework will be mission-critical or how the different elements will interact (since these are likely to differ substantially in different cases and settings). With these caveats, we believe that, subject to further empirical testing, the NASSS diagram in Figure 2 and the NASSS domains and questions in Table 2 have several potential uses. In particular, they could be used (1) at an early stage in a technology development to inform technology and service design; (2) in strategic planning to identify technological innovations that (perhaps despite policy enthusiasm) have limited chance of achieving large-scale, sustained adoption; (3) in technology implementation projects to address the micro-level challenges of individual adoption, the meso-level challenges of organizational assimilation, and the macro-level challenges of the policy and regulatory environment; (4) to inform and support scale-up and rollout of technology programs; and (5) retrospectively to explain program failures.

The empirical work to develop NASSS was based entirely in the United Kingdom, although collaborators who peer reviewed and tested the draft framework included groups from Australia, Canada, Italy, and the United States. The 6 case studies presented in this paper have been followed for up to 3 years; field work is ongoing, so additional insights about long-term sustainability may emerge in the future. We strongly encourage other research groups to explore the applicability of the framework for different purposes and to adapt and extend it if appropriate.

Comparison With Previous Work

Previous technology implementation frameworks identified in our hermeneutic review of the literature are summarized in Multimedia Appendix 1; the approaches and limitations of those frameworks are described in the Results section. We selected 2 rigorously developed, multilevel, integrative frameworks as most closely fitting our own empirical data [43,59] and have built on these in three main ways.

First, we have added a preliminary focus on the illness or condition for which the technology is assumed to be a solution, an emphasis that emerged from our empirical data but probably also reflects the background of several authors as clinicians, psychologists, or patient-facing service coordinators. Second, we have introduced the heuristic of classifying each domain of interest as simple, complicated, or complex, and cautiously concluded that it is complexity in multiple domains that poses the greatest challenge to scale-up, spread, and sustainability. Third, while acknowledging our academic audiences and not wishing to oversimplify a problem that is inherently complex, we have produced a visual representation of the different NASSS domains that we hope will be accessible to key nonacademic audiences: clinicians, managers, technology developers, executive decision makers in health and care organizations, and patients and caregivers.

Conclusions

Implementing new technologies as part of changes to health and social care services is inherently challenging. While policy makers are calling for technology to be implemented rapidly and at scale, the reality is that when dealing with the multiple complexities of health and care, it is extremely difficult to go beyond small-scale demonstration projects. We hope that the NASSS framework will help implementation teams—and, at an earlier stage, technology and service designers—to identify, understand, and address the interacting challenges to achieving sustained adoption, local scale-up, distant spread, and long-term sustainability of their programs.

While we believe that the NASSS framework is academically defensible, additional work is now ongoing to make it accessible to its intended users beyond academia. In the United Kingdom, the NHS National Technology Adoption Centre (NTAC) was set up in 2007 to promote the uptake of health technologies through its Technology Implementation Projects and HowToWhyTo guides (which attempt to distil lessons learned from pilots in a format designed to be easily transferable and hence reusable). One of the principal objectives of the guides has been to assist practitioner stakeholders to build a business case for innovation. However, a recent study suggests that their impact has been disappointing and points to the difficulties of making context-specific knowledge transferable and hence reusable in other contexts [124]. Cognizant of this, we are currently working with design colleagues to develop and evaluate accessible infographic summaries, Web tools, and team learning opportunities based on the NASSS framework for different audiences.
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Abbreviations

ARCHIE: anchored, realistic, cocreative, human, integrated, and evaluated
COTS: customizable, off-the-shelf
GPS: global positioning system
NASSS: nonadoption, abandonment, scale-up, spread, and sustainability
SCALS: Studies in Co-creating Assisted Living Solutions
SUPPORT-HF: Seamless User-Centred Proactive Provision of Risk-Stratified Treatment for Heart Failure
VOCAL: Virtual Online Consultations: Advantages and Limitations

©Trisha Greenhalgh, Joseph Wherton, Chrysanthi Papoutsi, Jennifer Lynch, Gemma Hughes, Christine A'Court, Susan Hinder, Nick Fahy, Rob Procter, Sara Shaw. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 01.11.2017. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.