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Abstract

Background: Insight into user adherence to Web-based intervention programs and into its relationship to intervention effect is needed.

Objective: The objective of this study was to examine use of a Web-based self-help intervention program, the Chinese version of My Trauma Recovery (CMTR), among Chinese traumatized individuals, and to investigate the relationship between program use and user characteristics before the intervention and change in outcomes after the intervention and at 3-months’ follow-up.

Methods: The sample consisted of 56 urban survivors of different trauma types and 90 rural survivors of the 2008 Sichuan earthquake, who used the CMTR in 1 month on their own or guided by volunteers in a counseling center. Predictors were demographics (sex, age, highest education, marital status, and annual family income), health problems (trauma duration, posttraumatic symptoms, and depression), psychological factors (coping self-efficacy), and social factors (social functioning impairment and social support). Program use was assessed by general program usage (eg, number of visiting days) and program adherence (eg, webpages completed in modules). Outcome measures were the Posttraumatic Diagnostic Scale (PDS), Symptom Checklist 90-Depression (SCL-D), Trauma Coping Self-Efficacy scale (CSE), Crisis Support Scale (CSS), and Social Functioning Impairment questionnaire (SFI) adopted from the CMTR.

Results: (1) Program use: rural participants had a larger total number of visiting days ($F_{1,144}=40.50, P<.001$) and visited more program modules in 1 month ($\chi^2=73.67, P<.001$) than urban participants. (2) Predictors and program use: total number of visiting days was correlated with CSS at pretest ($r=22, P=.009$), and total number of completed webpages was associated with SFI at pretest ($r=.19, P=.02$). Number of webpages completed in modules was correlated with all demographic, disease severity, psychological, and social factors at pretest. (3) Program use and outcomes change: in general, use of the triggers and self-talk modules showed a consistent positive association with improvement in PDS, SCL-D, SFI, and CSE. The relaxation module was associated with positive change in PDS, but with negative change in CSS and SFI. The professional help module was associated with positive change in SCL-D, but its use on the first day was associated with negative change in CSS and CSE. The unhelpful coping module was associated with negative change in SFI. The mastery tools module showed a consistent association with negative change in PDS and SCL-D.

Conclusions: These findings suggest that both individual (eg, demographic, health problems, psychological) and social factors (eg, social functioning, social support) should be considered when delivering Web-based interventions, particularly in collectivist cultures. Specific program adherence indicators (eg, webpages completed in each module, activity types completed), rather than general program usage indicators (eg, total number or time of visiting), should be developed to examine the effectiveness of various program modules or elements.
Introduction

In recent years, the Internet has been adopted as a valuable tool to deliver physical and mental health services to large populations [1]. Research has revealed significant treatment effects of Web-based intervention programs for a variety of mental disorders, such as depression, anxiety, and posttraumatic stress disorder (PTSD) [2,3]. However, increasing the effectiveness of Web-based intervention programs faces challenges, such as high dropout and poor user adherence reported in previous studies [4,5]. According to Christensen and colleagues [6], dropout refers to a participant not completing the research trial protocol or trial assessments associated with a Web-based intervention; and adherence refers to the extent to which participants experience the content of the Web-based intervention, which is the focus of this study. Further, adherence can be examined by the indicators of general program usage (eg, number of log-ins or time spent on intervention programs) and program adherence (ie, the extent to which intervention programs are used in accordance to recommendations, such as content modules completed or activities completed) [7].

The relationship between user exposure to intervention programs and the effect of Web-based interventions can be complicated [8] and may be a dose-response relationship [9]. Donkin et al [10] found, however, that compared with low program users, medium users showed little additional benefit from Web-based intervention, and suggested that “concentrated use of the program (eg, completing multiple modules per log-in) or passive exposure to material (as measured by modules completed) may not be as useful as regular shorter periods of use with higher levels of activity in each of these log-ins.” Thus, deeper insight into the process of Web-based program use and into its relationship to intervention effect is needed.

To improve Web-based interventions for target groups with various physical and mental health problems, previous studies have investigated potential predictors of program use, with mixed findings. One group of predictors is user characteristics, including (1) demographic variables, such as age, sex, education, marital status, and socioeconomic status [7,11], (2) health problems, such as severity of the target disease, duration of the target disease, and subjective health status [12,13], (3) psychological factors, such as illness attitudes and beliefs, expectations, motivation, and self-efficacy [6,14], and (4) social factors, such as family characteristics (eg, parenting practices and styles, socioeconomic status of the family), and support from partners and friends [12,15]. Another group of predictors includes the characteristics of Web-based interventions, such as feedback, interactive elements, email or telephone contact, and reminders [16,17].

Based on these findings, this study investigated the role of demographics, health problems, and psychological and social factors in Chinese traumatized persons’ use of a Web-based self-guided intervention program, the Chinese version of My Trauma Recovery (CMTR). The program showed preliminary short-term treatment effects on PTSD and depressive symptoms in a randomized controlled trial in 2 Chinese populations [18]. The trial showed a high dropout rate, however, with 40.8% of participants not completing the research protocol [19-21]. Further analysis revealed that participant dropout was associated with such social factors as needs in trauma disclosure and perceived social acknowledgment or disapproval by family and extended social environments. This indicated a necessity to examine social factors together with other factors for better understanding of program use across cultures.

Note that, although it has been argued that Web-based interventions are potentially beneficial for rural residents to receive mental health help, because they have little access to face-to-face mental health resources [22], few empirical studies have evaluated the use and efficacy of such programs among rural users. More precisely, previous studies primarily focused on Internet users, who might come from rural as well as urban areas, and found that more highly educated, older, and female users were more likely to adhere to Web-based interventions [23]. However, for this study we recruited non-Internet users from rural areas who met the required literacy level for Web-based interventions. These people tend to be older and less educated, to have a lower income, and typically have much less Internet use experience. Volunteers provided them with (minimal) support with Internet service problems in a counseling center so that they could complete and benefit from the CMTR program [18]. The literature suggests that social support and contact would increase the use of Web-based intervention programs, particularly the number and duration of visits [16]. This study thus examined the difference in program use between rural and urban users. It offers implications for future application of Web-based interventions, for example, in psychological and mental health aid for extensive rural populations who are in need of mental health service but have little access even to online mental health resources.

In sum, this study aimed to investigate (1) how urban and rural participants used the CMTR program, including general program usage and program adherence, (2) how program use was related to demographics (ie, sex, age, highest level of education attained, marital status, and annual family income), health problems (ie, PTSD and depressive symptom severity, trauma duration), psychological factors (ie, coping self-efficacy), and social factors (ie, social functioning impairment and social support after trauma) before the intervention, and (3) how program use was...
associated with change in outcomes after the treatment and at 3-months’ follow-up.

**Methods**

**Materials**

The CMTR program was translated, with minimal cultural adaptation of pictures, audio and video segments, and professional hotlines, from the English My Trauma Recovery program (previously referred to as Journey to Trauma Recovery), which aims to improve trauma recovery by increasing individual coping self-efficacy and coping skills [24]. CMTR contains 6 recovery modules offering education and exercises for 6 trauma recovery-related topics: professional help, relaxation, self-talk, social support, triggers, and unhelpful coping [24]. There are 2 other interactive sections: self-test and mastery tools. Specifically, users are encouraged to take the self-test on posttraumatic stress reactions and coping self-efficacy after log-in and once a week during the treatment period. The mastery tools section offers hyperlinks to all exercises in the 6 recovery modules, so that users can easily access them in future. Because few users took the self-test during the treatment period, we report only the data on the 6 recovery modules and the exercise section.

**Sample and Procedure**

We used a sample of 56 urban and 90 rural participants, which was part of the sample (ie, 90 urban and 93 rural participants who completed the pretest) reported earlier [18]. Specifically, of the 93 rural participants, we excluded 3 for not using the 6 recovery modules and the mastery tools section after log-in. Of the 90 urban participants, we excluded 29 for not logging in and 5 for not using the 7 modules after log-in. Based on chi-square analysis results, the 34 urban dropouts (ie, 29 plus 5) did not differ significantly from the 56 participants in sex, age, marital status, highest education level attained, and family income. Analyses of variance (ANOVAs) revealed significant difference in the Crisis Support Scale (CSS) (dropouts: mean score 1.93, SD 0.85; users: mean score 1.58, SD 0.72; F1,88=4.23, P=.04), but no significant differences in the Posttraumatic Diagnostic Scale (PDS), Symptom Checklist 90-Depression (SCL-D), Social Functioning Impairment questionnaire (SFI), or Trauma Coping Self-Efficacy scale (CSE) (F1,88 range 0.11-1.28, all P>.26) at pretest.

Urban and rural participants used the program in different ways. The urban participants had experienced a variety of traumatic events (eg, physical assault, unexpected death of someone close, or serious accidents), reported at least two PTSD symptoms in a trauma screening questionnaire, and had sufficient Internet access time (≥360 minutes in 4 weeks). They had Internet access at home or work and thus decided themselves when, where, and how often to visit the program during the 1-month treatment period. Research assistants did not contact them or give reminders until posttest. The rural participants were survivors of the 2008 earthquake in Beichuan county in Sichuan province, and reported at least two PTSD symptoms in the trauma screening questionnaire. Due to lack of personal Internet access, they used the program 5 times (at least 30 minutes per time) in a counseling center’s computer room. Some participants used the program more than 5 times because they broke off one or more intervention sessions for personal reasons and then made them up later. Note that research assistants provided support for all urban and rural participants only for technical problems with CMTR. When participants asked for support with their distress or the program content, research assistants first evaluated the participants’ needs and, if these were not acute, sent the participants a brief reply that CMTR was a self-help program and they would get further support, if needed, after the follow-up test. Otherwise, the research assistants would interrupt the session for other treatment, which did not happen in this study.

**Measures**

**Posttraumatic Diagnostic Scale**

This scale includes 17 PTSD symptom items assessing the frequency of trauma-related symptoms in the past month on a 4-point scale (0=not at all or only 1 time, 3=5 or more times a week or almost always) [25]. The internal consistency of the scale in this study was alpha=.92.

**Symptom Checklist 90-Depression**

We used the 13-item depression subscale of the Symptom Checklist-90 [26] to measure to what extent participants had been bothered by depressive symptoms in the past month on a 5-point scale, ranging from 0 (not at all) to 4 (extremely). The internal consistency of the scale in this study was alpha=.94.

**Social Functioning Impairment**

We adopted 4 questions from the My Trauma Recovery program to examine individual functional impairment after trauma experiences. An example question is “To what extent have your reactions to what has happened reduced your ability to complete your normal responsibilities (eg, job, school, home, childcare duties)?” Participants answered the questions on a 5-point scale (0=not at all, 4=extremely). The internal consistency of the questionnaire in this study was alpha=.88.

**Crisis Support Scale**

This 7-item scale measures received practical support, received sympathy, being able to find someone to talk about the traumatic experience, and overall satisfaction with received social support after trauma [27]. Example statements are “I can talk to someone who has had a similar experience” and “People are being supportive and empathetic of me.” Participants responded to the statements on a 5-point scale (0=not at all, 4=extremely). The internal consistency of the scale in this study was alpha=.86.

**Trauma Coping Self-Efficacy Scale**

This 10-item scale is a short version of the Coping Self-Efficacy Scale for Trauma [28]. It measures to what extent participants felt capable of coping with PTSD reactions at different assessment points. The 5-point scale ranges from 0 (not at all) to 4 (extremely). The internal consistency of the scale in this study was alpha=.83.
Program Use

Total Number of Days Visiting CMTR
After the first log-in, most participants left CMTR without logging out and then visited the program without logging in next time. It was thus difficult to calculate the number of log-ins or the amount of time spent on CMTR. Thus, we counted as 1 day when a participant visited the program within one 24-hour day. The maximum could be 30 days during the 1-month treatment period.

Total Number of CMTR Webpages Completed
We tracked how many CMTR webpages participants completed during the 1-month treatment period. Because participants were encouraged to use the program as many times as they wanted, webpages were counted repeatedly when repeated use occurred. Thus, the total number of webpages completed could be larger than the number of webpages contained in CMTR.

Number of Modules Visited
The maximum could be 7 modules in this study; that is, 6 recovery modules and the mastery tools module. Note that participants could have visited 1 module but not have completed all the webpages in the module.

Number and Proportion of Webpages Completed in Each Module
We calculated the proportion of each module completed during the treatment period. The number of webpages completed could be larger than the actual total number of webpages in each module due to repeated use.

Number of Modules Visited per Day
We tracked how many modules participants visited on different days through the treatment course. The maximum could be 7 modules.

Number and Proportion of Webpages Completed in Each Module on the First Day
We tracked the proportion of each module that was completed on the first day. The number of webpages completed in each module could be larger than the actual total number of webpages due to repeated use.

Data Analysis
We analyzed the data using IBM SPSS version 22 (IBM Corporation). Chi-square analysis tested urban and rural subsample differences in demographic characteristics. We used 1-way ANOVA to test subsample differences in the pretest scores on PDS, SCL-D, SFI, CSS, and CSE, and in program use indicators. We conducted 1-way ANOVA and correlation analyses to explore the relationship between program use and demographics, health problems, psychological factors, and social factors at pretest. Finally, we conducted linear regression analysis for PDS, SCL-D, SFI, CSS, and CSE posttreatment incremental difference scores (ie, posttest values minus pretest values, then divided by the variance of pretest values). In the linear regression analysis, we entered trauma duration and 6 dummy variables as independent variables in the first block (stepwise method; these were sex female or not, age 26–40 years old or not, family income US $0–4000 or not, marital status of married or not, highest education high middle school/bachelor’s degree or not, and sample urban or not) and the indicators of program use in the second block (enter method). Similarly, we conducted linear regression analysis for PDS, SCL-D, SFI, CSS, and CSE 3-month follow-up incremental difference scores (ie, follow-up values minus pretest values, then divided by the variance of pretest values).

Results

Overall Program Use
Table 1 presents the demographic statistics of the 56 urban (38.4%) and 90 rural participants (61.6%). The rural subsample consisted of more female, older, and married participants than did the urban subsample. The rural subsample also reported a lower annual family income and level of education. Table 2 shows subsample means (SD) and correlations of variables at pretest. The urban participants reported higher levels of depression and social functioning impairment, but a lower level of social support, than the rural participants. In addition, the rural participants had a longer trauma duration than the urban participants. Correlation analysis showed that a longer trauma duration was associated with participants’ lower level of depression. While PTSD symptoms, depression, and social functioning impairment correlated positively with each other, social support correlated negatively with depression and social functioning and positively with coping self-efficacy.
Table 1. Demographic characteristics of participants in the Chinese version of My Trauma Recovery intervention (N=146; urban: n=56; rural: n=90).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Urban n (%)</th>
<th>Rural n (%)</th>
<th>χ²</th>
<th>df</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>38 (67.9)</td>
<td>74 (82.2)</td>
<td>3.99</td>
<td>1</td>
<td>.046</td>
</tr>
<tr>
<td>Male</td>
<td>18 (32.1)</td>
<td>16 (17.8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age range (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16–25</td>
<td>29 (51.8)</td>
<td>1 (1.1)</td>
<td>63.98</td>
<td>2</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>26–40</td>
<td>23 (41.1)</td>
<td>41 (45.6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>41–70</td>
<td>4 (7.1)</td>
<td>48 (53.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Annual family income ($US)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–4000</td>
<td>17 (30.4)</td>
<td>81 (90)</td>
<td>54.94</td>
<td>2</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>4001–10,000</td>
<td>22 (39.3)</td>
<td>5 (5.6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥10,001</td>
<td>13 (23.2)</td>
<td>2 (2.2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>4 (7.1)</td>
<td>2 (2.2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>43 (76.8)</td>
<td>5 (5.6)</td>
<td>79.37</td>
<td>1</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Married</td>
<td>13 (23.2)</td>
<td>85 (94.4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Junior middle school/lower</td>
<td>1 (1.8)</td>
<td>64 (71.1)</td>
<td>94.36</td>
<td>2</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>High middle school</td>
<td>7 (12.5)</td>
<td>19 (21.1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bachelor’s degree/higher</td>
<td>48 (85.7)</td>
<td>7 (7.8)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Subsample difference and correlations at pretest in the Chinese version of My Trauma Recovery intervention (N=146; urban: n=56; rural: n=90).

<table>
<thead>
<tr>
<th>Test</th>
<th>Subsample scores, mean (SD)</th>
<th>F 1,144</th>
<th>P value</th>
<th>PDS^a</th>
<th>P value</th>
<th>SCL-D^b</th>
<th>P value</th>
<th>SFI^c</th>
<th>P value</th>
<th>CSS^d</th>
<th>P value</th>
<th>CSE^e</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PDS</td>
<td>1.70 (0.57)</td>
<td>0.00</td>
<td>.99</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SCL-D</td>
<td>2.53 (0.83)</td>
<td>7.91</td>
<td>.006</td>
<td>.68</td>
<td>&lt;.001</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SFI</td>
<td>2.65 (0.95)</td>
<td>10.96</td>
<td>.001</td>
<td>.64</td>
<td>&lt;.001</td>
<td>.62</td>
<td>&lt;.001</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CSS</td>
<td>1.63 (0.75)</td>
<td>34.40</td>
<td>&lt;.001</td>
<td>-.13</td>
<td>.12</td>
<td>-.31</td>
<td>&lt;.001</td>
<td>-.24</td>
<td>.004</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CSE</td>
<td>1.99 (0.67)</td>
<td>0.75</td>
<td>.39</td>
<td>-.08</td>
<td>.31</td>
<td>-.06</td>
<td>.50</td>
<td>.04</td>
<td>.62</td>
<td>.32</td>
<td>&lt;.001</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>DUR^f</td>
<td>30.16 (45.71)</td>
<td>16.22</td>
<td>&lt;.001</td>
<td>-.14</td>
<td>.09</td>
<td>-.21</td>
<td>.01</td>
<td>-.06</td>
<td>.45</td>
<td>.15</td>
<td>.07</td>
<td>-.06</td>
<td>.47</td>
</tr>
</tbody>
</table>

^aPDS: Posttraumatic Diagnostic Scale.
^bSCL-D: Symptom Checklist 90-Depression scale.
^cSFI: Social Functioning Impairment.
^dCSS: Crisis Support Scale.
^eCSE: Trauma Coping Self-Efficacy scale.
^fDUR: Trauma duration (in months).
On average, the total number of days visiting CMTR was 3.50 (SD 2.82; minimum 1, maximum 12) among urban participants, of whom 80% (45/56) visited the modules for ≤4 days. The total number of days was 5.51 (SD 0.81; minimum 4, maximum 8) among rural participants, of whom 87% (78/90) used the modules for 5 or 6 days. The subsample difference reached significance ($F_{1,144}=40.50, P<.001$). Urban and rural participants did not differ in the total number of CMTR webpages completed (urban: mean 88.05, SD 76.86; rural: mean 100.13, SD 14.14; $F_{1,144}=2.12, P=.15$).

### Module Use

On average, the number of modules visited was 4.63 (SD 2.17) for urban participants and 5.48 (SD 0.66) for rural participants (see Table 3). Chi-square analysis, with categories 1 to 4 combined, revealed a significant subsample difference ($\chi^2=73.67, P<.001$).

Table 4 shows the number of webpages completed in each module during the treatment period (top half). The rural participants completed significantly more webpages in the relaxation, unhelpful coping, professional help, and social support modules, but fewer webpages in the trauma triggers and mastery tools modules than the urban participants.

### Table 3. Number of modules visited among urban and rural participants in the Chinese version of My Trauma Recovery intervention.

<table>
<thead>
<tr>
<th>Number of modules</th>
<th>Urban (n=56)</th>
<th>Rural (n=90)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Frequency</td>
<td>Proportion</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>7.1%</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>17.9%</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
<td>12.5%</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>7.1%</td>
</tr>
<tr>
<td>5</td>
<td>7</td>
<td>12.5%</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>8.9%</td>
</tr>
<tr>
<td>7</td>
<td>19</td>
<td>33.9%</td>
</tr>
</tbody>
</table>

### Table 4. Number and proportion of completed webpages in each module in the Chinese version of My Trauma Recovery intervention.

<table>
<thead>
<tr>
<th>Modulea</th>
<th>Urban (n=56)</th>
<th>Rural (n=90)</th>
<th>$F_{1,144}$</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>%</td>
<td>Mean</td>
</tr>
<tr>
<td>In 1 month</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relaxation</td>
<td>4.18</td>
<td>4.99</td>
<td>104.5</td>
<td>6.02</td>
</tr>
<tr>
<td>Triggers</td>
<td>7.41</td>
<td>9.80</td>
<td>74.1</td>
<td>2.70</td>
</tr>
<tr>
<td>Coping</td>
<td>8.86</td>
<td>11.83</td>
<td>55.4</td>
<td>17.62</td>
</tr>
<tr>
<td>Help</td>
<td>4.34</td>
<td>6.57</td>
<td>62.0</td>
<td>10.84</td>
</tr>
<tr>
<td>Self-talk</td>
<td>24.34</td>
<td>23.10</td>
<td>93.6</td>
<td>27.42</td>
</tr>
<tr>
<td>Support</td>
<td>13.13</td>
<td>14.69</td>
<td>77.2</td>
<td>17.89</td>
</tr>
<tr>
<td>Tools</td>
<td>4.86</td>
<td>4.97</td>
<td>69.4</td>
<td>0.60</td>
</tr>
<tr>
<td>On the first day</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relaxation</td>
<td>1.23</td>
<td>1.94</td>
<td>30.8</td>
<td>1.58</td>
</tr>
<tr>
<td>Triggers</td>
<td>1.38</td>
<td>4.30</td>
<td>13.8</td>
<td>0.23</td>
</tr>
<tr>
<td>Coping</td>
<td>2.29</td>
<td>5.15</td>
<td>14.3</td>
<td>0.29</td>
</tr>
<tr>
<td>Help</td>
<td>0.88</td>
<td>2.85</td>
<td>12.5</td>
<td>3.78</td>
</tr>
<tr>
<td>Self-talk</td>
<td>7.64</td>
<td>14.12</td>
<td>29.4</td>
<td>3.06</td>
</tr>
<tr>
<td>Support</td>
<td>4.70</td>
<td>8.15</td>
<td>27.6</td>
<td>1.90</td>
</tr>
<tr>
<td>Tools</td>
<td>1.84</td>
<td>2.43</td>
<td>26.3</td>
<td>0.19</td>
</tr>
</tbody>
</table>

*aThe total number of webpages in the 7 modules (from top to bottom) is 4, 10, 16, 7, 26, 17 and 7.*
**Program Use per Day**

As Figure 1 shows, the number of modules visited by urban participants decreased through the treatment course, while rural participants’ module use was relatively stable. Table 4 presents the number of webpages completed in each module on the first day (bottom half). While the rural participants completed significantly more webpages in the professional help module than the urban participants, the urban participants completed more webpages in other modules except the relaxation module on the first day.

![Figure 1. Number of modules visited per day by urban (n=56) and rural (n=90) participants in the Chinese version of My Trauma Recovery intervention.](image)

**Program Use and User Characteristics at Pretest**

A 1-way ANOVA among urban and rural participants revealed no significant sex, age, education, marital status, and family income differences in the total number of visiting days or the total number of CMTR webpages completed (all *P* > .12). As for the number of completed webpages in each module, the urban participants aged 26–40 years completed significantly more webpages in the mastery tools module than those aged 16–25 years (*F*<sub>2,53</sub> = 3.39, *P* = .04). Among rural participants, female participants visited more webpages in the professional help module than did male participants (*F*<sub>1,88</sub> = 5.02, *P* = .03), and married participants visited more webpages in the relaxation module (*F*<sub>1,88</sub> = 5.11, *P* = .03). In addition, correlation analysis showed no significant relationship between trauma duration and the 3 program use indicators in each subsample.

Table 5 presents the correlations between PDS, SCL-D, SFI, CSS, and CSE pretest scores and the program use indicators.

The total number of days was positively correlated with CSS score, and total number of webpages completed was positively correlated with SFI score. The number of webpages completed in the modules during the treatment period showed a positive association with PDS, SCL-D, SFI, and CSE scores, but a negative correlation with the CSS score. In general, these variables showed more significant correlations with the number of webpages completed in the modules on the first day than the number completed in 1 month.

**Program Use and Outcomes Change at Posttest and Follow-Up**

Table 6 shows the results of regression analysis of PDS, SCL-D, SFI, CSS, and CSE posttreatment and follow-up incremental difference scores on the number of webpages completed in each module in 1 month. Table 7 showed the results of regression analysis when the number of webpages completed in each module on the first day was entered in the second block as an independent variable.
<table>
<thead>
<tr>
<th>Program use indicator</th>
<th>PDS(^a)</th>
<th>P value</th>
<th>SCL-D(^b)</th>
<th>P value</th>
<th>SFI(^c)</th>
<th>P value</th>
<th>CSS(^d)</th>
<th>P value</th>
<th>CSE(^e)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of days</td>
<td>-.04</td>
<td>.65</td>
<td>-.06</td>
<td>.47</td>
<td>.02</td>
<td>.82</td>
<td>.22</td>
<td>.009</td>
<td>.06</td>
<td>.51</td>
</tr>
<tr>
<td>Total number of</td>
<td>.11</td>
<td>.19</td>
<td>.08</td>
<td>.33</td>
<td>.19</td>
<td>.02</td>
<td>-.03</td>
<td>.76</td>
<td>.13</td>
<td>.11</td>
</tr>
<tr>
<td>webpages completed</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Number of pages completed in each module in 1 month**

<table>
<thead>
<tr>
<th>Program use indicator</th>
<th>Relaxation</th>
<th>PDS(^a)</th>
<th>P value</th>
<th>SCL-D(^b)</th>
<th>P value</th>
<th>SFI(^c)</th>
<th>P value</th>
<th>CSS(^d)</th>
<th>P value</th>
<th>CSE(^e)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relaxation</td>
<td>.15</td>
<td>.07</td>
<td>.11</td>
<td>.19</td>
<td>.11</td>
<td>.18</td>
<td>.10</td>
<td>.25</td>
<td>.13</td>
<td>.11</td>
<td></td>
</tr>
<tr>
<td>Triggers</td>
<td>.04</td>
<td>.62</td>
<td>.15</td>
<td>.08</td>
<td>.18</td>
<td>.03</td>
<td>-.07</td>
<td>.38</td>
<td>.07</td>
<td>.43</td>
<td></td>
</tr>
<tr>
<td>Coping</td>
<td>.08</td>
<td>.37</td>
<td>-.09</td>
<td>.29</td>
<td>-.01</td>
<td>.92</td>
<td>.12</td>
<td>.15</td>
<td>.05</td>
<td>.53</td>
<td></td>
</tr>
<tr>
<td>Help</td>
<td>.20</td>
<td>.02</td>
<td>.10</td>
<td>.23</td>
<td>.18</td>
<td>.03</td>
<td>.15</td>
<td>.08</td>
<td>.04</td>
<td>.66</td>
<td></td>
</tr>
<tr>
<td>Self-talk</td>
<td>.08</td>
<td>.33</td>
<td>.03</td>
<td>.72</td>
<td>.15</td>
<td>.08</td>
<td>.01</td>
<td>.89</td>
<td>.06</td>
<td>.48</td>
<td></td>
</tr>
<tr>
<td>Support</td>
<td>.03</td>
<td>.69</td>
<td>.03</td>
<td>.71</td>
<td>.07</td>
<td>.39</td>
<td>-.07</td>
<td>.39</td>
<td>.16</td>
<td>.06</td>
<td></td>
</tr>
<tr>
<td>Tools</td>
<td>.10</td>
<td>.24</td>
<td>.20</td>
<td>.02</td>
<td>.32</td>
<td>&lt;.001</td>
<td>-.29</td>
<td>&lt;.001</td>
<td>.17</td>
<td>.04</td>
<td></td>
</tr>
</tbody>
</table>

**Number of pages completed in each module on the first day**

<table>
<thead>
<tr>
<th>Program use indicator</th>
<th>Relaxation</th>
<th>PDS(^a)</th>
<th>P value</th>
<th>SCL-D(^b)</th>
<th>P value</th>
<th>SFI(^c)</th>
<th>P value</th>
<th>CSS(^d)</th>
<th>P value</th>
<th>CSE(^e)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relaxation</td>
<td>.02</td>
<td>.78</td>
<td>-.03</td>
<td>.69</td>
<td>-.02</td>
<td>.86</td>
<td>.13</td>
<td>.11</td>
<td>.01</td>
<td>.86</td>
<td></td>
</tr>
<tr>
<td>Triggers</td>
<td>.18</td>
<td>.03</td>
<td>.25</td>
<td>.002</td>
<td>.24</td>
<td>.004</td>
<td>-.13</td>
<td>.13</td>
<td>-.05</td>
<td>.55</td>
<td></td>
</tr>
<tr>
<td>Coping</td>
<td>.19</td>
<td>.02</td>
<td>.23</td>
<td>.006</td>
<td>.20</td>
<td>.02</td>
<td>-.21</td>
<td>.01</td>
<td>-.01</td>
<td>.92</td>
<td></td>
</tr>
<tr>
<td>Help</td>
<td>.15</td>
<td>.08</td>
<td>.06</td>
<td>.51</td>
<td>-.01</td>
<td>.86</td>
<td>.22</td>
<td>.009</td>
<td>.05</td>
<td>.55</td>
<td></td>
</tr>
<tr>
<td>Self-talk</td>
<td>.08</td>
<td>.33</td>
<td>.17</td>
<td>.04</td>
<td>.15</td>
<td>.07</td>
<td>-.22</td>
<td>.006</td>
<td>-.23</td>
<td>.006</td>
<td></td>
</tr>
<tr>
<td>Support</td>
<td>.15</td>
<td>.07</td>
<td>.23</td>
<td>.005</td>
<td>.12</td>
<td>.16</td>
<td>-.19</td>
<td>.02</td>
<td>.07</td>
<td>.38</td>
<td></td>
</tr>
<tr>
<td>Tools</td>
<td>.15</td>
<td>.08</td>
<td>.24</td>
<td>.004</td>
<td>.22</td>
<td>.009</td>
<td>-.29</td>
<td>&lt;.001</td>
<td>.02</td>
<td>.81</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)PDS: Posttraumatic Diagnostic Scale.

\(^b\)SCL-D: Symptom Checklist 90-Depression.

\(^c\)SFI: Social Functioning Impairment.

\(^d\)CSS: Crisis Support Scale.

\(^e\)CSE: Trauma Coping Self-Efficacy scale.
Table 6. Regressions on the number of webpages completed in each module in 1 month by participants in the Chinese version of My Trauma Recovery intervention (N=146).

<table>
<thead>
<tr>
<th>Module</th>
<th>PDS&lt;sup&gt;a&lt;/sup&gt;</th>
<th>SCL-D&lt;sup&gt;b&lt;/sup&gt;</th>
<th>SFI&lt;sup&gt;c&lt;/sup&gt;</th>
<th>CSS&lt;sup&gt;d&lt;/sup&gt;</th>
<th>CSE&lt;sup&gt;e&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>b</td>
<td>Beta</td>
<td>P value</td>
<td>b</td>
<td>Beta</td>
</tr>
<tr>
<td>Posttreatment incremental difference (n=122)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relaxation</td>
<td>-0.01</td>
<td>-0.02</td>
<td>.89</td>
<td>-0.03</td>
<td>-0.08</td>
</tr>
<tr>
<td>Triggers</td>
<td>0.01</td>
<td>0.04</td>
<td>.71</td>
<td>0.01</td>
<td>0.04</td>
</tr>
<tr>
<td>Coping</td>
<td>0.01</td>
<td>0.10</td>
<td>.40</td>
<td>0.02</td>
<td>0.14</td>
</tr>
<tr>
<td>Help</td>
<td>-0.01</td>
<td>-0.05</td>
<td>.67</td>
<td>-0.05</td>
<td>-0.25</td>
</tr>
<tr>
<td>Self-talk</td>
<td>-0.02</td>
<td>-0.26</td>
<td>.047</td>
<td>-0.02</td>
<td>-0.23</td>
</tr>
<tr>
<td>Support</td>
<td>0.01</td>
<td>0.10</td>
<td>.39</td>
<td>-0.01</td>
<td>-0.11</td>
</tr>
<tr>
<td>Tools</td>
<td>-0.02</td>
<td>-0.05</td>
<td>.65</td>
<td>0.09</td>
<td>0.28</td>
</tr>
<tr>
<td>R&lt;sup&gt;2&lt;/sup&gt;</td>
<td>.05</td>
<td>.17</td>
<td>.21</td>
<td>.09</td>
<td>.15</td>
</tr>
<tr>
<td>Follow-up incremental difference (n=113)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relaxation</td>
<td>-0.04</td>
<td>-0.10</td>
<td>.38</td>
<td>-0.02</td>
<td>-0.05</td>
</tr>
<tr>
<td>Triggers</td>
<td>0.02</td>
<td>0.12</td>
<td>.28</td>
<td>0.02</td>
<td>0.10</td>
</tr>
<tr>
<td>Coping</td>
<td>-0.01</td>
<td>-0.09</td>
<td>.48</td>
<td>0.00</td>
<td>0.03</td>
</tr>
<tr>
<td>Help</td>
<td>0.03</td>
<td>0.13</td>
<td>.32</td>
<td>-0.01</td>
<td>-0.06</td>
</tr>
<tr>
<td>Self-talk</td>
<td>-0.01</td>
<td>-0.07</td>
<td>.59</td>
<td>-0.02</td>
<td>-0.17</td>
</tr>
<tr>
<td>Support</td>
<td>-0.01</td>
<td>-0.10</td>
<td>.39</td>
<td>-0.01</td>
<td>-0.05</td>
</tr>
<tr>
<td>Tools</td>
<td>0.08</td>
<td>0.26</td>
<td>.07</td>
<td>0.10</td>
<td>0.31</td>
</tr>
<tr>
<td>R&lt;sup&gt;2&lt;/sup&gt;</td>
<td>.17</td>
<td>.26</td>
<td>.28</td>
<td>.27</td>
<td>.07</td>
</tr>
</tbody>
</table>

<sup>a</sup>PDS: Posttraumatic Diagnostic Scale.
<sup>b</sup>SCL-D: Symptom Checklist 90-Depression.
<sup>c</sup>SFI: Social Functioning Impairment.
<sup>d</sup>CSS: Crisis Support Scale.
<sup>e</sup>CSE: Trauma Coping Self-Efficacy scale.
Table 7. Regressions on the number of webpages completed in each module on the first day by participants in the Chinese version of My Trauma Recovery intervention (N=146).

<table>
<thead>
<tr>
<th>Module</th>
<th>PDS&lt;sup&gt;a&lt;/sup&gt;</th>
<th>SCL-D&lt;sup&gt;b&lt;/sup&gt;</th>
<th>SFI&lt;sup&gt;c&lt;/sup&gt;</th>
<th>CSS&lt;sup&gt;d&lt;/sup&gt;</th>
<th>CSE&lt;sup&gt;e&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>b</td>
<td>Beta</td>
<td>P value</td>
<td>b</td>
<td>Beta</td>
</tr>
<tr>
<td>Posttreatment incremental difference (n=122)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relaxation</td>
<td>−0.06</td>
<td>−0.13</td>
<td>.18</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Triggers</td>
<td>−0.04</td>
<td>−0.10</td>
<td>.49</td>
<td>−0.04</td>
<td>−0.10</td>
</tr>
<tr>
<td>Coping</td>
<td>0.01</td>
<td>0.04</td>
<td>.77</td>
<td>−0.001</td>
<td>−0.002</td>
</tr>
<tr>
<td>Help</td>
<td>−0.02</td>
<td>−0.09</td>
<td>.36</td>
<td>−0.05</td>
<td>−0.23</td>
</tr>
<tr>
<td>Self-talk</td>
<td>−0.01</td>
<td>−0.05</td>
<td>.62</td>
<td>−0.02</td>
<td>−0.17</td>
</tr>
<tr>
<td>Support</td>
<td>−0.00</td>
<td>−0.01</td>
<td>.93</td>
<td>−0.01</td>
<td>−0.05</td>
</tr>
<tr>
<td>Tools</td>
<td>−0.02</td>
<td>−0.02</td>
<td>.86</td>
<td>0.09</td>
<td>0.13</td>
</tr>
<tr>
<td>R&lt;sup&gt;2&lt;/sup&gt;</td>
<td>.04</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Follow-up incremental difference (n=113)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relaxation</td>
<td>−0.10</td>
<td>−0.21</td>
<td>.06</td>
<td>−0.03</td>
<td>−0.07</td>
</tr>
<tr>
<td>Triggers</td>
<td>0.04</td>
<td>0.04</td>
<td>.68</td>
<td>0.07</td>
<td>0.08</td>
</tr>
<tr>
<td>Coping</td>
<td>0.02</td>
<td>0.05</td>
<td>.58</td>
<td>−0.02</td>
<td>−0.04</td>
</tr>
<tr>
<td>Help</td>
<td>−0.04</td>
<td>−0.16</td>
<td>.18</td>
<td>−0.01</td>
<td>−0.03</td>
</tr>
<tr>
<td>Self-talk</td>
<td>−0.01</td>
<td>−0.11</td>
<td>.28</td>
<td>−0.02</td>
<td>−0.18</td>
</tr>
<tr>
<td>Support</td>
<td>−0.01</td>
<td>−0.04</td>
<td>.70</td>
<td>−0.02</td>
<td>−0.09</td>
</tr>
<tr>
<td>Tools</td>
<td>0.09</td>
<td>0.11</td>
<td>.37</td>
<td>0.07</td>
<td>0.09</td>
</tr>
<tr>
<td>R&lt;sup&gt;2&lt;/sup&gt;</td>
<td>.15</td>
<td>.23</td>
<td>.19</td>
<td>.28</td>
<td>.08</td>
</tr>
</tbody>
</table>

<sup>a</sup>PDS: Post-traumatic Diagnostic Scale.
<sup>b</sup>SCL-D: Symptom Checklist 90-Depression.
<sup>c</sup>SFI: Social Functioning Impairment.
<sup>d</sup>CSS: Crisis Support Scale.
<sup>e</sup>CSE: Trauma Coping Self-Efficacy scale.

As shown, after controlling for demographic variables, subsample, and trauma duration, use of the relaxation (on the first day), professional help (in 1 month, on the first day), and self-talk (in 1 month, on the first day) modules was associated with score reductions in the PDS and SCL-D. However, use of the mastery tools module in 1 month was unexpectedly associated with score increases in PDS and SCL-D.

In addition, use of the triggers (in 1 month) and self-talk (on the first day) modules was associated with score increases in CSE, but use of the professional help module on the first day was associated with a score reduction in CSE.

As for social variables, use of the triggers (on the first day) and self-talk (in 1 month, on the first day) modules was associated with score reductions in SFI. However, use of the relaxation (in 1 month) and unhelpful coping (in 1 month, on the first day) modules was associated with score increases in SFI. Also, use of the relaxation (in 1 month, on the first day) and professional help (on the first day) modules was associated with score reductions in CSS.

Discussion

Main Findings

Program Use

The urban and rural participants used the CMTR program for 1 month in different ways and showed different patterns of program use. In general, the rural participants used the program for more days, visited more modules, and completed more webpages in most modules than the urban participants in 1 month. However, the rural participants may actually have been passive users compared with the urban participants. First, they completed a much smaller proportion of the mastery tools module, which contains all of the tools and skills exercises. Second, while the urban participants quickly decreased the number of modules they visited from the second day, which is consistent with previous findings [29], the rural participants visited on average 1 module in each session. This might have been due to the prescribed intervention procedure among these rural users. In this sense, the program adherence indicator of number of webpages completed in each module is more informative than other general program use indicators.
It is important to note that the relatively passive program use among rural participants might have been due to their lack of Internet use experience (eg, being less skilled at module switching) rather than lack of motivation. The data revealed that the rural participants completed a larger proportion of the professional help module on the first day, as well as during the treatment period, which may indicate a motivation to receive interventions. If this is the case, future studies could effectively increase the program use in rural populations by improving their Internet use skills before applying interventions.

**User Characteristics and Program Use**

The total number of visiting days and completed webpages showed a positive association only with social factors. That is, users with higher social support and social functioning impairment tended to use the program more. As for the number of webpages completed in the modules, demographic, disease severity, and psychological and social factors all showed some significant correlations. Consistent with previous findings [23], the urban participants aged 26–40 years completed more webpages in the mastery tools module than those aged 16–25 years. Among rural participants, female and married participants visited more webpages in different modules than did male and single participants.

PTSD symptoms and depression before treatment were positively related to module use, particularly to that on the first day. This suggests that disease severity has a motivational role in program use, which is consistent with previous findings [6]. Moreover, the better correlation on the first day supports the CMTR program’s original intention: that users will be directed to those modules that may be most useful for them based on their self-test results. These findings thus might help us to learn about users’ needs and then improve the intervention efficacy even with limited program use. Given that a large number of individuals dropped out after a few sessions but still benefited from Web-based interventions [18,30], it may be valuable in future research to design short-term as well as long-term use patterns of such interventions in order to benefit more users.

While social functioning impairment was positively related to module use, similar to disease severity variables, our findings on the other social factor (ie, social support) were more complex. Social support at pretest was positively associated with the total number of days visiting CMTR, but negatively related to the use of most modules, except for the professional help module, which introduces what happens in face-to-face professional counseling. These findings indicated that, on the one hand, individuals with less social support might be less interested in seeking face-to-face professional help, and be motivated to use Web-based intervention programs. On the other hand, more social support might provide resources for individuals to insist on using a self-help intervention program.

The motivational role and resource role of social support were also reported in previous studies [31]. For example, Yli-Uotila et al [32] found that patients with cancer used the Internet as a source of social support due to the need for emotional and informational support, a lack of support outside the Internet, the ease of communication, and the negative experiences caused by the illness. As for the resource role, previous studies revealed that support from partners and friends was associated with individual adherence to Web-based interventions [12]. Thus, further research should pay attention to the various roles of social factors to better understand who chooses Web-based interventions and why, and how they use the program through the intervention course, particularly in collectivist cultures.

Finally, participants’ coping self-efficacy was negatively related to the use of the self-talk module on the first day, but positively related to use of the mastery tools module in 1 month. Thus, coping self-efficacy might also play a motivational role in pushing individuals to use the program content, and resources could be offered for individuals particularly to complete interactive tasks (eg, exercises and activities in a program), providing further support for the role of self-efficacy in improving Web-based intervention program use [12,13].

**Program Use and Outcomes Change**

Among the 7 modules that we examined in this study, the self-talk and triggers modules showed a consistent association with improvement in 4 outcomes (ie, PTSD symptoms, depression, coping self-efficacy, and social functioning impairment). The relaxation module was associated with positive change in PTSD symptoms, but with negative change in 2 social variables (ie, social functioning impairment and social support). The professional help module was associated with a positive change in depression, but its use on the first day was related to a negative change in coping self-efficacy and social support. The unhelpful coping module showed an association with negative change in social functioning impairment. The mastery tools module use in 1 month showed a consistent association with a negative change in disease severity variables (ie, PTSD symptoms and depression).

These findings provide a better understanding of how the CMTR program worked to help the participants in dealing with their PTSD symptoms and depression after trauma [18]. They also showed that the CMTR modules did not play a unified role in treatment. Thus, the effectiveness of various elements in Web-based intervention programs should be examined (eg, education, self-monitoring, feedback or tailored information, self-management training, and personal exercise program) [33]. Also, future studies need to examine different delivery forms of these elements, for example, providing exercises outside of or within its educational context.

Moreover, it is surprising that the CMTR modules seem to have had much less of an effect in improving users’ social support and social functioning impairment. Given that individuals turn to the Internet for social support, as well as for health information, the perceived low effectiveness in social support improvement may also cause user dropout and low adherence to Web-based intervention programs [34]. It is thus essential to consider social factors in Web-based interventions, for example, providing special social support-related content (eg, the social support module in CMTR) for social skills training, or using some form of service delivery (eg, contact with therapists or other users, forum posts, and blog posts; [35]) to offer social experiences for users. This is also one goal in future research on the CMTR program. Other goals are updating contents based...
on the latest research advances and making more cultural adaptations.

**Limitations**

First, this study had limitation in sampling. Due to the small size and self-selected sample, our findings cannot be generalized to populations from hospitals or outpatient clinics. Future studies need to examine CMTR program use in a larger representative sample. In particular, attention should be paid to the difference in Web-based intervention program use between urban and rural residents. As a potential target group of Web-based interventions, rural residents may benefit from (minimal) guided self-help interventions, although lack of Internet use experience could hinder their full use of these interventions. Future research should investigate more directly the impact of this group’s other characteristics (eg, Internet use experience, lay beliefs about health problems) on their program use and explore effective methods to improve their program use in a practical way, such as offering short-term computer training before interventions.

A second limitation was a lack of control over the impact of program factors (eg, different number of webpages in modules, and the types of webpages in modules) on module use. Such an impact might be complex. For example, the self-talk, social support, and unhelpful coping modules all contain a relatively large number of webpages (ie, 16–26 pages), but the (urban) participants used them in very different ways. Thus, more specific indicators should be adopted to assess the active use of these program elements rather than passive exposure to the general program.

Finally, the findings on first-day and 1-month program use have implications for further research. Finding user and program characteristics that promote initial program use and continuous program use will be helpful. Understanding the quicker and slower effectiveness of various program elements would also be helpful.
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Abstract

Background: Veterans with history of deployment in the Global War on Terror face significant and ongoing challenges with high prevalences of adverse psychological, physical, spiritual, and family impacts. Together, these challenges contribute to an emerging public health crisis likely to extend well into the future. Innovative approaches are needed that reach veterans and their family members with strategies they can employ over time in their daily lives to promote improved adjustment and well-being.

Objective: The objective of this study was to evaluate effects of use of a Web-based, self-directed program of instruction in mind- and body-based wellness skills to be employed by Global War on Terror veterans and their significant relationship partners on mental health and wellness outcomes associated with postdeployment readjustment.

Methods: We recruited 160 veteran-partner dyads in 4 regions of the United States (San Diego, CA; Dallas, TX; Fayetteville, NC; and New York, NY) through publicity by the Iraq and Afghanistan Veterans of America to its membership. Dyads were randomly allocated to 1 of 4 study arms: Mission Reconnect (MR) program alone, MR plus the Prevention and Relationship Enhancement Program (PREP) for Strong Bonds weekend program for military couples, PREP alone, and waitlist control. We administered a battery of standardized and investigator-generated instruments assessing mental health outcomes at baseline, 8 weeks, and 16 weeks. Dyads in the MR arms were provided Web-based and mobile app video and audio instruction in a set of mindfulness-related stress reduction and contemplative practices, as well as partner massage for reciprocal use. All participants provided weekly reports on frequency and duration of self-care practices for the first 8 weeks, and at 16 weeks.

Results: During the first 8-week reporting period, veterans and partners assigned to MR arms used some aspect of the program a mean of 20 times per week, totaling nearly 2.5 hours per week, with only modest declines in use at 16 weeks. Significant improvements were seen at 8 and 16 weeks in measures of posttraumatic stress disorder, depression, sleep quality, perceived stress, resilience, self-compassion, and pain for participants assigned to MR arms. In addition, significant reductions in self-reported levels of pain, tension, irritability, anxiety, and depression were associated with use of partner massage.

Conclusions: Both veterans and partners were able to learn and make sustained use of a range of wellness practices taught in the MR program. Home-based, self-directed interventions may be of particular service to veterans who are distant from, averse to, or prohibited by schedule from using professional services. Leveraging the partner relationship may enhance sustained use of self-directed interventions for this population. Use of the MR program appears to be an accessible, low-cost approach that supports well-being and reduces multiple symptoms among post-9/11 veterans and their partners.

veterans; PTSD; moral injury; mind-body therapies; mindfulness; patient-centered care; compassion; Web-based program; reintegration

Introduction

Since 2001, roughly 2.3 million US military personnel have been deployed to the Global War on Terror, many more than once. These veterans have displayed high rates of comorbidity of chronic pain, posttraumatic stress disorder (PTSD), mild traumatic brain injury, and other conditions, creating an urgent need for innovative, accessible interventions and multimodal treatment approaches [1,2]. PTSD rates are estimated at ≤30% [3]. A review of 29 studies found “prevalence rates of adult men and women previously deployed ranging from 5% to 20% for those who do not seek treatment and around 50% for those who do seek treatment” [4].

In addition, up to 81.5% of Global War on Terror veterans have acute or chronic pain [5-7]. In fact, many veterans live with complex pain resulting from multiple physical injuries, the pain from which may be exacerbated by high rates of emotional distress and mental problems resulting from traumatic brain injury [8]. Suicidality also remains a concern. A recent analysis of the military suicide prevention provisions mandated by a presidential executive order in 2012 concludes they have not been fully and effectively implemented and the goal of reducing military suicide “remains elusive” [9].

Postdeployment screening has suggested that many returning veterans may have problems that warrant treatment, but the majority may not receive treatment [10,11]. The RAND Center for Military Health Policy Research found that barriers deterring veterans from seeking help include concerns about negative career repercussions, belief that treatment won’t be effective, the prospect of long wait times, limited availability of providers, and the potential side effects of medications. They concluded that continued research is needed to develop more effective treatment options [12]. Together, the complexity of many veterans’ situations and the multiple interferences with receiving treatment contribute to an emerging public health crisis that is likely to extend well into the future [13].

While veterans face several risk factors for long-term mental health problems, higher interpersonal support is protective [14]. The critical role of such support was recognized by a joint work group of researchers from the US National Institute of Mental Health, the US Department of Veterans Affairs (VA), and the US Department of Defense (DoD) that singled out couple-focused interventions as among the needed directions for new research [15]. Indeed, significant attention has been focused on the impact of deployment on the spouse, as 55% of returning soldiers are married [16]. Evidence indicates that spouses may experience greater levels of emotional stress than soldiers, with soldiers’ combat exposure reflected in higher spousal stress levels [17]. A review of 14 studies found that longer deployments, deployment extensions, and PTSD in military personnel were associated with psychological problems for the spouse [18]. Finally, there is evidence that the stresses of deployment may adversely affect marital satisfaction in military couples well after a return [19]. Thus, for a primary relationship to serve the much-needed support function for veterans, the impact of deployment on the veteran, the partner, and the relationship all need to be recognized and addressed.

The DoD’s most widely used effort to engage the relationship dyad in reintegration has been the Prevention and Relationship Enhancement Program (PREP) for Strong Bonds (PREP Inc, Greenwood Village, CO, USA), a standardized program administered by military chaplains [20]. However, due to limited resources, the Strong Bonds program has the modest goal to target only 18% of postdeployment Army personnel and their families (Chaplain (Maj) J Bartels, Strong Bonds Program Operations Manager, Chaplaincy Headquarters, US Department of the Army, oral communication, June 8, 2016). Additional smaller efforts exist, such as Families OverComing Under Stress [21], and most recently the VA system has begun offering the Warrior to Soulmate program at a few VA hospitals [22]. Unfortunately, such programs have inherent barriers limiting their reach into the full population in need. These include geographic distance, required time away from work and children, a group-based experience, which is aversive to some, and the requirement of qualified professional leadership, which is costly and not always readily available.

Alternative approaches are needed that are both accessible and acceptable to veterans and their partners, to help mitigate the long-term impacts of deployment on their well-being and relationship stability. One such approach is the use of Internet-based multimedia instruction in both individual and collaborative self-care strategies. This paper reports the results of a study of an integrated program of mind- and body-based therapies delivered in multimedia format by the Internet and mobile app. Entitled Mission Reconnect (MR), the program was designed as a dyadic intervention for post-9/11 veterans and their partners to use individually and together, teaching selected self-care strategies aimed at addressing short- and long-term impacts of deployment and promoting well-being.

A phase I feasibility study of MR found high compliance and significant improvements in measures of perceived stress, depression, PTSD, and self-compassion for both members of the dyad. In addition, significant reductions were reported in pain, tension, irritability, anxiety, and depression for veterans following partner-delivered massage [23]. These results indicated that meaningful improvements in well-being are possible with this form of intervention. The objective of this subsequent study is to evaluate effects of use of MR on mental health outcomes associated with postdeployment readjustment in a randomized controlled trial with an active comparator (ClinicalTrials trial registration number NCT01680419).
Methods

The MR Program

The MR program is grounded in the biopsychosocial model of health [24]. Just as the risks and threats to well-being in the target population are multidimensional and affect multiple systems (psychological, social, spiritual and physical), multidimensional intervention addressing these multiple systems simultaneously may be beneficial. VA staff treating this comorbid population have coined the term postdeployment multisymptom disorder and noted that treatments focusing on only a single condition or symptom produce “suboptimal outcomes” [25]. Thus, we composed an integrated program of practices supporting psychological (PTSD, stress, depression, resilience, self-compassion), social (mutual support, relationship satisfaction, collaborative participation, compassion), and physical outcomes (physical pain, tension, sleep quality).

The specific methods used are grounded in the evidence bases of mindfulness-based therapies [26,27], massage therapy [28,29], positive emotions [30-32], and caregiver education [33,34]. MR is designed for autonomous, self-directed use without dependence on professional instruction. This makes it a resource for users not accessing formal services, whether due to geographic obstacles, lack of suitable services, or personal preference. It is not designed as a substitute for formal clinical services but can be used to complement or enhance them.

The program delivers the instruction by techniques grouped into three categories—connecting with yourself, connecting with quiet, and connecting with your partner—together comprising the 11 individual activities described in Table 1. Instruction is provided via videos, guided audio exercises, and written materials, all accessible on the program website [35] and mobile device apps (iOS, Android, and Windows Phone versions). The study website was a static design but has been made responsive design since completion of the study. The information offered on the website and the mobile app is redundant except for the print materials (see the Supporting Materials subsection below), which can be downloaded from the website only.

Video Content

We obtained instructional footage by filming 2 workshops teaching MR to 11 Iraq and Afghanistan veterans and their partners. The Program Overview video (54 minutes) introduces the program and provides instructional sequences for the individual exercises, accompanied by commentary and discussion by workshop participants and Dr Wayne Jonas, a former military physician and expert in the field of integrative health care. Footage of massage instruction, also with veterans and partners, is presented in the program’s Massage Instruction video (37 minutes). A Massage Video Supplement (3 minutes) addresses logistics of using home furniture. The video menu, as participants saw it, can be viewed in Figure 1.

Audio Content

The 9 audio exercises range in length from 1 to 22 minutes. Users are encouraged to listen, learn the practices, and then use each technique with or without guided instruction as they wish. As Figure 2 indicates, users could also view reasons why to use each practice. Clicking on Why for any practice would produce 3 to 5 brief statements, based on research, indicating potential benefit from that practice. For instance, for centering, they would see “Helps calm and relax the mind and body;” “Helps you feel grounded and present;” “Helps you be less reactive to thoughts and feelings;” “Gives you more choice about how to respond to events and feelings;” and “Helps you feel peaceful more easily.”

Supporting Materials

A massage instruction booklet and a 1-page illustrated massage reminder handout are downloadable from the website [35]. A What if? feature on the website and the app enables users to access advice on how to apply program techniques in specific challenging situations such as problems with sleep, focus, and concentration. Clicking on any of the arrows next to a What If? topic, as seen in Figure 3, would open to a page displaying both written suggestions and active audio links. Users can submit questions through the What if? interface or suggest future content to enhance the program. Optional Audios include the guided audio exercises using the alternative gender voice to that used in the main program (see Multimedia Appendix 1 for a video introduction to MR offering an overview of the elements of the program).
Table 1. Content of the Mission Reconnect Program.

<table>
<thead>
<tr>
<th>Component</th>
<th>Description</th>
<th>Run time</th>
<th>Media</th>
</tr>
</thead>
<tbody>
<tr>
<td>Program overview</td>
<td>Introduction to the structure and components of the program; instructional sequences; motivational interviews with experts and participants.</td>
<td>54:29</td>
<td>Video</td>
</tr>
<tr>
<td>Connecting with yourself</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Morning gratitude</td>
<td>A brief practice of starting each day with a moment of spoken gratitude to encourage positive mood, empathy, forgiveness, focus, and sleep quality.</td>
<td>2:49</td>
<td>Audio</td>
</tr>
<tr>
<td>Mirror greeting</td>
<td>A brief practice of greeting oneself in a mirror with positive self-regard to encourage self-confidence and resilience, and to decrease tension.</td>
<td>1:18</td>
<td>Audio</td>
</tr>
<tr>
<td>Loosening and relaxing</td>
<td>A brief practice of standing and rhythmically moving to relax, release physical tension, bring awareness into the body, and feel happier.</td>
<td>5:50</td>
<td>Video &amp; audio</td>
</tr>
<tr>
<td>Waking up the body</td>
<td>A brief practice of rhythmically patting and stimulating meridians to increase energy and blood flow, and one’s sense of aliveness.</td>
<td>9:26</td>
<td>Video &amp; audio</td>
</tr>
<tr>
<td>Reset and refresh</td>
<td>Evoking a series of yawns to release tension, interrupt stressful patterns of thought or feeling, prompt oxytocin production, and return attention to the present moment.</td>
<td>2:42</td>
<td>Video &amp; audio</td>
</tr>
<tr>
<td>Connecting with quiet</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Centering</td>
<td>A guided exercise of basic mindfulness instruction focused on using the breath as an anchor to the present moment and to reduce reactivity.</td>
<td>9:41</td>
<td>Video &amp; audio</td>
</tr>
<tr>
<td>Movement into stillness</td>
<td>A brief practice of gentle swaying movement to bring body and mind into alignment in the present moment. Effects are similar to centering; method is ideal for those who cannot sit still.</td>
<td>4:08</td>
<td>Video &amp; audio</td>
</tr>
<tr>
<td>Deep relaxation</td>
<td>A guided exercise lying down or sitting and combining aspects of traditional progressive relaxation and yoga nidra meditation, for sleep enhancement and relaxation.</td>
<td>23:12</td>
<td>Video &amp; audio</td>
</tr>
<tr>
<td>Connecting with your partner</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seeing each other</td>
<td>A guided contemplative exercise focused on eliciting appreciation, compassion, and forgiveness for one’s partner and oneself, done alone or together.</td>
<td>8:00</td>
<td>Video &amp; audio</td>
</tr>
<tr>
<td>Giving massage</td>
<td>Practicing being present with one’s partner by providing comfort and relaxation through simple massage techniques, and by receiving massage.</td>
<td>37:35</td>
<td>Video &amp; print</td>
</tr>
<tr>
<td>Receiving massage</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

[Table source: J Med Internet Res 2016 | vol. 18 | iss. 9 | e255 | p.21](http://www.jmir.org/2016/9/e255/)
Figure 1. Mission Reconnect Video Menu.

Figure 2. Mission Reconnect Practice Menu.
Aims and Hypotheses

Aim 1 was to evaluate the impact of MR on mental health outcomes associated with postdeployment readjustment (primary outcomes). Hypothesis 1 was that veterans and partners assigned to MR would report significantly greater improvements in stress, depression, PTSD symptoms, self-compassion, sleep quality, resilience, social support, and relationship satisfaction compared with those in the non-MR comparison groups.

Aim 2 was to evaluate program use and satisfaction among participants in the MR program (secondary outcomes). Hypothesis 2 was that participants assigned to MR would comply with recommendations to use the nonmassage techniques of the program weekly and would average 30 minutes per week of nonmassage practice. Hypothesis 3 was that participants assigned to MR would comply with recommendations to exchange massages weekly and would receive an average of at least one massage per week. Hypothesis 4 was that users of MR receiving massage would report significant positive massage effects.

Aim 3 was to collect exploratory data on change in pain levels associated with the use of MR. There were no specific hypotheses associated with this aim.

Aim 4 was to collect exploratory data on the presence of moral injury. There were no specific hypotheses associated with this aim.

Study Design

To evaluate outcomes of MR, we planned a 4-arm randomized controlled trial using a standard-of-care comparator to evaluate both comparative and additive effects over a 16-week period. The comparator was the PREP for Strong Bonds program used widely by the military for relationship enhancement and postdeployment reintegration [36]. This is a standardized, evidence-based program conducted during weekend residential retreats with experiential exercises, facilitated by Army Chaplain Corps-trained chaplains. The multidimensional program uses methods from cognitive behavioral therapy and communication-oriented marital enhancement programs developed by Markman et al, Denver University Center for Marital and Family Studies [37]. Thus, the 4 arms to be studied were (1) MR alone, (2) MR+PREP, (3) PREP alone, and (3) a waitlist control. Sample size was determined by power analysis applied to the phase I feasibility data [23]. We planned a sample of 160 dyads, with 40 dyads allocated to each arm.

Participants

Eligibility

Eligible applicants were veteran-partner dyads in which the veteran had a history of deployment in a post-9/11 combat operation. This includes what the US DoD has labeled Operation Iraqi Freedom, Operation Enduring Freedom, and Operation New Dawn. As proof of deployment, veterans typically provided their Form DD214, a discharge or separation from service document provided by the military that includes the veteran’s military service record. This verification of deployment had to be provided before random allocation. The partner could be a spouse, life partner, fiancé or fiancée, girlfriend or boyfriend, or in other significant relationship identified by the veteran as fulfilling the role of “partner” for the purposes of mutual support. While most dyads had partners with no military
experience, some dual-veteran dyads also applied and were accepted. No queries were made regarding prior use of meditation or other complementary and alternative techniques.

Publicity and Recruitment

Iraq and Afghanistan Veterans of America provided publicity for recruitment through their website, social media channels, and geographically targeted emails to their membership announcing the study [38]. To achieve geographic diversity, we recruited study cohorts for all 4 study arms in each of 4 metropolitan areas: San Diego, CA; Dallas, TX; Fayetteville, NC; and New York, NY, USA.

Application and Consent

The New England Independent Review Board (Needham, MA) provided institutional review board oversight. Prospective participants completed a Web-based application (PsychData, State College, PA, USA), which included the consent form (downloadable as a pdf file). Applicants gave electronic consent by marking a box attesting they had read the consent form when they submitted the application. Applicants were interviewed by phone by a research assistant to determine candidacy—that is, that the dyad met all the eligibility requirements and was available for the planned meeting date in their city if they were selected. Launch meetings were held in each city for each arm (content is listed below in the Protocols subsection). All meetings were held in hotel conference rooms, except in New York, where the MR-only and waitlist meetings were held in a conference room at the offices of Iraq and Afghanistan Veterans of America, the organization that had helped in recruitment.

Random Allocation

From each city’s eligible candidate pool, we selected, based on our ethnic and racial diversity criteria, 40 candidate dyads to be randomly allocated to the 4 arms in that city (random allocation was generated through Randomization.com [39]). Candidates not selected were placed on an alternates list. After random allocation and before any data collection, we notified selected dyads of their assignment and required date of attendance at a launch meeting to begin the study for their arm. Those who declined or dropped out before the launch meeting were replaced by a randomly selected dyad from that city’s alternates list, to fill the vacated slot so as to preserve the original randomization. If a city had insufficient candidates to fill a slot, we moved the empty slot to its same arm in another city and used the new city’s alternates list to randomly select a dyad for the vacant slot, to satisfy the overall study randomization plan of 40 dyads per arm (this was done twice).

Protocols

MR-Only

Dyads attended a 90-minute launch meeting designed to ensure that they understood their responsibilities to the study, and the logistics of both data collection and participant compensation. Each MR-only launch meeting included all dyads in that city that had been randomly allocated to the MR-only arm. The investigators introduced themselves, attendees introduced themselves, and the investigators went over the logistics of participation. The 10-minute Introduction chapter of the Program Overview video was shown followed by explanation of data collection procedures materials. Participants’ responsibilities were described, including trying all MR techniques at least once during the first few weeks, sharing weekly massage with one’s partner, and providing Web-based data through 8 weekly reports and 3 surveys. Data collection procedures were explained, as were the mechanics of compensation linked to data collection, and each participant received a debit card that had been preloaded with compensation for the baseline survey they had completed prior to the launch meeting. The importance to the study of the MR-only arm was explained, participants were thanked for their willingness to participate in the study, and the meeting was concluded. No actual instruction or practice took place in the launch meeting. For the duration of the study, MR dyads received a weekly e-newsletter from the investigators focused on general reiteration of instructions and encouragement to try all the practices.

MR+PREP

Dyads attended a standardized weekend residential PREP retreat led by a PREP-trained army chaplain. A total of 3 chaplains were used across the 4 cities. A teleconference among the chaplains, investigators, and a trainer from PREP Inc headquarters was conducted to establish fidelity with current PREP content, and a standard program with 12 hours of content was agreed upon before the study. PREP weekends lasted from Friday evening to noon Sunday. Instruction focused on communication and relationship building, problem solving, stress and relaxation, intimacy, forgiveness, and commitment. After lunch Sunday, the dyads attended an MR launch meeting with the same protocol as described for the MR-only participants above.

PREP-Only

Dyads attended a standardized PREP weekend as described above. At the program’s conclusion, the chaplain (scripted by the investigators to be the same as for waitlist participants, described below) provided the launch meeting content for non-MR participants. As with other arms, attendees were given instructions for data collection on the project website for the remainder of the study. The participants’ compensation was explained and attendees received their debit cards that had been preloaded with compensation for the baseline survey they had completed prior to the PREP weekend. The importance of their arm to the integrity and value of the study was explained, and participants were thanked for their willingness to participate in the study. Participants were instructed to continue their usual behavior regarding self-care or wellness-related activity. At the end of the study, they would be given access to the MR program.

Waitlist

Dyads attended a 90-minute launch meeting with the investigators to receive their instructions for data collection on the project website. As with other arms, they were introduced to the purpose of the project, the design of the study, the mechanism for their compensation, and the importance of the waitlist control arm to the study. They were instructed to continue with their usual behavior regarding self-care or wellness-related activity. They were thanked for their participation and given their debit cards preloaded with
compensation for the baseline survey they had completed prior to the meeting. At the end of the study, they would be given access to the MR program.

**Human Contact at Launch**

We recognized in designing the study that the quantity of human contact at launch for each arm was an important consideration; hence, we planned to assure that the MR-only and waitlist arms had an equal duration (90 minutes) of contact during launch. The 2 PREP arms of course received a full weekend intervention in person to allow the comparisons between self-directed and in-person intervention sought in the study. Between the 2 PREP arms, there was some difference in total contact over the full weekend, with the PREP-only group receiving less time dedicated to launch information because there was no need for the MR portion. We deemed this difference of negligible importance given participants’ exposure to a full weekend of contact; it proved most practical to incorporate their launch content at the end of their workshop rather than making them stay an extra 90 minutes.

**Prompting**

Each participant received email notifications of data collection tasks due (weekly reports, surveys). A personal project calendar on the website and app displayed her or his data collection due dates (non-MR participants could not access intervention content).

**Data Collection**

All data collection was Web based. The initial application was submitted on PsychData.com, and surveys and weekly reports during the study period were completed on the project website.

**Survey Data**

A survey package was administered 3 times: at baseline (T1, prior to the launch meeting), at 8 weeks (T2), and at 16 weeks (T3, end of study). We used the following standardized instruments: the Perceived Stress Scale-10 item (PSS) [40], Beck Depression Inventory (BDI) [41], PTSD Checklist-Civilian version (PCL-C) [42], Self-Compassion Scale (SCStotal) [43], Response to Stressful Experiences Scale (RSES) [44], Multidimensional Scale of Perceived Social Support (MSPSSTotal) [45], Pittsburgh Sleep Quality Index (PSQItotal) [46], and Revised Dyadic Adjustment Scale (RDAS) [47]. In addition, 2 investigator-generated Likert-scaled (0–10 points) questions asked respondents to rate their usual pain level over the past week (PainUsual) and their best pain level over the past week (PainBest).

Veterans were asked 5 investigator-generated items exploring the concept of moral injury associated with military service. The results of this exploratory moral injury inquiry are not reported here, as addressing moral injury directly was not an aim of the MR program. We will report those data in a subsequent publication.

**Weekly Reports**

During the initial 8 weeks, all participants completed a Web-based weekly report on their use of wellness activities as follows (see Multimedia Appendix 2 and 3 for weekly report forms used by MR and non-MR participants).

For the MR arms, the weekly report recorded frequency and duration of use of each MR program activity. In addition, participants were to designate one 20-minute massage per week as their massage reporting session, for which they completed a massage session card (hard copies were provided at the launch meeting). On the card, they rated symptoms of pain, tension, being on edge or irritable, anxiety or worry, and depression, on a 0–10 Likert scale, both before and again 15 minutes after the massage (data on massage session effects). They were then to upload the responses recorded on the card to their weekly report.

For participants in the non-MR arms, the weekly Web-based report assessed the number and types of activities used during the past week to (1) relax, reduce stress, or support general well-being, (2) ease physical pain or tension, (3) support one’s partner or strengthen the relationship, and (4) improve sleep quality.

No weekly reports were collected during weeks 9–15 of the study. In the final survey package (16 weeks), a weekly report was included for the last week of activity.

**Compensation**

Each participant was given a debit card at their launch meeting for payment for data collection. Cards were automatically funded via the data collection website when reports and surveys were submitted: US $40 after each survey and US $20 after each weekly report.

**Statistical Methods**

We used intent-to-treat analysis. For the survey data, paired-sample t tests were performed for each pairwise contrast of times T1 (baseline), T2 (8 weeks), and T3 (16 weeks). Descriptive statistics were used to report the weekly report data for MR arms and non-MR arms. Pre-post massage session effects were evaluated using the Wilcoxon signed rank test for each weekly pairwise contrast. In addition, Kendall tau-b was evaluated across the 8-week set of samples of premassage effects. The 4 study arms were compared with each other for each of the survey outcomes at each time point using 2-sample t tests. The MR and MR+PREP groups were combined to define a common metric concerning frequency and duration of MR activities. This metric was correlated to the survey data and analyzed by Pearson correlation. Improvement in survey scores at time T2 was also predicted from the frequency and use of MR activities with Kendall tau-b. Linear discriminant analysis was performed at baseline to investigate differences in survey outcomes at T2 and T3 between the waitlist control and each of the other 3 comparison groups.

We used a sequentially rejective Sidak Bonferroni-type multiple comparisons procedure to ensure the desired experimentwise type I error rate (P<.05). This procedure has been demonstrated to more efficiently ensure the desired experimentwise P value when compared with Dunn’s procedure [48].

For dual-veteran couples, we performed subanalyses for veterans as a class and nonveteran partners as a class. In dyads where
both members met the criteria for veteran, we included both in analyses of veteran data, and not in partner data.

**Results**

**Sample**

A total of 238 dyads (476 individuals) that met eligibility criteria applied and were assessed for candidacy for 160 slots. This process included submission of a copy of a DD214 form or other official military document that verified their deployment status. Figure 4 shows the reasons prompting exclusion from selection and the flow of participants through the project (see Multimedia Appendix 4 [49] for the CONSORT eHealth checklist). All 320 participants completed their baseline surveys, with 313 completing the 8-week follow-up and 311 also completing the 16-week follow-up. Within the sample of 160 dyads were 21 dyads in which both members were veterans. Thus, the sample comprised 181 veterans and 139 nonveteran partners (hence the differences in numbers in the tables below separately reporting veteran and partner outcomes).

**Figure 4.** CONSORT Flow Diagram.

---

**Demographics**

Most dyads (151/160, 94.4%) were married or living together as life partners. Mean relationship duration was 7.2 years with a range of 1–32 years. The sample included 3 same-sex couples and 21 couples in which both members met the study “veteran” criteria. As Multimedia Appendix 5 indicates, over half of the participants identified as white, followed by Hispanic, African American, Asian, Native American, and Hawaiian/Pacific Islander. Regarding education, just over 10% of the sample had a high school diploma/general equivalency diploma or less; the largest group had attended some college or trade school; others had completed an Associate or other 2-year degree. The remainder had completed a Bachelor degree or more, with a noticeable number of participants having either received a graduate degree or completed some graduate work. The vast majority of veterans were male (147/181, 81.2%) and the vast majority of partners (129/139, 92.8%) were female.

**Service History**

The majority of veterans in this study served in the Army (102/181, 56.4%), followed by the Marine Corps (43/181, 23.8%), the Navy (23/181, 12.7%), and the Air Force (13/181, 7.2%). At the time the study launched, the bulk of veterans had retired or separated from the service (123/181, 68.0%) and the remainder were still serving (58/181, 32.0%). On average, these
veterans had served 2 deployments. The most frequent year of first deployment was 2005, and of last return, 2008.

**Fidelity (Use of MR)**
There were no absolute requirements for use of MR practices other than to both give and receive one 20-minute massage per week for the first 8 weeks. We wanted participants in the MR arms to use the range of nonmassage techniques offered in the way they felt was most efficacious for them, knowing that this could vary widely. We were interested to learn which practices participants chose to use most frequently. Thus, we requested that all participants in both MR arms try every practice at least once early on, then use whatever practices they felt helped them most, as often as they wished.

With a complex and self-directed program such as MR, use, or fidelity, is a critical question. If we build it, will they use it? And will those who use it more derive more benefit? With these questions in mind, we tracked use through their weekly reports. As Table 2 indicates, during weeks 1–8, on average veterans and partners used some aspect of MR 20 times per week, totaling nearly 2.5 hours per week. With an average of more than 17 “uses” of nonmassage practices per week by both veterans and partners, and an average of 1.4 massages per week received by both veterans and partners, the usage data met and surpassed our hypothesized use of the program (hypotheses 2 and 3). The most frequently used practice cluster was connecting with yourself, with morning gratitude being most popular, followed by the mirror greeting. Since this entire cluster involves relatively brief practices, frequency does not correlate with most time spent. Nearly twice as much time was spent in connecting with quiet and even more than that in connecting with your partner. The 2 massages each averaged roughly 20 minutes and the contemplative exercise of seeing each other with fresh eyes averaged nearly 15 minutes. The large standard deviations in this table indicate widely differing usage patterns. Cumulative totals for each cluster indicate that both veterans and partners spent over half the MR time per week in exercises to enhance connection with their partner. (See Multimedia Appendix 6 for MR usage reports for weeks 2, 8, and 16.)

Weeks 9–16 required no weekly reports, but the final survey at T3 included the weekly report questions answered just for week 16, to collect data on any longitudinal pattern changes. Frequency of activity use had decreased somewhat in all 3 MR clusters for veterans, as had time spent, shrinking a bit, yet still remaining above 90 minutes of weekly use on average. Partners, on the other hand, increased their mean total time per week by over 10 minutes, due entirely to increased use of the connecting with yourself and connecting with quiet practices.

Table 2. Weekly Mission Reconnect use over the 8-week monitoring period (n=79 dyads of veterans and their partners).

<table>
<thead>
<tr>
<th>Component</th>
<th>Veterans (692 reports)</th>
<th>Partners (559 reports)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Frequency, mean (SD)</td>
<td>Minutes, mean (SD)</td>
</tr>
<tr>
<td>Connecting with yourself</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loosening and relaxing</td>
<td>1.9 (1.9)</td>
<td>12.8 (23.3)</td>
</tr>
<tr>
<td>Waking up the body</td>
<td>1.9 (2.1)</td>
<td>12.0 (23.5)</td>
</tr>
<tr>
<td>Reset and refresh</td>
<td>2.2 (3.1)</td>
<td>N/Aa</td>
</tr>
<tr>
<td>Morning gratitude</td>
<td>2.6 (2.2)</td>
<td>N/A</td>
</tr>
<tr>
<td>Mirror greeting</td>
<td>2.5 (2.9)</td>
<td>N/A</td>
</tr>
<tr>
<td>Cumulative subtotals</td>
<td>11.1 (9.6)</td>
<td>24.8 (44.8)</td>
</tr>
<tr>
<td>Connecting with quiet</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Centering</td>
<td>2.1 (2.3)</td>
<td>16.3 (27.1)</td>
</tr>
<tr>
<td>Movement into stillness</td>
<td>1.3 (1.6)</td>
<td>8.5 (15.5)</td>
</tr>
<tr>
<td>Deep relaxation</td>
<td>1.7 (1.9)</td>
<td>22.5 (39.0)</td>
</tr>
<tr>
<td>Cumulative subtotals</td>
<td>5.0 (4.9)</td>
<td>47.3 (65.7)</td>
</tr>
<tr>
<td>Connecting with your partner</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seeing each other</td>
<td>1.2 (1.7)</td>
<td>14.1 (35.0)</td>
</tr>
<tr>
<td>Giving massage to your partner</td>
<td></td>
<td>1.4 (1.8)</td>
</tr>
<tr>
<td>Receiving massage from your partner</td>
<td></td>
<td>1.4 (1.8)</td>
</tr>
<tr>
<td>Cumulative subtotals</td>
<td>4.1 (4.4)</td>
<td>72.5 (103.3)</td>
</tr>
<tr>
<td>Totals for all activities</td>
<td>20.2 (15.1)</td>
<td>144.6 (164.8)</td>
</tr>
</tbody>
</table>

aN/A: not applicable or not available. Since these practices take very little time, often less than one minute, we asked subjects to report frequency only, not minutes spent.
Non-MR Participants’ Wellness Strategies

Participants in the PREP-alone and waitlist arms employed a range of techniques to help themselves relax and to support their general well-being, ease pain or tension, support their partner and strengthen their relationship, or improve their sleep. These included prescription and nonprescription drugs, sex, meditation, exercise, baths, yoga, and reading. Both veterans and partners reported most frequently engaging in activities for relaxation or well-being, followed by support for the relationship or partner, and easing pain or tension, and least frequently for improving sleep. Veterans averaged 3.6 total activities per week and partners 3.9 (see Multimedia Appendix 7 for a description of activities reported).

Survey Data: Veterans

While we assigned 40 dyads to each arm, for dual-veteran dyads we analyzed both participants as veterans, leading to sample sizes larger than 40. Table 3 presents veterans’ scores by arm at all 3 testing points. Baseline differences between arms were few and relatively modest except a PainBest difference between arms 1 and 3. P values shown reflect significant differences for T2 and T3 relative to baseline scores.

The most striking differences were between the MR-only and waitlist control arms. The MR-only veterans had improvements at 8 weeks in a broad array of mental health dimensions, indeed, everything other than pain scores, dyadic adjustment scores, and perceived social support. All improvements were sustained at 16 weeks with the exception of sleep improvement (PSQI total). Perceived ability to respond to stressful events (RSES) had further improved.

The PREP-only veterans (arm 3) showed a modest gain in three important dimensions at T2 (PSS, BDI, and PCL-C), which became stronger by T3. The MR+PREP arm was included to see whether there would be added value by combining the programs. These results indicate that adding MR to PREP produces improvement in more domains than PREP alone (adding improvements in self-compassion and capacity to respond to stress). However, the combination yielded a lower magnitude of improvement in those arenas than resulted from MR alone. Thus, aim 1, our hypothesis that veterans and partners assigned to MR would report significantly greater improvements in a wide range of mental health outcomes, was partially met in that veterans in the MR-only arm reported significant improvements for a broader array of mental health outcomes than veterans in the other arms.

PTSD Subanalysis

The data indicate significant reductions, of varying degrees, in PCL-C scores for veterans in all 3 intervention arms. To assess outcomes for veterans entering with high levels of PTSD, we additionally analyzed those with baseline scores ≥50, which is commonly considered a clinical diagnostic criterion. This subset included 53/181 (29.3%) veterans in the sample. As seen in Table 4, high scorers in the MR-only arm had clinically significant reductions, dropping them to below the diagnostic threshold at both follow-ups. Their peers in the MR+PREP and PREP-alone arms also showed significant reductions, though of lesser magnitude.
Table 3. Veterans’ within-group changes from baseline to 8- and 16-week follow-ups (paired t tests).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>Mean (SD)</td>
<td>P value</td>
<td>n</td>
</tr>
<tr>
<td>Baseline (T1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSS</td>
<td>45</td>
<td>20.0 (6.7)</td>
<td>.0001</td>
<td>44</td>
</tr>
<tr>
<td>BDI</td>
<td>45</td>
<td>14.5 (10.8)</td>
<td>.0004</td>
<td>42</td>
</tr>
<tr>
<td>PCL-C</td>
<td>44</td>
<td>32.3 (15.8)</td>
<td>.0002</td>
<td>42</td>
</tr>
<tr>
<td>SCStotal</td>
<td>45</td>
<td>85.6 (22.5)</td>
<td>.0001</td>
<td>43</td>
</tr>
<tr>
<td>RSES</td>
<td>45</td>
<td>64.6 (15.6)</td>
<td>.002</td>
<td>43</td>
</tr>
<tr>
<td>MSPSS Total</td>
<td>45</td>
<td>62.5 (17.7)</td>
<td>.44</td>
<td>42</td>
</tr>
<tr>
<td>PSQI Total</td>
<td>44</td>
<td>7.6 (4.1)</td>
<td>.003</td>
<td>42</td>
</tr>
<tr>
<td>RDAS</td>
<td>43</td>
<td>47.1 (11.0)</td>
<td>.64</td>
<td>40</td>
</tr>
<tr>
<td>Pain Usual</td>
<td>44</td>
<td>3.4 (2.8)</td>
<td>.56</td>
<td>43</td>
</tr>
<tr>
<td>Pain Best</td>
<td>44</td>
<td>1.8 (2.3)</td>
<td>.55</td>
<td>43</td>
</tr>
<tr>
<td>8 weeks (T2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSS</td>
<td>44</td>
<td>15.5 (7.2)</td>
<td>.0001</td>
<td>42</td>
</tr>
<tr>
<td>BDI</td>
<td>43</td>
<td>9.4 (12.3)</td>
<td>.0004</td>
<td>42</td>
</tr>
<tr>
<td>PCL-C</td>
<td>44</td>
<td>32.3 (15.8)</td>
<td>.0002</td>
<td>42</td>
</tr>
<tr>
<td>SCStotal</td>
<td>45</td>
<td>85.6 (22.5)</td>
<td>.0001</td>
<td>43</td>
</tr>
<tr>
<td>RSES</td>
<td>45</td>
<td>64.6 (15.6)</td>
<td>.002</td>
<td>43</td>
</tr>
<tr>
<td>MSPSS Total</td>
<td>45</td>
<td>62.5 (17.7)</td>
<td>.44</td>
<td>42</td>
</tr>
<tr>
<td>PSQI Total</td>
<td>44</td>
<td>7.6 (4.1)</td>
<td>.003</td>
<td>42</td>
</tr>
<tr>
<td>RDAS</td>
<td>43</td>
<td>47.1 (11.0)</td>
<td>.64</td>
<td>40</td>
</tr>
<tr>
<td>Pain Usual</td>
<td>44</td>
<td>3.4 (2.8)</td>
<td>.56</td>
<td>43</td>
</tr>
<tr>
<td>Pain Best</td>
<td>44</td>
<td>1.8 (2.3)</td>
<td>.55</td>
<td>43</td>
</tr>
<tr>
<td>16 weeks (T3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSS</td>
<td>44</td>
<td>15.0 (7.3)</td>
<td>.0001</td>
<td>43</td>
</tr>
<tr>
<td>BDI</td>
<td>44</td>
<td>8.7 (12.5)</td>
<td>.0003</td>
<td>42</td>
</tr>
<tr>
<td>PCL-C</td>
<td>44</td>
<td>31.3 (15.7)</td>
<td>.0002</td>
<td>42</td>
</tr>
<tr>
<td>SCStotal</td>
<td>43</td>
<td>87.7 (24.4)</td>
<td>.0001</td>
<td>43</td>
</tr>
<tr>
<td>RSES</td>
<td>43</td>
<td>65.3 (17.6)</td>
<td>.0006</td>
<td>42</td>
</tr>
<tr>
<td>MSPSS Total</td>
<td>43</td>
<td>64.9 (16.9)</td>
<td>.08</td>
<td>43</td>
</tr>
<tr>
<td>PSQI Total</td>
<td>44</td>
<td>8.2 (5.0)</td>
<td>.08</td>
<td>41</td>
</tr>
<tr>
<td>RDAS</td>
<td>44</td>
<td>47.9 (1.9)</td>
<td>.21</td>
<td>39</td>
</tr>
<tr>
<td>Pain Usual</td>
<td>44</td>
<td>2.7 (2.4)</td>
<td>.11</td>
<td>42</td>
</tr>
<tr>
<td>Pain Best</td>
<td>44</td>
<td>1.4 (1.9)</td>
<td>.37</td>
<td>42</td>
</tr>
</tbody>
</table>

ᵃMR: Mission Reconnect.
ᵇPREP: Prevention and Relationship Enhancement Program.
ᶜPSS: Perceived Stress Scale-10 item.
ᵈBDI: Beck Depression Inventory.
ᵉPCL-C: PTSD Checklist-Civilian version.
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Table 4. Changes at 8 (T2) and 16 weeks (T3) in PTSD Checklist-Civilian version (PCL-C) scores for veterans with baseline (T1) score ≥50 (paired t tests)

<table>
<thead>
<tr>
<th>Arm</th>
<th>n</th>
<th>T1 scores Mean (SD)</th>
<th>T1 vs T2 scores Mean change</th>
<th>t</th>
<th>df</th>
<th>P value</th>
<th>T1 vs T3 scores Mean change</th>
<th>t</th>
<th>df</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MRa</td>
<td>12</td>
<td>61.2 (10.0)</td>
<td>−12.2</td>
<td>−4.6</td>
<td>11</td>
<td>.001*</td>
<td>−13.5</td>
<td>−3.9</td>
<td>11</td>
<td>.003*</td>
</tr>
<tr>
<td>MR+PREPb</td>
<td>14</td>
<td>63.9 (9.7)</td>
<td>−10.6</td>
<td>−2.2</td>
<td>13</td>
<td>.048</td>
<td>−5.6</td>
<td>−1.4</td>
<td>13</td>
<td>.18</td>
</tr>
<tr>
<td>PREP</td>
<td>13</td>
<td>62.8 (8.3)</td>
<td>−7.9</td>
<td>−2.3</td>
<td>12</td>
<td>.046*</td>
<td>−12.1</td>
<td>−3.5</td>
<td>12</td>
<td>.006*</td>
</tr>
<tr>
<td>Waitlist</td>
<td>14</td>
<td>60.6 (7.0)</td>
<td>−3.7</td>
<td>−1.9</td>
<td>13</td>
<td>.08</td>
<td>−1.2</td>
<td>−.5</td>
<td>13</td>
<td>.66</td>
</tr>
</tbody>
</table>

aMR: Mission Reconnect.
bPREP: Prevention and Relationship Enhancement Program.
*P<.05 after adjustment for experimentwise error rate (true P values before adjustment displayed).

Group Comparisons

Table 5 presents results of 2-sample t tests at 8 weeks, indicating no significant differences between the 2 non-MR arms at that point. However, there were some notable differences between MR-only and each of the other arms, particularly regarding the capacity to respond to stress and quality of sleep during the first 8 weeks. Table 6 shows results at T3, indicating that contrasts had strengthened, with more dimensions reaching significant differences by 16 weeks. These tables indicate that the number of mental health outcomes for which difference in magnitude of improvement was significant for MR compared with the other groups was limited and did not match our expectations as stated in hypothesis 1.
<table>
<thead>
<tr>
<th>Scale</th>
<th>Arm comparisons (P values)</th>
<th>MR vs PREP</th>
<th>MR vs PREP</th>
<th>MR+PREP vs PREP</th>
<th>MR+PREP vs PREP</th>
<th>PREP vs PREP</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSS(^c)</td>
<td>.66</td>
<td>.02</td>
<td>.07</td>
<td>.05</td>
<td>.17</td>
<td>.56</td>
</tr>
<tr>
<td>BDI(^d)</td>
<td>.56</td>
<td>.054</td>
<td>.04</td>
<td>.13</td>
<td>.12</td>
<td>.92</td>
</tr>
<tr>
<td>PCL-C(^e)</td>
<td>.44</td>
<td>.12</td>
<td>.03</td>
<td>.43</td>
<td>.18</td>
<td>.61</td>
</tr>
<tr>
<td>SCStotal(^f)</td>
<td>.07</td>
<td>.09</td>
<td>.02</td>
<td>.95</td>
<td>.49</td>
<td>.57</td>
</tr>
<tr>
<td>RSES(^g)</td>
<td>.06</td>
<td>.007*</td>
<td>.006*</td>
<td>.30</td>
<td>.49</td>
<td>.62</td>
</tr>
<tr>
<td>MSPSSStotal(^h)</td>
<td>.34</td>
<td>.69</td>
<td>.87</td>
<td>.16</td>
<td>.22</td>
<td>.79</td>
</tr>
<tr>
<td>PSQItotal(^i)</td>
<td>.008*</td>
<td>.001*</td>
<td>.01*</td>
<td>.58</td>
<td>.82</td>
<td>.42</td>
</tr>
<tr>
<td>RDAS(^j)</td>
<td>.12</td>
<td>.09</td>
<td>.08</td>
<td>.002*</td>
<td>.001*</td>
<td>.94</td>
</tr>
<tr>
<td>PainUsual(^k)</td>
<td>.31</td>
<td>.27</td>
<td>.16</td>
<td>.94</td>
<td>.74</td>
<td>.80</td>
</tr>
<tr>
<td>PainBest(^l)</td>
<td>.35</td>
<td>.41</td>
<td>.32</td>
<td>.90</td>
<td>.99</td>
<td>.90</td>
</tr>
</tbody>
</table>

\(^a\)MR: Mission Reconnect.
\(^b\)PREP: Prevention and Relationship Enhancement Program.
\(^c\)PSS: Perceived Stress Scale-10 item.
\(^d\)BDI: Beck Depression Inventory.
\(^e\)PCL-C: PTSD Checklist-Civilian version.
\(^f\)SCStotal: Self-Compassion Scale.
\(^g\)RSES: Response to Stressful Experiences Scale.
\(^h\)MSPSSStotal: Multidimensional Scale of Perceived Social Support.
\(^i\)PSQItotal: Pittsburgh Sleep Quality Index.
\(^j\)RDAS: Revised Dyadic Adjustment Scale.
\(^k\)PainUsual: rating of usual pain level over the past week.
\(^l\)PainBest: rating of best pain level over the past week.

*P<.05 after adjustment for experimentwise error rate (true P values before adjustment displayed).
### Table 6. Veterans' between-group differences at 16 weeks (T3) (2-sample *t* tests).

<table>
<thead>
<tr>
<th>Scale</th>
<th>Arm comparisons (P values)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MR* vs MR+PREP&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>PSS&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.44</td>
</tr>
<tr>
<td>BDI&lt;sup&gt;d&lt;/sup&gt;</td>
<td>.22</td>
</tr>
<tr>
<td>PCL-C&lt;sup&gt;e&lt;/sup&gt;</td>
<td>.20</td>
</tr>
<tr>
<td>SCStotal&lt;sup&gt;f&lt;/sup&gt;</td>
<td>.27</td>
</tr>
<tr>
<td>RSES&lt;sup&gt;g&lt;/sup&gt;</td>
<td>.42</td>
</tr>
<tr>
<td>MSPSStotal&lt;sup&gt;h&lt;/sup&gt;</td>
<td>.61</td>
</tr>
<tr>
<td>PSQItotal&lt;sup&gt;i&lt;/sup&gt;</td>
<td>.02</td>
</tr>
<tr>
<td>RDAS&lt;sup&gt;j&lt;/sup&gt;</td>
<td>.49</td>
</tr>
<tr>
<td>PainUsual&lt;sup&gt;k&lt;/sup&gt;</td>
<td>.01*</td>
</tr>
<tr>
<td>PainBest&lt;sup,l&lt;/sup&gt;</td>
<td>.02</td>
</tr>
</tbody>
</table>

<sup>a</sup>MR: Mission Reconnect.  
<sup>b</sup>PREP: Prevention and Relationship Enhancement Program.  
<sup>c</sup>PSS: Perceived Stress Scale-10 item.  
<sup>d</sup>BDI: Beck Depression Inventory.  
<sup>e</sup>PCL-C: PTSD Checklist-Civilian version.  
<sup>f</sup>SCStotal: Self-Compassion Scale.  
<sup>g</sup>RSES: Response to Stressful Experiences Scale.  
<sup>h</sup>MSPSStotal: Multidimensional Scale of Perceived Social Support.  
<sup>i</sup>PSQItotal: Pittsburgh Sleep Quality Index.  
<sup>j</sup>RDAS: Revised Dyadic Adjustment Scale.  
<sup>k</sup>PainUsual: rating of usual pain level over the past week.  
<sup>l</sup>PainBest: rating of best pain level over the past week.  
*P<.05 after adjustment for experimentwise error rate (true *P* values before adjustment displayed).

### Survey Data: Partners

The 4 partner arms were also quite comparable at baseline (Table 7). Differences were that arm 1 had higher perceived stress than arm 4, and arm 3 differed from arms 2 and 4 on the PainUsual and PainBest scores. However, partners differed from veterans in terms of program outcomes.

Examining change within each arm from baseline to T2 and T3, we see no significant changes for either of the non-MR arms. The MR-only arm shows change in the same arenas for partners as for veterans, but a bit less powerfully at T2 and somewhat diminished at T3. For MR+PREP, the changes for partners strengthen from T2 to T3, which may reflect partners' increased use of the program in weeks 8–16, when veterans had decreased both duration and frequency of use. Despite this within-group change for the MR arms, there were no statistically significant differences between the 4 arms as time progressed, other than for pain.

Group differences for partners at T2 and T3 were not noteworthy and are not reported here (available upon request).
Table 7. Partners’ within-group changes from baseline to 8- and 16-week follow-ups (paired t tests), as measured by standardized instruments.

<table>
<thead>
<tr>
<th>Scale</th>
<th>Arm 1: MR&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Arm 2: MR+PREP&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Arm 3: PREP</th>
<th>Arm 4: waitlist</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n Mean (SD)</td>
<td>P value</td>
<td>n Mean (SD)</td>
<td>P value</td>
</tr>
<tr>
<td>Baseline (T1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSS&lt;sup&gt;c&lt;/sup&gt;</td>
<td>35 20.2 (5.7)</td>
<td></td>
<td>36 18.3 (6.5)</td>
<td></td>
</tr>
<tr>
<td>BDI&lt;sup&gt;d&lt;/sup&gt;</td>
<td>35 13.6 (9.7)</td>
<td></td>
<td>36 13.3 (1.4)</td>
<td></td>
</tr>
<tr>
<td>PCL-C&lt;sup&gt;e&lt;/sup&gt;</td>
<td>35 33.7 (12.6)</td>
<td></td>
<td>36 33.4 (15.0)</td>
<td></td>
</tr>
<tr>
<td>SCStotal&lt;sup&gt;f&lt;/sup&gt;</td>
<td>35 81.7 (18.5)</td>
<td></td>
<td>36 77.0 (2.5)</td>
<td></td>
</tr>
<tr>
<td>RSES&lt;sup&gt;g&lt;/sup&gt;</td>
<td>35 62.9 (14.6)</td>
<td></td>
<td>36 59.0 (19.5)</td>
<td></td>
</tr>
<tr>
<td>MSPSStotal&lt;sup&gt;h&lt;/sup&gt;</td>
<td>35 63.6 (15.2)</td>
<td></td>
<td>36 65.4 (18.2)</td>
<td></td>
</tr>
<tr>
<td>PSQItotal&lt;sup&gt;i&lt;/sup&gt;</td>
<td>35 9.1 (4.5)</td>
<td></td>
<td>36 9.0 (4.2)</td>
<td></td>
</tr>
<tr>
<td>RDAS&lt;sup&gt;j&lt;/sup&gt;</td>
<td>35 45.4 (12.5)</td>
<td></td>
<td>36 46.4 (11.7)</td>
<td></td>
</tr>
<tr>
<td>PainUsual&lt;sup&gt;k&lt;/sup&gt;</td>
<td>35 2.9 (2.8)</td>
<td></td>
<td>36 3.9 (2.0)</td>
<td></td>
</tr>
<tr>
<td>PainBest&lt;sup&gt;l&lt;/sup&gt;</td>
<td>35 1.4 (1.8)</td>
<td></td>
<td>36 1.8 (1.9)</td>
<td></td>
</tr>
<tr>
<td>8 Weeks (T2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSS</td>
<td>34 16.3 (6.2)</td>
<td>.004*</td>
<td>35 16.5 (7.0)</td>
<td>.02</td>
</tr>
<tr>
<td>BDI</td>
<td>34 7.6 (9.9)</td>
<td>.0001*</td>
<td>35 10.0 (11.2)</td>
<td>.02</td>
</tr>
<tr>
<td>PCL-C&lt;sup&gt;e&lt;/sup&gt;</td>
<td>32 29.1 (12.7)</td>
<td>.0005*</td>
<td>33 30.7 (14.3)</td>
<td>.04</td>
</tr>
<tr>
<td>SCStotal&lt;sup&gt;f&lt;/sup&gt;</td>
<td>33 90.2 (19.6)</td>
<td>.01</td>
<td>33 83.5 (21.6)</td>
<td>.006</td>
</tr>
<tr>
<td>RSES&lt;sup&gt;g&lt;/sup&gt;</td>
<td>34 65.7 (13.7)</td>
<td>.35</td>
<td>35 61.2 (2.5)</td>
<td>.23</td>
</tr>
<tr>
<td>MSPSStotal&lt;sup&gt;h&lt;/sup&gt;</td>
<td>34 68.2 (12.7)</td>
<td>.01</td>
<td>36 65.4 (2.6)</td>
<td>.96</td>
</tr>
<tr>
<td>PSQItotal&lt;sup&gt;i&lt;/sup&gt;</td>
<td>34 6.4 (4.2)</td>
<td>.0002*</td>
<td>34 7.9 (4.6)</td>
<td>.17</td>
</tr>
<tr>
<td>RDAS&lt;sup&gt;j&lt;/sup&gt;</td>
<td>34 46.8 (13.2)</td>
<td>.31</td>
<td>35 47.7 (12.3)</td>
<td>.39</td>
</tr>
<tr>
<td>PainUsual&lt;sup&gt;k&lt;/sup&gt;</td>
<td>34 3.1 (2.4)</td>
<td>.64</td>
<td>34 3.1 (2.8)</td>
<td>.04</td>
</tr>
<tr>
<td>PainBest&lt;sup&gt;l&lt;/sup&gt;</td>
<td>34 1.2 (1.8)</td>
<td></td>
<td>36 1.6 (2.4)</td>
<td>.80</td>
</tr>
<tr>
<td>16 Weeks (T3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSS</td>
<td>33 15.6 (7.0)</td>
<td>.002*</td>
<td>35 15.1 (7.1)</td>
<td>.002*</td>
</tr>
<tr>
<td>BDI</td>
<td>33 9.3 (11.1)</td>
<td>.02</td>
<td>32 8.2 (1.0)</td>
<td>.002*</td>
</tr>
<tr>
<td>PCL-C&lt;sup&gt;e&lt;/sup&gt;</td>
<td>34 30.3 (15.1)</td>
<td>.09</td>
<td>34 28.7 (14.4)</td>
<td>.007*</td>
</tr>
<tr>
<td>SCStotal&lt;sup&gt;f&lt;/sup&gt;</td>
<td>33 91.1 (21.2)</td>
<td>.003*</td>
<td>32 87.5 (2.8)</td>
<td>.001*</td>
</tr>
<tr>
<td>RSES&lt;sup&gt;g&lt;/sup&gt;</td>
<td>31 65.2 (13.1)</td>
<td>.17</td>
<td>34 62.5 (2.9)</td>
<td>.104</td>
</tr>
<tr>
<td>MSPSStotal&lt;sup&gt;h&lt;/sup&gt;</td>
<td>34 65.0 (16.3)</td>
<td>.63</td>
<td>32 62.1 (22.9)</td>
<td>.33</td>
</tr>
<tr>
<td>PSQItotal&lt;sup&gt;i&lt;/sup&gt;</td>
<td>34 7.4 (4.5)</td>
<td>.01</td>
<td>34 7.3 (4.4)</td>
<td>.003*</td>
</tr>
<tr>
<td>RDAS&lt;sup&gt;j&lt;/sup&gt;</td>
<td>34 47.3 (12.5)</td>
<td>.19</td>
<td>33 47.8 (13.5)</td>
<td>.77</td>
</tr>
<tr>
<td>PainUsual&lt;sup&gt;k&lt;/sup&gt;</td>
<td>32 2.5 (2.6)</td>
<td>.20</td>
<td>34 2.7 (2.8)</td>
<td>.03</td>
</tr>
<tr>
<td>PainBest&lt;sup&gt;l&lt;/sup&gt;</td>
<td>32 1.2 (2.0)</td>
<td>.54</td>
<td>34 1.3 (2.0)</td>
<td>.09</td>
</tr>
</tbody>
</table>

<sup>a</sup>MR: Mission Reconnect.
<sup>b</sup>PREP: Prevention and Relationship Enhancement Program.
<sup>c</sup>PSS: Perceived Stress Scale-10 item.
<sup>d</sup>BDI: Beck Depression Inventory.
<sup>e</sup>PCL-C: PTSD Checklist-Civilian version.
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SCStotal: Self-Compassion Scale.
RSES: Response to Stressful Experiences Scale.
MSPSStotal: Multidimensional Scale of Perceived Social Support.
PSQItotal: Pittsburgh Sleep Quality Index.
RDAS: Revised Dyadic Adjustment Scale.
PainUsual: rating of usual pain level over the past week.
PainBest: rating of best pain level over the past week.
*P<.05 after adjustment for experimentwise error rate (true P values before adjustment displayed).

**Massage Effects**

We included partner massage as an important element of MR both to give couples another way to communicate their care and because our own prior studies found that brief massage by family members significantly reduced troublesome symptoms [23,34]. Both veterans and partners reported highly significant reductions in all assessed symptoms of physical pain, tension, irritability, anxiety or worry, and depression shortly after receiving massage (Table 8), thus supporting hypothesis 4. In addition, both veterans and partners reported significant reductions in most premassage symptoms over the 8-week period (Table 9). While the short-term improvements recorded in the pre- and postmassage scores can reasonably be attributed to massage effects, the premassage changes over time cannot. They may be influenced, at least in part, by the MR program use overall, but we did not directly test that.

**Table 8.** Massage session effects on veteran-partner dyads: changes in symptom ratings (Wilcoxon signed rank tests).

<table>
<thead>
<tr>
<th>Symptoms</th>
<th>Veterans (n=453)</th>
<th>Partners (n=371)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Before mean (SD)</td>
<td>After mean (SD)</td>
</tr>
<tr>
<td>Physical pain</td>
<td>3.6 (2.6)</td>
<td>2.1 (2.0)</td>
</tr>
<tr>
<td>Physical tension</td>
<td>4.2 (2.3)</td>
<td>1.9 (1.8)</td>
</tr>
<tr>
<td>On edge/irritable</td>
<td>3.8 (2.7)</td>
<td>1.6 (1.9)</td>
</tr>
<tr>
<td>Anxiety/worry</td>
<td>3.7 (2.8)</td>
<td>1.7 (2.1)</td>
</tr>
<tr>
<td>Depression</td>
<td>2.3 (2.7)</td>
<td>1.2 (1.9)</td>
</tr>
</tbody>
</table>

\(a\)Signed rank statistic.
*\(P<.05\) after adjustment for experimentwise error rate (true P values before adjustment displayed).
Table 9. Changes in premassage symptom ratings over 8 weeks in veteran-partner dyads (Kendall tau-b results).

<table>
<thead>
<tr>
<th>Symptoms</th>
<th>τ</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Veterans (453 session reports)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical pain</td>
<td>-.003</td>
<td>.92</td>
</tr>
<tr>
<td>Physical tension</td>
<td>-.116</td>
<td>.001*</td>
</tr>
<tr>
<td>On edge/irritable</td>
<td>-.113</td>
<td>.002*</td>
</tr>
<tr>
<td>Anxiety/worry</td>
<td>-.122</td>
<td>.0005*</td>
</tr>
<tr>
<td>Depression</td>
<td>-.055</td>
<td>.13</td>
</tr>
<tr>
<td><strong>Partners (371 session reports)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical pain</td>
<td>-.019</td>
<td>.63</td>
</tr>
<tr>
<td>Physical tension</td>
<td>-.096</td>
<td>.01</td>
</tr>
<tr>
<td>On Edge/irritable</td>
<td>-.089</td>
<td>.02</td>
</tr>
<tr>
<td>Anxiety/worry</td>
<td>-.112</td>
<td>.004*</td>
</tr>
<tr>
<td>Depression</td>
<td>-.088</td>
<td>.03</td>
</tr>
</tbody>
</table>

*P<.05 after adjustment for experimentwise error rate (true P values before adjustment displayed).

**Power**

In view of the encouraging phase I feasibility results [23], after adding a margin of conservatism, we chose a moderately large effect size, corresponding to a value of 0.7 for Cohen $d$. The analysis of veterans’ within-group change (Table 3), assuming $n=40$ per arm, and type I error probability $\alpha=0.05$, obtained a power of $1-\beta=99\%$. Between-group changes (Table 5, Table 6) yielded a power of 87\%. Partners’ within-group changes (Table 7), with $n=32$ per arm, obtained a power of 96\%. Massage session effects (Table 8) yielded a power >99\% for both veterans and partners.

**User Satisfaction**

On the final survey (T3) we asked MR participants how likely they would be to recommend the program to a friend. On a 0–10 scale, veterans’ mean score was 8.7, and partners’ mean was 9.1, indicating high user satisfaction with the program.

**Discussion**

**Key Findings**

Our primary intention in designing MR was to offer veterans and their partners a flexible form of instruction in simple ways to improve their own well-being. The range of outcomes in which users had significant improvement can be seen as confirmation that MR teaches skills that improved their well-being. The fact that improvements, including reduced PTSD symptoms, and increased self-compassion, were sustained at the 16-week follow-up is particularly promising.

Hypothesis 1 was generally supported by the findings that MR participants had significant improvement on far more mental health outcomes than did participants in other arms of the study. The exceptions in this case were sleep quality (partners using MR had more stable improvements than veterans), and lack of movement in dyadic adjustment and perceived social support. We speculate that the lack of change in relationship variables may have been due to high baseline levels, which may have led to the decision to participate, but this is conjecture and warrants further study. Hypothesis 1 was not fully supported in that, while the 2-sample $t$ tests indicated significantly stronger improvement among MR participants on many mental health outcomes, only a portion of these remained following adjustment for potential experimentwise error. The remaining hypotheses were strongly supported.

It is notable that both veterans and partners in the MR arms used this self-directed program for over 2 hours per week during the initial 8 weeks, surpassing our hypothesized use, and averaged well over an hour per week throughout the 16-week data collection period. We suspect the control each user had over which program elements to use and when contributed to the high use level, underscoring the value of user preference in long-term adherence to, and ensuing effectiveness of, self-care approaches for this population.

Sustained use may also have been enhanced through the inherent support and encouragement of compliance by coparticipation with a significant relationship partner. We note, however, that the majority of MR practices (except for massage) can be used either alone or with others. This adds to the convenience for young parents, allowing one partner to practice while the other attends to their children.

In comparing the trial’s 4 arms, the contrast for both veterans and partners is greatest between MR-only and waitlist control arms, a predictable finding based on phase I results. The contrast in outcomes for the MR-only versus PREP arms, especially at 8 weeks, is notable. While PREP has been found in multiple studies to support significant improvement in variables related to relationship dynamics and intimacy for couples, we chose outcome measures to assess other dimensions of mental health. We selected some MR components based on evidence of health-promoting neurological and neurochemical effects; potential easing of symptoms related to PTSD, stress, and depression; and likelihood of enhancing self-compassion and...
forgiveness. We expected the physical exercises to amplify energy, improve mood, and reduce susceptibility to the fight-flight-freeze response. While PREP offers some content aimed at relaxation, stress reduction, and forgiveness, it devotes more time to relationship skills per se than does MR.

Thus, one interpretation of the outcomes is that MR performed well at its goals and PREP does less well at the things MR is designed to do. As to whether combining the programs adds value, adding MR to PREP appears to amplify improvement in self-compassion and response to stressful events. Adding PREP did not enhance other results for MR-only.

The program showed strong benefit for both men and women veterans and for their partners, although benefits were strongest for veterans. Based on these findings, which included veterans from all branches of service, and participants both on active duty and retired or separated from service, it appears that the program provides a safe, low-cost self-care intervention that enhances overall well-being. A modified version could be useful for single veterans.

Limitations
This study evaluated MR in a community-based sample with no inclusion or exclusion criteria related to specific mental or physical health parameters. Thus, the program’s impact in clinically defined populations remains to be assessed. Other limitations are that the follow-up period was limited to 16 weeks and that the program was tested only with dyads, not single veterans. In addition, all participants were required to attend an in-person launch meeting, and it is possible that this excluded potential applicants for whom such attendance was impossible for reasons of time, geography, or something else. Finally, the instructional program as tested did not include video closed captioning or verbatim transcripts of the audio instruction, and thus would not have accommodated users with hearing limitations. These enhancements will be considered in future upgrading.

Suggested Research
Four directions for future research on MR for veterans present themselves. First is to test whether adherence and benefit are still present at the 1-year mark or even further with a partnered sample such as we used. Second is to offer MR, minus the partner massage, to nonpartnered veterans to see whether lack of a partner affects use or outcomes. Third, it is important to follow this study with research on diagnostically defined samples (e.g., high PTSD) to see what benefit might be provided for a clinically based sample. Fourth, we also recommend that health services research be done to determine how best to offer MR. This study demonstrates that veteran-partner dyads can learn a range of physical and contemplative self-care practices on their own from a media program accessed via mobile app or webstream, and that they can derive great benefit across several dimensions of well-being. Still, it is possible that, especially for a clinically based or nonpartnered sample, use of the program would be enhanced by introduction through in-person group instruction, for example, with 1 to 4 structured sessions. While this would add cost to delivery of the program, it is possible that added benefit could justify the cost. Related to this, one could retest MR, forgoing the launch meetings and substituting Web-based instruction in the provision of weekly report and survey data.

In addition, we recognize that many nonveterans have PTSD, physical pain, lack of self-compassion, etc. MR, as it now exists, or with minor changes, could and should be tested with other samples. This could include others who have experienced severe trauma, such as refugees, youth and adults exposed to mass shootings such as that in an Orlando, FL nightclub in 2016, as well as people with chronic pain and more generalized anxiety.

Conclusions
This study adds to the growing literature on the power of brief, repeated mind- and body-based practices to address physical, psychological, and spiritual well-being [50-52]. The results indicate that MR is a widely accessible, low-cost approach that supports well-being and reduces multiple symptoms among post-9/11 veterans and their partners. Both veterans and partners were able to learn and make sustained use of a range of wellness practices from a media-only source. While the launch meetings offered 90 minutes of human contact, they offered no instruction in any of the practices. These usage findings contrast with others’ findings of high dropout rates for clinic-based programs such as meditation instruction [53]. Home-based, self-directed interventions may be of particular service to veterans who are distant from, averse to, or prohibited by schedule from using professional services. The partner relationship may enhance sustained use of self-directed interventions for this population. Finally, these data suggest MR to be superior to waitlist and PREP for Strong Bonds in both within-group and between-group assessments. Notably, this distinction appears to increase over time.
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Abstract

Background: Lack of time, lack of familiarity with root cause analysis, or suspicion that the reporting may result in negative consequences hinder involvement in the analysis of safety incidents and the search for preventive actions that can improve patient safety.

Objective: The aim was to develop a tool that enables hospitals and primary care professionals to immediately analyze the causes of incidents and to propose and implement measures intended to prevent their recurrence.

Methods: The design of the Web-based tool (BACRA) considered research on the barriers for reporting, review of incident analysis tools, and the experience of eight managers from the field of patient safety. BACRA's design was improved in successive versions (BACRA v1.1 and BACRA v1.2) based on feedback from 86 middle managers. BACRA v1.1 was used by 13 frontline professionals to analyze incidents of safety; 59 professionals used BACRA v1.2 and assessed the respective usefulness and ease of use of both versions.

Results: BACRA contains seven tabs that guide the user through the process of analyzing a safety incident and proposing preventive actions for similar future incidents. BACRA does not identify the person completing each analysis since the password introduced to hide said analysis only is linked to the information concerning the incident and not to any personal data. The tool was used by 72 professionals from hospitals and primary care centers. BACRA v1.2 was assessed more favorably than BACRA v1.1, both in terms of its usefulness (z=2.2, P=.03) and its ease of use (z=3.0, P=.003).

Conclusions: BACRA helps to analyze incidents of safety and to propose preventive actions. BACRA guarantees anonymity of the analysis and reduces the reluctance of professionals to carry out this task. BACRA is useful and easy to use.

(J Med Internet Res 2016;18(9):e257) doi:10.2196/jmir.5942
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Introduction

Analyzing the causes of unsafe care helps reduce the number of incidents that may cause harm to patients [1-3]. This is the primary reason that incident reporting systems (IRS) for patient safety exist [4].

Incident Reporting Systems

Incident reporting systems were introduced into the health care sector in the late 1990s. Similar mechanisms can be found in high-risk sectors, such as the nuclear, railway, and aviation industries. They are essentially mechanisms designed to record critical incidents anonymously [3]. Once analyzed, the information collected leads to improved safety. These IRS systems are usually voluntary, but in some countries or industries they are compulsory.

The Australian Incident Monitoring System, the Sentinel Events Reporting Program, and the New York Patient Occurrence Reporting and Tracking System (NYPORTS) in the United States are three of the first programs designed to learn from incidents [5-7]. In Canada, Europe, and Latin America, IRS designed under similar premises are also in operation, but each system tends to follow different regulations, taxonomies, types of incidents reporting, system management procedures, incentives for reporting, and methods and resources for analyzing information collected [8,9].

Incident reporting systems provide a mechanism to identify risks (in this context how and why patients can be harmed) and surface learning opportunities in different organizations, based on their own experience, toward the objective of reducing the frequency of safety incidents [10]. They can and should also be used to share lessons within and across organizations concerned with improving safety. In the end, such mechanisms are designed to enhance patient safety culture in health care organizations [9].

Incident reporting systems represent a central data collection of incidents with the aim to define fields where action is needed most. These systems are well established, but sometimes they do not succeed in developing an action plan to implement corresponding measures conceived to prevent recurring incidents. The success of IRS requires the involvement of frontline health care providers in the action plan (analyzing causes and proposing solutions related to specific incidents).

In order for IRS to be effective, it is critical to overcome the distrust of professionals who fear the possible consequences of reporting incidents [11]. As well, it is essential to make certain that appropriate procedures and resources for quickly analyzing the causes of incidents are already in place [9] and that systems exist to disseminate the conclusions drawn from incident analysis such that similar incidents among health care professionals may be avoided in the future [10-12].

Incident Analysis for Patient Safety

Root cause analysis, critical incident analysis, and incident simulations are the most useful techniques for investigating what happened [13-15]. Analyzing reported incidents requires time, knowledge, and confidence in the confidentiality of the use of the information [10,16]. However, this is not always possible because as the number of reported incidents increases, the ability to analyze their causes is reduced. There are other care obligations that frontline personnel prioritize more than incident analysis [11]. This prevents middle managers and professionals who are nearest the incident from always being able to participate in its analysis and to propose alternatives or changes to prevent recurrence [11,17,18].

Patients’ Needs After an Adverse Event

Patients who have suffered an adverse event (AE) should receive information about what and how the incident occurred, and about the measures adopted to prevent recurrence [19,20]. New tools are needed to make certain that patients are informed promptly of countermeasures following incidents.

Why This Study

Senior and middle managers have direct responsibility for incidents that can be analyzed and assessed in the interest of preventing recurrence [10,21]. For various reasons, however, they do not always make this happen [22,23].

This study’s objective was to develop a tool that helps middle managers and frontline professionals carry out immediate analysis of the causes of incidents related to patient safety whereby they may propose and implement solutions to prevent recurrence. This tool should provide them with the following: a guarantee that the tool adheres to relevant legal regulations; that it engages middle managers and their teams; that it permits appropriate identification of harmful incidents and near misses, probing their immediate and latent causes; and that it conducts a dynamic and agile analysis of these incidents.

Methods

Study design of a tool to identify preventive actions for the improvement of patient safety based on the information collected and analyzed from the experiences of previous incidents. Figure 1 describes the steps followed to establish the criteria for this new tool’s design.
Incident Analysis Tool Requirements

To develop the tool, prior research on the barriers for reporting safety incidents, and incident analysis techniques, were considered first [11,24,25]. This information was expanded by conducting eight semistructured interviews. These interviews were conducted with individuals responsible for safety at hospitals and primary health care centers. They described the difficulties they face in analyzing patient safety incidents and involving professionals and middle managers in the search for solutions to achieve a safer environment for patients.

With this information, a series of criteria were then established with respect to design, navigability, information security and confidentiality, and structure for the analysis of incidents. Based on this, we proposed a feasible projection of what this Web-based tool should deliver in the search for solutions to safety incidents at hospitals and primary care centers.

A review was carried out regarding the tools to conduct an analysis of the causes, consequences, and search for solutions to the incidents, in a broad-based effort to manage risks to patient safety at hospitals and primary care centers. These tools were assessed using criteria established independently by IC, MG, and JJM, with the goal of identifying the characteristics that a new tool should have. From this review, it was determined that the protocol of incident analysis based on the Harvard study [26], the 5 Whys [27], characteristics of root cause analysis, the prioritization of risks employed in failure mode and effect analysis [28], and the matrix employed by the plan-do-check-act (PDCA) tool [29] offered ideal models for this new tool. Due to these characteristics, the tool was renamed BACRA (in Spanish *Basado en Análisis Causa-RAIz* meaning “based on root cause analysis”).

Different alternatives were considered for the development of the incident analysis tool: creating a mobile app for Android and/or iOS tablets and mobile phones (discarded because the necessary devices were not available at most health care centers), developing an executable program (discarded because of the difficulty of installing unofficial apps at health care centers), developing a portable document format (PDF; discarded due to its limitations for generating dynamic content and questions based on previous responses), and a Web form that permitted a sufficient level of flexibility and was accessible from any computer with an Internet connection. The latter was the option chosen.

From this information, a BACRA beta version was developed, a Web tool based on root cause analysis to search for solutions to incidents of patient safety with leadership from middle managers.

BACRA Design

The tool’s beta version was presented to 43 professionals (middle managers of nursing and surgical medicine, intensive care units, blood banks, laboratories, radiology, mental health, pediatrics, surgery, orthopedics, gynecology, medicine, and primary care). Their feedback helped to improve data access and privacy, and their assessments and suggestions were kept in mind to improve the tool, its user friendliness, and its final result in the form of a summarizing table. In this redesign (BACRA v1.1), fields were added in the solutions table and the app was also personalized to register certain specific types of incidents relevant for hospitals or primary care centers.

Figure 1. Steps for the design of the incident analysis tool.
BACRA v1.1 was presented to 43 other middle managers, who provided ideas for improving its design (BACRA v1.2). This permitted the elimination of unnecessary information and the introduction of small changes to the types and causes of harm addressed, and allowed the improvement of help texts.

In January 2016, once the tool improvement proposals were introduced, BACRA v1.2 became available to users [30]. It can be used with the main browsers (Chrome, Safari, Microsoft Explorer, Firefox) and operating systems (Windows, OSX, Linux).

Evaluation of the Web Tool

BACRA v1.1 was used by 13 frontline professionals to analyze distinct types of incidents, whereas its final version (BACRA v1.2) was used by 59 frontline professionals to analyze incidents both with and without harm to patients. Once the analysis was finished, all users had the opportunity to voluntarily assess the Web-based tool’s utility and ease of use.

The evaluation results of both versions were compared using the nonparametric Mann-Whitney U test.

Ethics

This study was approved by the Ethics Committee of Clinical Research at the San Juan de Alicante University Hospital, Alicante, Spain.

Results

Bases for BACRA Design

The professionals interviewed pointed out the following main difficulties related to analysis of reported incidents: the lack of time, coupled with the belief that solutions should be proposed by the services responsible for the area of patient safety; the lack of procedures in primary care for addressing this problem; the difficulty in getting middle managers involved in root cause analysis; the delay in communicating analysis incident results; and the legal consequences for professionals. In their opinion, after identifying the type of incident and whether it had caused harm to patients, the tool should help identify causes and consequences in order to gather the basic knowledge necessary to propose solutions intended to prevent recurrence of similar incidents, including a plan of action.

BACRA Structure

BACRA v1.2 is structured in seven tabs: (1) general information about the tool, (2) hide/show, (3) what consequences did the incident have, (4) when and how did it occur, (5) why did it occur and root of the incident, (6) how could it have been prevented and solutions and plan of action, and (7) printout of the report. A helpline for users who needed guidance was made available. In Textbox 1, the content of each tab is specified.

Figure 2 shows a diagram of the app’s different tabs. Moving from top to bottom is the recommended order for the introduction of information, but it is possible to move freely between the various tabs in any order. Each tab’s contents corresponds to the sections described in Table 1.

The information tab is always accessible from any point in the analysis (found at the far left, labeled “Info”; see Figure 2). Withdrawing the analysis is also possible at any time by opening the “Hide/Show” tab and clicking “restore” (erases all data) (see the ascending path of “protect analysis” on the right). Once the analysis is finished, and the reports have been printed, erasing all data is recommended (ascending “new analysis” path on the right).

Before beginning a new analysis, and in order to ensure confidentiality when computers are shared, each user can create a unique password on the “Hide/Show” page (password access; only known to him/her) that will allow access to the analysis in progress for a specific incident. This password is not linked to the person conducting the analysis, but rather to the incident in question. Therefore, the app does not include personalized access whereby the user can consult his/her incidents in progress; instead, this person must generate a new password for each incident they wish to analyze. This way, complete confidentiality of the person conducting the analysis is ensured, protecting the professional and reducing the distrust toward these types of systems. The type of center, either hospital or primary care, must be indicated on the “What Happened?” page. Depending on the choice of center (hospital or primary care), the screen will contain information specific to the type chosen. In addition, the “Solutions” page is dynamically generated with the data introduced in the preceding steps.

Figure 3 shows the home page, where information on using the app is offered. The recommended route for introducing information is visible, but navigating freely between any tab is possible.

Figure 4 shows the manner in which the initial information about the type and nature of the harm is introduced. A list of possible incidents is shown, organized by categories in order to be located easily. The list is specific to the type of center where the analysis is being made, either hospital or primary care. Any number of desired options can be selected and, furthermore, any type of patient harm that does not appear on the list can be introduced as free text.

Figure 5 corresponds to the “Causes” page. Here, the reasons for the incident and its roots are described. A list of causes is shown, organized by categories. When applicable, additional information may be added, indicating whether the cause is immediate (active error by professionals that is directly related to patients) or latent (system, organization, or device failure).
Table 1. Criteria for BACRA to satisfy and analysis of other existing tools.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>App 1&lt;sup&gt;a&lt;/sup&gt;</th>
<th>App 2&lt;sup&gt;b&lt;/sup&gt;</th>
<th>App 3&lt;sup&gt;c&lt;/sup&gt;</th>
<th>BACRA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Permits incident analysis by a small group (3-5 persons)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Permits incident analysis in less than 20 minutes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Uses international taxonomy with help menus in order to correctly interpret the terms</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Permits analysis of adverse events and near errors at hospitals and primary care</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Ensures the privacy and confidentiality of the information</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Offers full guarantees for the legal certainty of the professionals (no data recorded)</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Permits analyzing immediate and latent causes of incidents</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Involves middle managers in the search for solutions</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Focuses on the search for solutions to prevent recurrence of the same incident</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Includes how to implement solutions and how to verify whether the anticipated result is obtained</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

<sup>a</sup>TPSC Cloud (The Patient Safety Company Cloud).

<sup>b</sup>Sistema de Gestión de Incidentes de Seguridad—Junta de Andalucía.

<sup>c</sup>SINASP-Sistema de Notificación y Aprendizaje para la Seguridad del Paciente (Learning and Reporting System for Patient Safety).

Figure 2. BACRA tool flowchart.
Textbox 1. BACRA content

(1) Info: information
- What BACRA is
- What BACRA offers
- How to use BACRA

(2) Hide/Show: hide the form so that nobody else can access it (password access)

(3) What Happened: what consequences did the incident have?
- Care level selection (hospital or primary care)
- Type of harm
- Has the incident been reported?
- Nature of harm
- Related with nosocomial infection
- Related to procedures
- Related with care
- Related with medication
- Others
- Measures adopted with the patient to remedy the harm and to prevent recurrence of another AE related to the first
- Impact (severity and autonomy of the patient)

(4) How: when and how did it occur?
- Date and time of the occurrence and its detection
- Chronology of the facts

(5) Causes: why did this happen? (root of the incident)
- 5 Whys technique
- Immediate and latent causes
- Use of resources and equipment
- Organization and culture of safety
- Factors attributable to professional action
- Intrinsic risk factors for the patient

(6) Solutions: how could it have been avoided? Solutions and plan of action
Risk priority number (RPN)

(7) Print: print report in PDF
Figure 3. Home page and navigation modes.
**Figure 4.** Screenshot of “Consequence” page: type and nature of harm.

<table>
<thead>
<tr>
<th>WHAT CONSEQUENCES DID THE INCIDENT HAVE?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indicate the type of center you are at:</td>
</tr>
<tr>
<td>Type of center: Hospital</td>
</tr>
<tr>
<td>Type of harm:</td>
</tr>
<tr>
<td>Type of harm: A prior avoidable</td>
</tr>
<tr>
<td>Reporting system:</td>
</tr>
<tr>
<td>Has the incident been reported? No</td>
</tr>
</tbody>
</table>

We recommend you report the incident with the system used at your health center.

<table>
<thead>
<tr>
<th>Indicate the nature of the harm (more than one option may be selected):</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-Related with NOSOCOMIAL INFECTION</td>
</tr>
<tr>
<td>-Bacteremia</td>
</tr>
<tr>
<td>-Catheter-associated infection</td>
</tr>
<tr>
<td>-Surgical wound infection</td>
</tr>
<tr>
<td>-Pneumonia</td>
</tr>
<tr>
<td>-Septic shock</td>
</tr>
<tr>
<td>2-Related with PROCEDURES</td>
</tr>
<tr>
<td>-Anesthetic complications</td>
</tr>
<tr>
<td>-Foreign body following an intervention</td>
</tr>
<tr>
<td>-Organ damage</td>
</tr>
<tr>
<td>-Suture dehiscence</td>
</tr>
</tbody>
</table>

**Figure 5.** Screenshot of “Causes” page: root of the incident.

2. Immediate and latent causes

When filling in data, keep in mind:
- Immediate causes or active errors: These terms refer to errors committed by professionals in direct contact with patients. These are generally easy to identify (pushing an incorrect button, injecting the wrong product...) and almost always involve someone in the front line of care. This category includes forgetfulness, distractions, lapses, assessment errors, and failures of compliance with established norms.
- Latent causes or system errors: These refer to circumstances and errors that are less clear, present in the organization and the design of devices, activities, etc., that can facilitate the occurrence of errors and contribute to harming patients.

<table>
<thead>
<tr>
<th>Use of resources and equipment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Improper calibration</td>
</tr>
<tr>
<td>Immediate cause or active error</td>
</tr>
<tr>
<td>Latent cause or system error</td>
</tr>
<tr>
<td>Lack of alternative materials</td>
</tr>
<tr>
<td>Immediate cause or active error</td>
</tr>
<tr>
<td>Latent cause or system error</td>
</tr>
<tr>
<td>Lack of equipment (including non-sterile material)</td>
</tr>
<tr>
<td>Immediate cause or active error</td>
</tr>
<tr>
<td>Latent cause or system error</td>
</tr>
<tr>
<td>Malfunctions</td>
</tr>
<tr>
<td>Immediate cause or active error</td>
</tr>
<tr>
<td>Latent cause or system error</td>
</tr>
<tr>
<td>Device malfunction</td>
</tr>
<tr>
<td>Immediate cause or active error</td>
</tr>
<tr>
<td>Latent cause or system error</td>
</tr>
<tr>
<td>Failure accessing electronic medical records</td>
</tr>
<tr>
<td>Immediate cause or active error</td>
</tr>
<tr>
<td>Latent cause or system error</td>
</tr>
<tr>
<td>Problems related to equipment maintenance</td>
</tr>
<tr>
<td>Immediate cause or active error</td>
</tr>
<tr>
<td>Latent cause or system error</td>
</tr>
</tbody>
</table>
Figure 6. Screenshot of “Solutions” page: final result of the analysis.

**RPN (RISK PRIORITY NUMBER)**

<table>
<thead>
<tr>
<th>Type of harm</th>
<th>A priori avoidable</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nature of harm</td>
<td>Fracture (including from falls)</td>
</tr>
</tbody>
</table>

Legend of letters used:
- **S**: Severity
- **O**: Probability of occurrence
- **D**: Probability of detection
- **RPN**: Risk probability number

<table>
<thead>
<tr>
<th>Severity scale (S)</th>
<th>Probability of occurrence scale (O)</th>
<th>Probability of detection scale (D)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: No effects (without any consequence)</td>
<td>1: Almost never (improbable error)</td>
<td>1: Almost certain (detection methods)</td>
</tr>
<tr>
<td>2: Very mild (deterioration will probably be noticed)</td>
<td>2: Remote (improbable error)</td>
<td>2: Very high</td>
</tr>
<tr>
<td>3: Mild</td>
<td>3: Very slight</td>
<td>3: High</td>
</tr>
<tr>
<td>4: Minimal (deterioration in system performance)</td>
<td>4: Slight (occasional errors)</td>
<td>4: Moderately high</td>
</tr>
<tr>
<td>5: Moderate</td>
<td>5: Low</td>
<td>5: Intermediate</td>
</tr>
<tr>
<td>6: Significant</td>
<td>6: Medium</td>
<td>6: Low</td>
</tr>
<tr>
<td>7: Great (incompatible system)</td>
<td>7: Moderately high (repeated errors)</td>
<td>7: Slight</td>
</tr>
<tr>
<td>8: Extreme</td>
<td>8: High</td>
<td>8: Very slight</td>
</tr>
<tr>
<td>9: Serious (problem of safety)</td>
<td>9: Very high (error almost unavoidable)</td>
<td>9: Remote</td>
</tr>
<tr>
<td>10: Dangerous</td>
<td>10: Almost certain</td>
<td>10: Almost impossible (detection methods do not exist)</td>
</tr>
</tbody>
</table>

Root cause | S | O | D | RPN | Proposed solutions | Person responsible and date | Verification |
|-----------|---|---|---|-----|-------------------|---------------------------|-----------------|
Inappropriate working conditions | 7 | 9 | 4 | 292 | | | |
Serious clinical documentation errors | 4 | 2 | 1 | 8 | | | |
Communication errors with the patient | 8 | 8 | 6 | 612 | Include legend in admission protocol to warn of risk of interruptions. Keep communication channel with the patient to follow-up recovery. | 09/15/2016, Martha. 11/20/2016, Sarah. | Check changes in (clinical) documentation and dissemination among staff. |
Insufficient or inadequate management of risk | 2 | 3 | 2 | 12 | | | |
Overload, work pressure, high caseloads | 7 | 8 | 7 | 392 | Review briefing contents to consider similar cases. | 10/10/2016, Sarah. | New briefing protocol implemented. |
Fatigue, stress | 6 | 6 | 5 | 180 | | | |

**Date of analysis**

Date and time: 14.2.2018 08:50

Figure 6 shows the final result of the analysis. A portion of the data is generated dynamically based on the information introduced in previous steps. Each of the incident’s causes must be assessed in this tab in terms of their severity, probability of occurrence, and probability of detection. From these values, the app automatically calculates the risk priority number (RPN). For each cause, it asks for solutions to be proposed, which must have an associated date of completion, a professional responsible for implementation, and an outcome measure that permits verification that the proposed solution was successful.
The tool’s final screen allows the printing of a final report that contains information that is detailed depending on where the report is destined to go. Specifically, two options exist: a report for the head of the unit, containing information drawn exclusively from the “Solutions” page (the final result of the analysis), or a report for the center’s safety committee, containing additional data from the “What Happened?”、“How?”，and “Causes” pages.

**Comparison With Other Tools.**

Table 1 shows BACRA’s main characteristics compared with other tools designed for reporting incidents for posterior analysis.

**Assessment of the Different Versions**

BACRA v.1.1 was assessed by 12 of 13 professionals who used it (a response rate of 92%) and BACRA v.1.2 was assessed by 47 of 59 professionals who used it (a response rate of 80%). Most of these professionals had reported an incident using other reporting systems at their respective health centers (86%, 62/72).

On a scale of zero to five, BACRA v.1.2 was rated higher than BACRA v.1.1 in both usefulness (v.1.1: mean 3.4, SD 1.6; v.1.2: mean 4.3, SD 0.9; z=2.2, P=.03) and ease of use (v.1.1: mean 2.8, SD 1.5; v.1.2: mean 4.2, SD 1.0; z=3.0, P=.003).

**Discussion**

**Principal Results**

BACRA v.1.2 was designed to encourage the implementation of preventive measures that impede the repetition of incidents producing harm in patients, as well as incidents that have not yet caused harm but might do so in future due to repetition. This Web-based tool was devised to provide an appropriate response to the difficulties described in the literature, as well as those described by frontline professionals, that have made it difficult to analyze incidents of safety and to seeking solutions. This new instrument promotes health care provider involvement, seeking alternatives to avoid repetition of safety incidents. The data obtained by evaluating the tool justify the changes introduced in v.1.2, making it a tool that is useful and easy to use.

BACRA v.1.2 is a supplement to an existing IRS to support the frontline health care professional to analyze safety incidents and propose actions to prevent the recurrence of similar incidents. BACRA has been designed to overcome factors limiting reporting and reaching consensus on preventive actions. This tool guarantees anonymity of the analysis and reduces the reluctance of professionals to carry out this task.

The benefits of reporting incidents have been well described, and there is broad consensus that reporting helps improve the management of risks inherent in health care, it strengthens the safety culture, and ultimately increases patient safety [4,5,9]. However, as health care professionals report greater numbers of incidents, those responsible for their analysis become overwhelmed, and the capacity to prevent new incidents may be reduced. Moreover, many times incidents that do not cause harm, or that cause harm that is hardly noticeable, are not analyzed in sufficient detail to prevent similar incidents in the future [11]. Patient safety systems achieve better results when frontline professionals and middle managers get directly involved in incident analysis [31], and especially when they are capable of implementing preventive measures promptly and efficiently. BACRA was designed with this in mind.

**Comparison With Previous Studies**

Other studies have pointed out certain barriers that make it difficult to report new incidents, thus making it difficult to transform information into action. Among other reasons, health care professionals attribute their own reticence to fear of punitive action, scant familiarity with incident analysis techniques, difficulties in achieving appropriate feedback, and lack of time to report [32-34].

BACRA guarantees anonymity of the analysis (not only of the reporting) and has been designed to assure that middle managers can become more actively involved in proposing preventive actions to avoid the occurrence of new incidents and thus to save patients from suffering avoidable harm. BACRA is used both to analyze real incidents, which caused harm to patients, and to analyze critical incidents that did not cause harm to patients. This tool provides a framework to identify what has occurred and why, enabling caregivers to determine how to resolve issues and to implant barriers to prevent future failures. The BACRA focus is the implementation of an action plan that defines tasks and responsibilities that follow a clear analytical agenda. The aim of BACRA is to improve patient safety, but it also works to enhance the well-being of frontline professionals by contributing to the creation of a safer clinical context.

BACRA’s Web format is in line with the preferences of electronic systems found in other studies for the analysis of incidents [35]. It allows analysis that is quick and close to the incident, thus increasing reliability in the identification of incident causes and enhancing the validity of new proposals to prevent future incidents.

Approaches to, and conditions of, incident analysis for patient safety have been studied extensively. These studies have demonstrated the critical importance of leadership, effective dissemination channels, and the capacity for rapid action as crucial to the execution of incident analysis that results in preventive action and that enables caregivers to draw lessons from prior experience [25]. These critical elements were included from the outset in the BACRA design. As well, the design takes into account the importance of providing legal protections to those professionals who report and analyze incidents based on the observation that many countries do not have apology laws, which could encourage reporting by reducing the likelihood of legal consequences.

This Web-based tool employs specific techniques proposed by other analysis methodologies seeking involvement from middle managers that have been deemed beneficial to patient safety [25]. The effectiveness of these tools for analyzing incidents of safety has been analyzed in other studies [35].

**Relevance of This Study**

The causes of most so-called near errors are not usually analyzed, and so they can continue to cause AEs (reaching the
patient) in practice. A large number of health care professionals are not familiar with techniques for analyzing safety incidents; their care responsibilities limit the time they have available to carry out such analyses and, in many cases, they are wary of the consequences that could result from being seen involved in the analysis of incidents. BACRA strives to respond to all these limitations by offering a guideline for conducting an analysis focused on reaching a consensus on actions designed to prevent the recurrence of similar incidents.

BACRA should be used as a supplement to an existing IRS, and not as a stand-alone tool. BACRA is a tool designed by and for middle managers and frontline professionals that does not require specific training in patient safety. This new tool proposes a friendly framework to define an action plan and for implementing corresponding countermeasures that involve frontline health care professionals. A combination of top-down and bottom-up approaches helps to engage health care teams as a whole. They know the questions and, in most instances, they have solutions to offer that will implant barriers designed to prevent harmful incidents in future.

Tool Limitations
This tool’s main limitation is the need for Internet access, which some centers restrict due to security considerations. Response speed problems have also been detected in computers with limited features. To address these limitations in the future, a version of BACRA could be developed that is capable of functioning locally, without access to the Internet.

BACRA is not an incident reporting system and, therefore, should not be used as such. Its focus is centered on identifying preventive actions to avoid the recurrence of incidents that ultimately do harm patients. Sentinel events could require extensive analysis using the root cause technique.

Study Limitations
This study was conducted with professionals experienced in incident reporting and thus familiar with basic issues of patient safety. Other users could require more time to become familiar with the tool. This study did not consider certain variables that might influence incident analysis, such as safety culture or perception of the efficacy of proposed solutions. The effectiveness of the proposals to avoid the repetition of similar incidents was not analyzed.

Recommendations for Practice and Research
The safety culture at health centers can be determinant when implementing this tool. Learning from one’s errors is not easy due to questions that are both attitudinal and practical in nature. In order to exploit BACRA’s advantages, and learn from the experience toward the end of improving patient safety, it is important to promote a proactive culture of safety that acknowledges the possibility that professionals may commit errors in the course of providing clinical assistance. Effective use of BACRA also requires a commitment to the exercise of responsible behavior that improves patient safety.

By using BACRA at health centers, those responsible for the area of patient safety, in coordination with the middle managers of different care units, can agree on the destination of the results reports that the tool produces. For example, agreement could be reached, under appropriate conditions of confidentiality, to disseminate the proposals of applicable measures for specific types of incidents, thereby fostering shared learning to avoid future risks to patients.

Future research could examine the degree to which BACRA and similar tools are accepted by professionals, both those who use these tools and those who make changes in their clinical practice based on proposals reached consensually following the use of BACRA. The extent that BACRA contributes to strengthening of the culture of safety at centers could also be analyzed, for example, by determining whether application of this tool results in changes to management of the risks inherent to clinical practice.
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Abstract

Background: The well-being of breast cancer patients and reporting of adverse events require close monitoring. Mobile apps allow continuous recording of disease- and medication-related symptoms in patients undergoing chemotherapy.

Objective: The aim of the study was to evaluate the effects of a mobile app on patient-reported daily functional activity in a supervised and unsupervised setting.

Methods: We conducted a randomized controlled study of 139 breast cancer patients undergoing chemotherapy. Patient status was self-measured using Eastern Cooperative Oncology Group scoring and Common Terminology Criteria for Adverse Events. Participants were randomly assigned to a control group, an unsupervised group that used a mobile app to record data, or a supervised group that used the app and reviewed data with a physician. Primary outcome variables were change in daily functional activity and symptoms over three outpatient visits.

Results: Functional activity scores declined in all groups from the first to second visit. However, from the second to third visit, only the supervised group improved, whereas the others continued to decline. Overall, the supervised group showed no significant difference from the first (median 90.85, IQR 30.67) to third visit (median 84.76, IQR 18.29, P=.72). Both app-using groups reported more distinct adverse events in the app than in the questionnaire (supervised: n=1033 vs n=656; unsupervised: n=852 vs n=823), although the unsupervised group reported more symptoms overall (n=4808) in the app than the supervised group (n=4463).

Conclusions: The mobile app was associated with stabilized daily functional activity when used under collaborative review. App-using participants could more frequently report adverse events, and those under supervision made fewer and more precise entries than unsupervised participants. Our findings suggest that patient well-being and awareness of chemotherapy adverse effects can be improved by using a mobile app in collaboration with the treating physician.

ClinicalTrial: ClinicalTrials.gov NCT02004496; https://clinicaltrials.gov/ct2/show/NCT02004496 (Archived by WebCite at http://www.webcitation.org/6k68FZHo2)

(J Med Internet Res 2016;18(9):e238)  doi:10.2196/jmir.6414
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Introduction

Telemedicine services have historically provided education, hardware, and software to patients and have been shown to improve functional status. If symptoms worsen, automatic algorithms to alert the nurse or physician have been demonstrated to be more effective than patient self-reporting alone [1]. The advent of mobile apps and the ease with which these are developed and used enables the stakeholders to collaborate in an increasingly dynamic and efficient manner.

Until now, mobile apps that allow continuous recording of disease- and medication-related symptoms have only occasionally been implemented in the management of patients undergoing chemotherapy [2]. However, symptom self-reporting on paper can only be explored with cumbersome efforts. In particular, therapeutic regimens in cancer patients require intensive monitoring procedures [3] because outpatient chemotherapy may frequently be accompanied by serious and potentially life-threatening adverse effects [4,5]. Well-informed patients spend significant efforts in documentation and management of symptoms as well as reviewing information related to both during the course of their disease and therapeutic interventions [6]. Consequently, involved physicians increasingly need to focus on collection and interpretation of a variety of information presented during the patient’s visit at first and after appropriate measures, if indicated.

Mobile apps have raised high expectations in various settings of daily life; their potential is now increasingly being examined in the health care sector. Supporting self-care with information on the disease or symptoms during routine cancer care can be enhanced by remote devices and patient collaboration through online patient groups and other forums [7]. In addition, recent studies have shown that the reporting of symptoms via email reminder and improved previsit preparation of physicians via printouts of symptoms may increase patients’ well-being [8]. Moreover, ancillary disease-related counseling with or without use of electronic devices successfully improved patient satisfaction through better understanding of specific symptoms, which in turn decreases patient anxiety [9]. Thus, available data indicate that mobile apps may well improve patient status if applied in a supervised setting in which the physician is empowered by additional information or services. However, the question remains whether self-quantifying apps, such as step counters, will provide added value simply by empowering the patient in an unsupervised setting.

Our objective was to explore the impact of a mobile and Web-based app in both an unsupervised setting and a setting supervised by the treating physician. We conducted a prospective randomized trial and invited early breast cancer patients to continuously record their symptoms according to the Common Terminology Criteria for Adverse Events (CTCAE) v4.0 via a novel electronic study device (mobile or Web app) and to also indicate their Eastern Cooperative Oncology Group (ECOG) Performance Status. Information for supportive care was also displayed by the app depending on the severity of symptoms upon data entry. The cumulative recorded data were made available to the patient in chart form (similar to a stock chart) at any time during the study. In the unsupervised setting, patients were instructed to use the app at any time except during study visits. In the supervised setting, the treating physician accessed the recorded data and patient-derived charts using the Web app during the study visit.

Methods

Study Design

We conducted a single center, three-arm, randomized, controlled, single-blinded interventional study. The protocol was approved by the Swiss Institutional Review Board (KEK-EK-ZH:2013-0200) and registered on ClinicalTrials.gov (NCT02004496). Patients with early breast cancer, aged 18 years and older, and initiating adjuvant or neoadjuvant chemotherapy at the Breast-Center Zürich were eligible to participate upon written informed consent. In addition, participants had to speak German and own a mobile phone.

Study Groups

Eligible participants were recruited consecutively and without preselction during planning of chemotherapy. Participants received an envelope randomly assigning them to one of three study groups. The allocation sequence was concealed by the use of sealed, sequentially numbered, opaque envelopes. Group A (control) was the control group and received regular physician support. Group B (app) patients were instructed to use the mobile app without physician review. Group C (app and physician) patients used the mobile app and reviewed the reported data with the treating physician at scheduled visits. Participants in each group underwent three regular medical oncology visits scheduled on days 1, 21, and 42 during their chemotherapeutic intervention and independently of the study. The physician was single-blinded with regard to groups A and B. At the end of each visit, patients in all groups completed a questionnaire on paper. The observation period comprised 6 weeks and was initiated on the day of the first infusion therapy.

Questionnaire

The questionnaire recorded performance status and daily functional activities according to the ECOG scale in an attempt to quantify daily levels of activity among breast cancer patients. The first five categories were presented as a visual analog scale; the sixth category, death, was omitted from the questionnaire. The ECOG activity score measure is routinely used to evaluate whether patients are eligible for chemotherapy, whether dose adjustments are required, and as an indicator for the need of palliative care. Additional questions were posed to further characterize the quality of care received by patients and the relationship between the patient and physician (Table 1). In addition, 30 preselected adverse events were listed with selectable severity, onset, and duration. The most frequent symptoms were selected according to clinical preview and experience; furthermore, patients could add additional symptoms as free text. Any medical measures undertaken could also be reported as free text. The questionnaire was issued to all groups at each of the three scheduled visits during the 6 weeks of study.
Table 1. Questions regarding the relationship between patient and physician for the three visits for each patient group.

<table>
<thead>
<tr>
<th>Questions</th>
<th>Control</th>
<th>App</th>
<th>App and physician</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Group and visit number, median (IQR)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group and visit number, median (IQR)</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Concentration problems during visit</td>
<td>13 (69)</td>
<td>17 (64)</td>
<td>10 (51)</td>
</tr>
<tr>
<td>Well-informed about therapy</td>
<td>94 (15)</td>
<td>94 (20)</td>
<td>94 (20)</td>
</tr>
<tr>
<td>Well-informed about disease</td>
<td>92 (25)</td>
<td>94 (19)</td>
<td>92 (24)</td>
</tr>
<tr>
<td>Less likely to disfavor with care</td>
<td>4 (40)</td>
<td>6 (17)</td>
<td>4 (10)</td>
</tr>
<tr>
<td>Awareness regarding adverse events</td>
<td>96 (23)</td>
<td>94 (15)</td>
<td>96 (21)</td>
</tr>
<tr>
<td>Satisfaction with medical care</td>
<td>96 (10)</td>
<td>96 (15)</td>
<td>99 (12)</td>
</tr>
<tr>
<td>Trust in data security</td>
<td>96 (14)</td>
<td>99 (13)</td>
<td>98 (13)</td>
</tr>
<tr>
<td>Feeling of being taken seriously</td>
<td>98 (18)</td>
<td>96 (17)</td>
<td>96 (17)</td>
</tr>
</tbody>
</table>

a Value of 0 indicates complete disagreement, whereas 100 represents complete agreement with the statement in the question.

b,c Annotations mark significant differences between the three groups. In this case three combinations of group pairs are possible. Two groups differ significantly in the answer to the question if they have different superscript characters.

Mobile App

We developed a novel open-source mobile and Web app to record daily functional activity and adverse events. This mobile app was made available in the Apple and Google Android stores free of charge. Patients could report daily functional activity or symptoms with indication of severity in the electronic app device similar to the paper questionnaire. The visual analog scale from the questionnaire was substituted with a horizontal slider. Similar to the questionnaire, the label of symptom severity and category according to CTCAE was displayed below the slider. During the visits, nurses reminded the participants according to their randomization to use the app, but no other reminders were issued. Patients could edit a quick list of their preselected symptoms or select any of the 48 symptoms made available from the CTCAE listing. Only for group C was the treating physician enabled access to review and discuss the electronically reported symptoms during scheduled visits. Although the mobile app was publically available for download and use, only study patients who scanned an issued QR code containing a shared password could upload and store data securely. The development was frozen during the trial.

The variables of daily functional activity and severity of symptoms from the questionnaire and the mobile app were transformed to the same interval (0-100), if applicable. Missing data or withdrawn subjects were not excluded from the analysis to prevent selection bias for successfully compliant patients.

Sample Size

We calculated the sample size for the three groups based on a 10% difference in daily functional activity. The significance level, after Bonferroni correction for the comparison of the three groups, was .016 (P=.05/3). A mean of 80% (SD 13%) was estimated by reviewing medical records of randomly selected patients at the Breast-Center Zürich. To detect differences with a power of 91%, a sample size of 50 patients per group was calculated. Given this sample size, a power of 80%, and a mean frequency of 4.4 (SD 3.3) adverse events, we expected to detect a difference in mean frequency of 2.2 adverse events per group. To minimize bias in the groups, only patients under the care of a single physician, who also participated as the study physician, were recruited.

Statistical Analysis

All statistical tests were calculated using SPSS version 22.0 (IBM Corp, Armonk, NY, USA). Two-sided P values of less than .05 were considered to indicate statistical significance. For cases of more than two independent samples, Bonferroni correction was applied. Descriptive statistics, such as median and interquartile range, were computed. The Kruskal-Wallis test was used to identify differences in outcome variables among the three groups at all time intervals. The Mann-Whitney test further investigated differences between groups B and C. The paired Wilcoxon test analyzed the differences between time intervals within one group. Scatterplots and Spearman correlation (p) were used to validate the reported data from the app against the questionnaire.

Results

Baseline Characteristics

Between December 2013 and July 2015, 139 patients were enrolled, 12 of whom did not complete the study for various reasons (Figure 1). Dislike of the constant confrontation with the disease was the reason for withdrawal for five of 12 patients who withdrew. The remaining 127 patients completed all three study visits. Baseline characteristics were equally distributed between the groups (Table 2). The most frequent chemotherapy
regimen in all groups was epirubicin/cyclophosphamide (n=32), followed by paclitaxel/trastuzumab (control: n=8; app: n=4; app and physician: n=7), and paclitaxel/carboplatin (control: n=4; app: n=8; app and physician: n=7). In total, six different chemotherapy regimens were reported using seven distinct chemotherapeutic agents. The median observation interval between visit 1 and visit 2 (IQR 6), and also between visit 2 and visit 3 (IQR 8), was 21 days.

**Figure 1.** CONSORT diagram demonstrating the flow of patients.

**Table 2.** Summary of baseline characteristics of participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>All patients (N=139)</th>
<th>Control (n=44)</th>
<th>App (n=46)</th>
<th>App and physician (n=49)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>53 (13)</td>
<td>56 (15)</td>
<td>50 (10)</td>
<td>53 (12)</td>
</tr>
<tr>
<td>Sex (female), n (%)</td>
<td>139 (100)</td>
<td>44 (100)</td>
<td>46 (100)</td>
<td>49 (100)</td>
</tr>
<tr>
<td><strong>Chemotherapy, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adjuvant</td>
<td>86 (61.9)</td>
<td>25 (57)</td>
<td>30 (65)</td>
<td>31 (63)</td>
</tr>
<tr>
<td>Neoadjuvant</td>
<td>50 (36)</td>
<td>18 (41)</td>
<td>16 (35)</td>
<td>16 (33)</td>
</tr>
<tr>
<td><strong>Surgery, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Biopsy (sentinel)</td>
<td>50 (36)</td>
<td>17 (39)</td>
<td>16 (35)</td>
<td>17 (35)</td>
</tr>
<tr>
<td>Breast conserving</td>
<td>72 (51.8)</td>
<td>23 (52)</td>
<td>27 (59)</td>
<td>22 (45)</td>
</tr>
<tr>
<td>Breast ablation</td>
<td>14 (10.1)</td>
<td>3 (7)</td>
<td>3 (7)</td>
<td>8 (16)</td>
</tr>
<tr>
<td><strong>Interval (days), median (IQR; range)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visits 1-2</td>
<td>21 (6; 6-43)</td>
<td>21 (6; 6-43)</td>
<td>20 (6; 7-27)</td>
<td>21 (2; 7-42)</td>
</tr>
<tr>
<td>Visits 2-3</td>
<td>21 (8; 6-42)</td>
<td>21 (9; 7-42)</td>
<td>21 (7; 7-28)</td>
<td>20 (7; 6-28)</td>
</tr>
<tr>
<td>Visits 1-3</td>
<td>42 (7; 13-84)</td>
<td>42 (2; 14-84)</td>
<td>41 (9; 26-49)</td>
<td>39 (7; 13-56)</td>
</tr>
</tbody>
</table>

**Daily Functional Activity**

We collected 381 questionnaires from patients who completed the study. Current daily functional activity was indicated as the ECOG score at the time of the study visit, whereas the worst daily functional activity was defined as the worst rating before visits 1 to 3, respectively.

As shown in **Figure 2**, both median current and worst daily functional activity declined in all patients during chemotherapy from the first to the second visit. From the second to the third visit, only patients in group C (app and physician) reported improvement in their functional activity, whereas scores in groups A (control) and B (app) continued to decline. From the first to the third visit, group A (current: median 90.24, IQR 19.63 vs median 75.61, IQR 21.95, P<.006; worst: median 84.15, IQR 23.93 vs median 71.95, IQR 32.32, P=.02) and group B (current: median 90.24, IQR 21.47 vs median 74.39, IQR 21.95, P=.02; worst: median 84.76, IQR 36.20 vs median 62.80, IQR 36.83, P<.001) showed a significant decline in functional activity in contrast to group C (current: median 90.85, IQR 30.67 vs median 84.76, IQR 18.29, P<.72; worst: median 84.15, IQR 39.88 vs median 65.24, IQR 32.32, P=.13). However, within the three groups differences in the reported functional activity at the three visits did not reach statistical significance,
irrespective of whether current or worst daily functional activity was analyzed. Post hoc, the sample size for the actual standard deviation of 17% and a power of 91% should have required at least 83 patients per group in order to demonstrate a significant difference between the groups.

Overall, for groups B and C, results from the questionnaire were partially aligned with the data derived from app use. Patients started electronic recording of daily functional activity and symptoms in the app after the first visit, which also was the first day of treatment. The last data entry before each visit corresponded to the current daily functional activity indicated in the questionnaire at the visit. Similar to the results obtained from the questionnaire, the current daily functional activity (last value) declined significantly from the second (median 79.50, IQR 89.00) to the third visit (median 73.00, IQR 85.00) in group B ($P= .007$), but not in group C (median 75.00, IQR 90.00 vs median 70.00, IQR 84.00, $P= .90$). In addition, the best functional activity score of patients in group B (median 85.50, IQR 94.00 vs median 78.50, IQR 91.00, $P= .008$), but again not in group C (median 80.00, IQR 98.00 vs median 72.00, IQR 91.00, $P= .34$) dropped significantly in the first interval compared with the second interval.

In contrast, the median of the worst daily functional activity recorded in the app showed no significant difference in groups B and C between the first and second interval. The median over the total interval in the app-derived scores was not significantly lower for group B than for group C (median 45.50, IQR 49.00 vs median 45.00, IQR 70.00, $P= .26$) compared to almost identical results derived from the questionnaire for groups B and C (median 62.80, IQR 26.83 vs median 65.24, IQR 32.32, $P= .07$), respectively.

**Figure 2.** Visual analog scale for current and worst daily functional activity in the questionnaire.

---

**Patient Communication**

We further analyzed different aspects of the patient-physician relationship in each group (Table 1). In general, all patients felt very well informed about their disease and treatment, and were highly satisfied with their medical care. During the second visit, only group B reported significantly fewer concentration issues than group A ($P= .006$). In addition, group A was significantly less likely to express dissatisfaction with quality of care at the second visit than group C ($P= .03$). Most importantly, at the last visit, patients in groups B and C reported significantly fewer issues with concentration than patients in group A ($P= .002$).

**Patient Empowerment**

As the study progressed, patients in all groups were significantly more likely to change their responses to the question about whether they used the Internet to obtain further information about their disease (Figure 3). At the third visit, significantly more patients in groups B (64.29% $P= .04$) and C (70.73%, $P= .007$) confirmed use of the Internet for this purpose compared with group A (41.46%).
The most frequently reported symptoms in the app were fatigue, hair loss, headache, and hypertension; from the questionnaire, fatigue, dry skin, headache, and sleep disorder were most prevalent. Regarding the number of distinct symptoms reported in the questionnaire and app, only group C showed a significant correlation in the interval from the first to the second visit \( (\rho = .381, P = .009) \) and from the second to the third visit \( (\rho = .362, P = .02) \), respectively.

Both groups reported more distinct symptoms in the app than in the questionnaire, a trend that was less prominent in group B than in group C. Therefore, the difference in numbers of distinct symptoms reported in the app versus the questionnaire was greater in group C \( (\text{difference} = 377 = 1033 - 656) \) than in group B \( (\text{difference} = 29 = 852 - 823) \). However, group B reported more symptoms in total \( (n = 4808) \) in the app than group C \( (n = 4463) \). Furthermore, group C reported significantly more distinct symptoms \( (\text{median} = 13.00, \text{IQR} = 12.00, P = .04) \) in the app for the total intervention interval, and more distinct mild symptoms \( (\text{median} = 8.00, \text{IQR} = 11.00, P = .02) \) in the interval from the first to the second visit compared with group B \( (\text{distinct total: median} = 9.00, \text{IQR} = 13.00; \text{distinct mild: median} = 5.00, \text{IQR} = 11.00) \). As for group A, the amount of distinct symptoms reported in the questionnaire was comparable to group C, whereas group B reported approximately 25% more symptoms.

**Discussion**

**Principal Results**

Few data exist that have addressed modalities and effects of electronic symptom reporting in patients undergoing chemotherapy. We demonstrate that a mobile app merits the potential to stabilize the daily functional activity of early breast cancer patients. Supervision and review of patient-reported symptoms in collaboration with their physician encouraged a timely and sincere discussion of symptoms reported in the app. Moreover, despite a rather short intervention period, supervised patients (group C) experienced a significant benefit with respect to daily functional activity in contrast to the unsupervised patients (group B and controls). These findings are in accordance with data gained from advanced cancer patients with longer follow-up managed by email prompts [8].

Patient-physician collaboration might have influenced the patients in three ways. First, the stabilization of daily functional activity seemed partially linked to a change in behavior, reflected by a more precise recording of symptoms in supervised patients, whereas fewer data entries were recorded than in unsupervised patients. Potentially augmenting existing mechanisms for symptom management along with routine oncology care, supervised app users also seemed to attain the ability to better differentiate and communicate their treatment-related symptoms, which consequentially facilitates appropriate management by the physician.

Furthermore, supervised patients were more likely than unsupervised patients and controls to communicate their dissatisfaction. It seems plausible that an increase in self-confidence may also positively affect daily functional activity. Strengthened self-confidence is likely reflected in decreasing incidence of concentration issues reported during the visits and an increasing use of the Internet to obtain further information about disease and related treatment in both groups using the mobile app. Previous studies also indicate that physicians, as well as the majority of patients, believe that mobile apps facilitate communication [10] and increase the frequency of discussion [11] during consultations.

In addition, patients receiving chemotherapy frequently report cognitive impairments [8]. In our study, both the supervised and unsupervised groups recorded improvements in worst daily functional activity in the app before the visit, although this became less evident from the questionnaires during the visit. The diary character of our mobile app is helpful for recalling disease-related information. This feature may have positive and negative consequences. Patients in group C reported impaired...
and probably more accurate scores for worst daily functional activity compared to the controls.

Six patients in group C withdrew from the study because of software reasons. One patient had functional problems with the recording of symptoms in the app. Five patients withdrew their participation from the study to avoid the constant confrontation with their disease. Of note, these patients in group C had the worst reported daily functional activity between the first and second visit. In general, group C was more likely to communicate their dissatisfaction with quality of care than group B and the controls. Maybe also patients in group B would have withdrawn from the study if their communication skills had been comparably strengthened. Furthermore, the daily recording of symptoms plus the supervision of symptoms during the visit in group C might be an additional burden. For some patients, this continuous workup of their symptoms might be too intense.

Limitations

There are several limitations of this study. The three groups did not differ significantly from one another with respect to daily functional activity scores because the sample size turned out to be inadequate for the effect size observed. However, the three groups would have reported significantly different daily functional activity scores in favor of group C if withdrawn patients had not been included in the analysis. Similar findings have been reported for supervised cohorts of patients in previous studies [8,11].

Efforts were made to blind the physician to group A and B randomization. However, the physician may have inferred from the patients' behavior whether they belonged to the control or the unsupervised app group. Unblinding of the physician and the patient to the intervention may have affected the patients’ responses to the questions, especially because the patient completed the questionnaire following consultation with the physician. However, patients reported congruent answers in the mobile app outside the clinic.

Different chemotherapeutic regimens may cause different adverse events. We cannot exclude that effects observed on daily functional activity were thereby affected. We maintain, however, that the randomized design of the study and a balanced distribution of treatment regimens renders a systematic bias unlikely.

It should be noted that no alert signals about technical issues and data safety were raised during the entire course of the study.

Conclusion

Mobile apps increasingly contribute to patient education, disease self-management, and remote monitoring of patients [12]. We demonstrate that only a collaborative review of timely reported and naïve, although patient-derived, symptoms has beneficial effects on daily living activity in early breast cancer patients. The use of mobile apps under supervision may enable patients to report adverse events more precisely in the context of increasingly complex cancer therapies and limited resources.
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Abstract

Background: Activity trackers are increasingly popular with both consumers and researchers for monitoring activity and for promoting positive behavior change. However, there is a lack of research investigating the performance of these devices in free-living contexts, for which findings are likely to vary from studies conducted in well-controlled laboratory settings.

Objective: The aim was to compare Fitbit One and Jawbone UP estimates of steps, moderate-to-vigorous physical activity (MVPA), and sedentary behavior with data from the ActiGraph GT3X+ accelerometer in a free-living context.

Methods: Thirty-two participants were recruited using convenience sampling; 29 provided valid data for this study (female: 90%, 26/29; age: mean 39.6, SD 11.0 years). On two occasions for 7 days each, participants wore an ActiGraph GT3X+ accelerometer on their right hip and either a hip-worn Fitbit One (n=14) or wrist-worn Jawbone UP (n=15) activity tracker. Daily estimates of steps and very active minutes were derived from the Fitbit One (n=135 days) and steps, active time, and longest idle time from the Jawbone UP (n=154 days). Daily estimates of steps, MVPA, and longest sedentary bout were derived from the corresponding days of ActiGraph data. Correlation coefficients and Bland-Altman plots with examination of systematic bias were used to assess convergent validity and agreement between the devices and the ActiGraph. Cohen’s kappa was used to assess the agreement between each device and the ActiGraph for classification of active versus inactive (≥10,000 steps per day and ≥30 min/day of MVPA) comparable with public health guidelines.

Results: Correlations with ActiGraph estimates of steps and MVPA ranged between .72 and .90 for Fitbit One and .56 and .75 for Jawbone UP. Compared with ActiGraph estimates, both devices overestimated daily steps by 8% (Fitbit One) and 14% (Jawbone UP). However, mean differences were larger for daily MVPA (Fitbit One: underestimation by 46%; Jawbone UP: overestimated by 50%). There was systematic bias across all outcomes for both devices. Correlations with ActiGraph data for longest idle time (Jawbone UP) ranged from .08 to .19. Agreement for classifying days as active or inactive using the ≥10,000 steps/day criterion was substantial (Fitbit One: κ=.68; Jawbone UP: κ=.52) and slight-fair using the criterion of ≥30 min/day of MVPA (Fitbit One: κ=.40; Jawbone UP: κ=.14).

Conclusions: There was moderate-strong agreement between the ActiGraph and both Fitbit One and Jawbone UP for the estimation of daily steps. However, due to modest accuracy and systematic bias, they are better suited for consumer-based self-monitoring (eg, for the public consumer or in behavior change interventions) rather than to evaluate research outcomes. The outcomes that relate to health-enhancing MVPA (eg, “very active minutes” for Fitbit One or “active time” for Jawbone UP) and sedentary behavior (“idle time” for Jawbone UP) should be used with caution by consumers and researchers alike.
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Introduction

Regularly participating in physical activity and minimizing time spent in sedentary behavior are associated with a significantly reduced risk of poor health outcomes, including cardiovascular disease, overweight and obesity, and all-cause mortality [1,2]. Despite the health benefits, many individuals are physically inactive and spend large amounts of time sedentary [3,4]. Australians spend 50% to 70% of their waking time being sedentary [5] and almost 60% of Australian adults are classified as insufficiently active (<150 minutes/week of moderate-to-vigorous physical activity) [3]. Strategies for increasing physical activity and reducing time spent sedentary are important to reverse these trends and for preventing poor health outcomes.

Activity trackers are becoming increasingly popular for monitoring physical activity and sedentary behavior, and for promoting positive behavior change [6]. Activity trackers are commonly waist- or wrist-worn devices that include a range of sensors for self-monitoring behavior. These devices typically sync with a Web- or app-based interface, which provides summary data and individual feedback on behaviors. Common types of activity data from these devices include number of steps, time spent in physical activity by intensity, and time spent “idle.” The devices also have additional functions that can be used to support behavior change, such as goal setting (eg, 10,000 steps per day), prompts/cues, and social networking and accountability [7]. The uptake of these devices, both in the consumer market and in research, has been rapid [8-10]. It is estimated that more than 50 million smartwatch and health and fitness trackers were sold worldwide in 2015 and it is predicted that this figure will reach more than 80 million in 2016 [11].

Given the commercial availability of next-generation activity trackers and the rapid rate of uptake by consumers and researchers, it is important to understand their accuracy. Previous studies investigating the Fitbit One (worn on the hip) or the wrist-worn Jawbone UP in laboratory settings have demonstrated a high level of accuracy for physical activity outcomes compared with reference methods, with relative differences and correlations ranging from approximately 2% to 20% and ≥.97, respectively [12-15]. However, given their controlled settings, these studies have limited ecological validity. Only two studies have investigated the validity of a Fitbit or Jawbone device in free-living settings [16,17]. Although these studies have also demonstrated acceptable validity, correlations were lower than in controlled settings, ranging from .8 to .9 [16,17]. In addition, no previous studies have investigated the sedentary behavior features of the Jawbone UP (eg, idle time) [18]. Further research is required in free-living conditions, which reflect how these devices are used day to day.

The aim of this study was to compare Fitbit One and Jawbone UP estimates of steps, moderate-to-vigorous physical activity (MVPA), and sedentary behavior with data from the ActiGraph GT3X+ accelerometer in a free-living context.

Methods

Data were collected as part of a larger, 12-week physical activity intervention study that included three groups that were randomly allocated to wear a Fitbit One, Jawbone UP, or standard pedometer. The aim of this larger study was to compare the efficacy of the three devices to increase physical activity. Outcomes were measured at baseline, mid-, and post-intervention in August, September, and October 2014 using the ActiGraph GT3X+ accelerometer. Data for this substudy were collected at mid- and post-intervention when participants concurrently wore an ActiGraph GT3X+ accelerometer. Demographic and anthropometric data for this study were collected at baseline. Ethical approval for this study was obtained from The University of Queensland Ethics Committee (#2014000766).

Recruitment and Participants

Participants were recruited in July 2014 via convenience sampling at three campuses of a large Australian metropolitan university via an email advertisement to staff that included study information and participant eligibility criteria. The target sample size was 15 participants per group based on sample size calculations for the intervention trial. People interested via return email and were then screened for eligibility via telephone interview. To be eligible, participants had to be healthy, ambulatory, aged between 18 and 65 years, have accumulated less than 150 minutes of MVPA in the past week (assessed using the Active Australia Survey [19,20]), and own or have access to a mobile phone compatible with both the Fitbit One and Jawbone UP. People who met all eligibility criteria were then invited to an individual face-to-face appointment where they provided written informed consent prior to data collection. At the conclusion of the study, participants received an AU $50 gift card gratuity.

Measures

Fitbit One

The Fitbit One (Fitbit Inc, San Francisco, CA, USA) is a small (48.0 × 19.3 × 9.65 mm), light-weight (8 g), consumer-based activity tracker that includes a three-axis accelerometer and an altimeter (Figure 1). Outcomes from this device include steps, floors climbed, distance traveled, calories burned, and active minutes. At the time these data were collected, the active time variable was labeled “very active minutes.” This was not well defined by Fitbit Inc; the explanation was limited to time spent in “higher intensity” exercise [21]. For this study, very active minutes was defined as time spent in MVPA. The Fitbit One syncs via Bluetooth Low Energy to a mobile device or a computer. Data can be viewed using the Web-based platform.
or the Fitbit mobile phone app, and immediate feedback on cumulative data for the current day is provided on the organic light-emitting diode (OLED) display. The device has a battery life of 10 to 14 days and stores 7 days of detailed, minute-by-minute data as well as daily summary data for the preceding 23 days. The device is not waterproof and the manufacturer’s instructions indicate that the device can be worn on a belt, bra, or in a pocket.

**Figure 1.** Fitbit One (A) and Jawbone UP (B).

### Jawbone UP

The Jawbone UP (Jawbone, San Francisco, CA, USA) is a light (19-23 g), wrist-worn, consumer-based activity tracker that includes a three-axis accelerometer (Figure 1). Outcomes from this device include steps, distance traveled, active time, calories burned, and longest idle time. No manufacturer definition for “active time” or “longest idle time” could be identified. For this study, **active time** was defined as time spent in MVPA and **longest idle time** was defined as longest sedentary bout. The Jawbone UP syncs via the 3.5 mm headphone jack and is only compatible with mobile devices; therefore, data are viewed using the associated mobile phone app and there is no display on the device for immediate feedback. The wrist-worn activity tracker comes in three sizes (small: 14.0 × 15.5 cm; medium: 15.5 × 18.0 cm; large: 18.0 × 23.0 cm), has a battery life of approximately 10 days, can store up to 9 months of data, and is not waterproof. The manufacturer’s instructions indicate that the device can be worn on either the dominant or nondominant wrist, with the wear location reported in the Settings. For this study, participants could choose which wrist they wanted to wear the device on and were encouraged to ensure that the correct location was entered in the Settings.

For both trackers, daily estimates for the outcomes of interest (Fitbit One steps and active minutes; Jawbone UP active time and longest idle time) were extracted from the users’ accounts and entered into a Excel spreadsheet by a research assistant. Data were included for days that there was a corresponding valid day of accelerometer data. Participants were instructed to wear the devices during waking hours, removing them for water-based activities or contact sports, but were not required to keep wear logs in order to improve the free-living fidelity of the devices over the 12-week intervention. Participants were able to input activity sessions, such as swimming/contact sports, through the “log workout” function in the Jawbone UP app and the “track exercise” feature in the Fitbit app.

### Accelerometry

The comparison instrument for this study was the ActiGraph GT3X+ accelerometer (Pensacola, FL, USA). Participants were asked to wear the accelerometer on their right hip for 7 days at each measurement occasion, except when sleeping, during water-based activities, or engaging in contact sport. Participants were also asked to complete a brief log to record and monitor on/off times, wake and sleep times, and the duration and reason if the monitor was removed for more than 10 minutes. The ActiGraph GT3X+ accelerometer was initialized with a 30 Hz sampling frequency and raw data from .gt3x files were converted to 30-second epoch data files prior to analysis. A **valid day** was defined as a minimum wear time of 10 hours/day, with **non-wear time** defined as 60 minutes or more of consecutive activity counts of zero, with a spike tolerance of 2 minutes and 100 counts/minute [22,23]. For all valid days, daily estimates of steps (steps/day), time spent in MVPA (minutes/day), and longest sedentary bout (minutes/day) were derived from the vertical axis data using ActiLife software version 6 (ActiGraph, Pensacola, FL, USA) using cutpoints of less than 100 counts/minute for sedentary [24] and more than or equal to 2020 counts/minute for moderate-to-vigorous intensity activity [22]. The ActiGraph GT3X+ accelerometer has been shown to have good reliability (intraclass correlation coefficient [ICC]=.97 when tested using a motorized vibration table) [25]. Few studies have been published on the validity of the GT3X+ version of the ActiGraph accelerometer specifically; however, previous versions of the ActiGraph accelerometer (CSA and GT1M) have good waist-worn validity in treadmill walking and running...
compared with indirect calorimetry (r = .56, P < .001 and r = .53, P < .05, respectively) in adults [26,27]. A recent study has demonstrated acceptable agreement between steps estimated by the ActiGraph GT3X+ at moderate-high walking speeds in a laboratory setting (ICC .72-.99 compared with direct observation) and in free-living situations (ICC=.90; compared with Yamax Digiwalker) [28].

**Demographic Variables and Anthropometry**

Written questionnaire items were used to collect information on gender, date of birth, and level of education. Standing height and weight were measured using a stadiometer (217 stadiometer, SECA, Hamburg, Germany) and an electronic scale (Sensa 804, SECA, Hamburg, Germany) according to protocols developed by the International Society for the Advancement of Kinanthropometry [29]. Each variable was measured twice and the mean obtained. If the first and second measures varied by more than 10%, a third was measured and the median of the three values was recorded. The same equipment was used for all participants. Body mass index (BMI) was determined as weight (kg)/height \(^2\) (m).

**Statistical Analyses**

Descriptive statistics (n, mean, standard deviation, and prevalence) were calculated for demographic and physical measures. Absolute agreement was examined using ICCs and 95% confidence intervals. Correlation was assessed using Pearson correlation coefficient (r) or Spearman rank correlation coefficient (ρ) when data were non-normally distributed with 95% confidence intervals. The strength of correlation coefficients was interpreted based on the following definitions: weak (r = .5), moderate (r = .5-.7), and strong (r ≥ .7). Bland-Altman plots [30] were used to examine the differences between all outcomes, with mean bias and 95% limits of agreement reported. After visual examination of the plots, linear regression was used to examine whether mean difference and limits of agreement varied across mean values of Fitbit One or Jawbone UP and ActiGraph outcomes ([Fitbit One or Jawbone UP + ActiGraph outcome]/2) [31]. Cohen’s kappa (κ) statistic was used to assess the agreement between devices for classification of active versus inactive based first on achieving 10,000 steps or more per day (default step goal on both devices) and second on achieving 30 minutes/day or more of MVPA, comparable with public health guidelines [32]. For each outcome (steps and MVPA), each day was coded as either 0 for active (≥10,000 steps or ≥30 mins of MVPA) or 1 for inactive (<10,000 steps or <30 mins of MVPA). The strength of Cohen’s kappa was interpreted based on the following definitions: less than chance agreement (<.0), slight agreement (.01-.20), fair agreement (.21-.40), moderate agreement (.41-.60), substantial agreement (.61-.80), and almost perfect agreement (.81-.99). P values were based on two-sided tests and were considered statistically significant at P < .05. All statistical analyses were conducted in SPSS version 21 (IBM Corp, Armonk, NY, USA). Post hoc power calculations determined that a sample size of N=289 daily comparisons would detect correlations as low as .17 with 80% power and 5% alpha.

**Results**

**Participant Characteristics**

A total of 48 participants were recruited for the larger intervention study (n=16 per group). Of the 32 participants allocated to the activity tracker groups, 29 provided valid data for the current analyses, with comparable numbers of participants in the Fitbit One group (n=14) and the Jawbone UP group (n=15). The characteristics of the participants are presented in Table 1. The sample consisted predominantly of middle-aged women (female: 90%, 26/29; age: mean 39.6, SD 5.0 kg/m\(^2\)) who were highly educated (86%, 25/29 completed tertiary education) and with normal-overweight BMI (mean 25.9, SD 5.0 kg/m\(^2\)).

**Table 1. Participant characteristics.**

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>All (n=29)</th>
<th>Fitbit (n=14)</th>
<th>Jawbone (n=15)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female, n (%)</td>
<td>26 (90)</td>
<td>12 (86)</td>
<td>14 (93)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>39.6 (11.0)</td>
<td>36.1 (12.8)</td>
<td>42.8 (8.1)</td>
</tr>
<tr>
<td>Completed tertiary education, n (%)</td>
<td>25 (86)</td>
<td>13 (93)</td>
<td>12 (80)</td>
</tr>
<tr>
<td>BMI (kg/m(^2)), mean (SD)</td>
<td>25.9 (5.0)</td>
<td>26.5 (6.5)</td>
<td>25.4 (3.2)</td>
</tr>
</tbody>
</table>

**Comparison Findings**

The 29 participants contributed a total of 289 valid days of data for analyses (Fitbit One: n=135 days; Jawbone UP: n=154 days). Descriptive statistics, correlation coefficients, agreement, and Bland-Altman parameters for Fitbit One, Jawbone UP, and ActiGraph are presented in Table 2. According to accelerometry estimates, participants in the Fitbit group accumulated a mean 8497 (SD 2878) steps/day and 36.6 (SD 25.0) minutes/day of MVPA. Mean values for the Jawbone UP group were 7511 (SD 2692) steps/day and 37.4 (SD 22.8) minutes/day of MVPA; the mean longest sedentary bout for this group was 46.4 (SD 9.8) minutes/day. Overall, correlations for steps and MVPA were strong for both devices, although higher for Fitbit One (r=.85 for steps and ρ=.80 for MVPA) than for Jawbone UP (r=.75 for steps and ρ=.75 for MVPA). The correlation between Jawbone UP longest idle time and ActiGraph longest sedentary bout was poor (ρ=.19). Absolute agreement (ICC) was acceptable for ActiGraph and Fitbit One steps (.90) and MVPA (.72) and Jawbone UP steps (.79). However, agreement was weak between ActiGraph and Jawbone UP estimates of MVPA (.56) and longest idle time (.08).
Table 2. Descriptive statistics, correlations, agreement, and Bland-Altman parameters for Fitbit One and ActiGraph GT3X+.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Fitbit One</th>
<th>MVPA</th>
<th>Jawbone UP</th>
<th>MVPA</th>
<th>Longest sedentary bout</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Steps</td>
<td></td>
<td>Steps</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>9221 (3416)</td>
<td>17.0</td>
<td>8690 (4029)</td>
<td>75.5</td>
<td>87.1 (45.6)</td>
</tr>
<tr>
<td>GT3X+, mean (SD)</td>
<td>8497 (2878)</td>
<td>36.6</td>
<td>7511 (2692)</td>
<td>37.4</td>
<td>46.4 (9.8)</td>
</tr>
<tr>
<td>(r/\rho) (95% CI)(^b)</td>
<td>.85 (.80, .89)</td>
<td>.80 (.73, .85)</td>
<td>.75 (.67, .81)</td>
<td>.75 (.67, .81)</td>
<td>.19 (.03, .34)</td>
</tr>
<tr>
<td>ICC (95% CI)(^c)</td>
<td>0.90 (0.86, 0.93)</td>
<td>0.72 (–0.15, 0.90)</td>
<td>.79 (0.72, 0.84)</td>
<td>.56 (–0.20, 0.83)</td>
<td>0.08 (–0.12, 0.27)</td>
</tr>
<tr>
<td>Mean difference (SD)(^d)</td>
<td>0.2*x–916.1 (1820)</td>
<td>–0.4*x–9.2 (–19.2)</td>
<td>0.5*x–2491.3 (699.0)</td>
<td>0.5*x+10.6 (38.1)</td>
<td>1.7*x–72.3 (44.8)</td>
</tr>
<tr>
<td>95% Limits of agreement(^d)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Upper</td>
<td>(0.2*x–916.1)+3567.0</td>
<td>0.2*x+0.5</td>
<td>(0.5*x–2491.3)+5290.0</td>
<td>0.8*x+20.2</td>
<td>(1.7*x–72.3)+87.8</td>
</tr>
<tr>
<td>Lower</td>
<td>(0.2*x–916.1)+3567.0</td>
<td>–0.8*x–18.8</td>
<td>(0.5*x–2491.3)+5290.0</td>
<td>0.08*x+1.1</td>
<td>(1.7*x–72.3)–87.8</td>
</tr>
</tbody>
</table>

\(^a\) Days analyzed for Fitbit One: n=135; days analyzed for Jawbone UP: n=154.

\(^b\) Correlations for steps were calculated using Pearson correlation coefficient (r). Correlations for MVPA and longest idle time were calculated using Spearman rank correlation coefficient (\(\rho\)) due to non-normally distributed data. All correlations were significant at \(P<.05\).

\(^c\) All agreements are significant at \(P<.001\) except for longest sedentary bout (\(P>.99\)).

\(^d\) Where the mean difference or limits of agreement were systematically biased, equations are presented, where x=a given value on the x-axis (mean of device and ActiGraph GT3X+ value).

Bland-Altman plots for steps for both devices are presented in Figure 2. For the estimation of steps, analyses revealed systematic bias for mean difference for both devices, with differences increasing with increasing steps/day (see Figure 2). However, 95% limits of agreement were unbiased for both devices and limits were wider for the Jawbone UP than for Fitbit One (5290 and 3567 steps/day, respectively). When absolute values were calculated using the mean of the x-axis values (mean of device and GT3X+ values; Fitbit One: 8859 steps/day; Jawbone UP: 8100 steps/day), both devices overestimated steps (Fitbit One: mean bias 767, 95% limits of agreement 2800 to 4334; Jawbone UP: mean bias 1178, 95% limits of agreement 4112 to 6468).

For MVPA, systematic bias was evident for both the mean difference and the limits of agreement for both the Fitbit One and the Jawbone UP (see Figure 3). The bias was toward larger mean differences and 95% limits of agreement as values on the x-axis increased. When absolute values were calculated using the mean of the x-axis values (mean of device and GT3X+; Fitbit One: 26.6 minutes/day; Jawbone UP: 56.4 minutes/day), the Fitbit One underestimated MVPA by a mean 19.2 minutes/day (95% limits of agreement –39.2 to 5.5), whereas the Jawbone UP overestimated by a mean of 38.1 minutes/day (95% limits of agreement 5.8-65). The differences between Jawbone UP and ActiGraph estimates of longest sedentary bout were also biased (see Figure 4), with larger differences when bouts were longer. The limits of agreement were unbiased but wide (mean difference ±88 minutes), varying by up to 150% of the mean estimate according to ActiGraph.
Figure 2. Bland-Altman plots for device steps and ActiGraph steps: Fitbit (panel A; n=135), Jawbone UP (panel B; n=154). The solid line represents the mean difference (steps) between the two measures and the dashed lines are the 95% limits of agreement.
Figure 3. Bland-Altman plots for Fitbit “very active minutes” (panel A; n=135) and Jawbone “active minutes” (panel B; n=154) and ActiGraph MVPA (mins). The solid line represents the mean difference (mins) between the two measures and the dashed lines are the 95% limits of agreement. MVPA: moderate-to-vigorous physical activity.
Figure 4. Bland-Altman plot for Jawbone “longest idle time” and ActiGraph “longest sedentary bout.” The solid line represents the mean difference (minutes) between the two measures and the dashed lines are the 95% limits of agreement.

Classification of Active Versus Inactive

Using the criterion of at least 10,000 steps per day, agreement between the Fitbit One and ActiGraph for the classification of active versus inactive was substantial ($\kappa=0.68$, $P<0.001$). The Fitbit One correctly classified 95% (41/43) of days as active and 79% (73/92) of days as inactive. Agreement between the Jawbone UP and ActiGraph was moderate ($\kappa=0.52$, $P<0.001$). The Jawbone UP correctly classified 90% (25/28) of days as active and 80% (100/126) of days as inactive.

Using the criterion of at least 30 minutes/day of MVPA, agreement between the Fitbit One and ActiGraph was fair ($\kappa=0.39$, $P<0.001$). The Fitbit One correctly classified 40% (28/70) of days as active and 100% (63/63) of days as inactive (<30 min of MVPA per day). Agreement between the Jawbone UP and ActiGraph was slight ($\kappa=0.14$, $P=0.001$). The Jawbone UP correctly classified 100% (94/94) of days as active and 12% (7/60) of days as inactive.

Discussion

The aim of this study was to compare Fitbit One and Jawbone UP estimates of steps, MVPA, and sedentary behavior to data from the ActiGraph GT3X+ accelerometer in a free-living context. Both the Fitbit One and Jawbone UP demonstrated acceptable accuracy compared with an ActiGraph GT3X+ accelerometer for the estimation of steps per day; however, there were large over- and underestimates of MVPA. Analyses revealed systematic bias for both devices, with significant linear associations between the mean difference and mean values for steps and MVPA, and for the 95% limits of agreement and mean values for MVPA alone. The validity of the Jawbone UP measure of sedentary behavior (“longest idle time”) was poor. Both devices accurately classified more than 80% of the sample days as active or inactive based on the 10,000 steps criterion; however, days were frequently misclassified for meeting public health guidelines of 30 minutes/day of MVPA.

The findings reported in this study suggest that both activity trackers have utility for counting steps in free-living settings, with both devices overestimating daily steps by only 5% to 15% compared with ActiGraph (Fitbit One: 8%; Jawbone UP: 14%). These findings are comparable to those reported in other studies in free-living contexts [16,17], although our correlation for Jawbone UP steps was lower ($r=0.75$ vs $r=0.97$) [17]. This difference in correlation may be due to the larger sample size in our study (n=154 vs n=21 days). The Fitbit One and Jawbone UP have also been previously assessed in laboratory settings, where the correlation with reference measures was considerably stronger ($r=0.97$ vs $r=1.00$) [13,15,33]. This is likely due to the tightly controlled conditions in a laboratory protocol. No previous studies have reported systematic bias for steps or MVPA and these findings are important as they suggest that the magnitude and direction of the average device error changes with increasing total number of steps/day. However, this appears to have little influence on the classification of participants as active or inactive based on the cutoff of 10,000 steps/day, with excellent agreement for both devices compared with ActiGraph accelerometry.

Both devices were less accurate measuring MVPA than steps, with correlations of .56 to .80 for both devices against ActiGraph data. These findings are comparable to those reported by Ferguson et al [17], who also reported a similar range of correlations for Fitbit One and Jawbone UP estimates of MVPA.
compared with ActiGraph accelerometry (.46-.91) in a free-living context. Our findings also demonstrated systematic bias in both devices across mean difference and 95% limits of agreement, indicating that both the difference between devices and the range of error vary across mean values.

It is important to note that despite reasonable correlations for MVPA, compared with ActiGraph, the Fitbit One underestimated MVPA by 46%, misclassifying 60% of days as inactive when they were active, and the Jawbone UP overestimated MVPA by 50%, misclassifying 88% of days as active when they were inactive. The implications of consumer devices over- and underestimating MVPA have significant practical implications. For example, the Jawbone UP overestimated MVPA by a mean 38.1 (SD 22.8) minutes/day and was more likely to classify an inactive day as active. Over a week, this would result in an overestimation of MVPA by a mean of 266.7 (SD 159.6) minutes. Therefore, consumers utilizing these devices will believe that they are engaging in almost twice the recommended dose of physical activity [32], when they are unlikely to be meeting minimum requirements [2].

The large discrepancy in under- and overestimations could be attributable to how MVPA was operationalized. The Fitbit measure of MVPA was the “very active minutes” variable, which is described by the manufacturer as “higher intensity exercise.” The Jawbone measure of MVPA was the “active time” variable, for which no manufacturer’s definition could be identified. We assumed that these measures could relate to MVPA, given that users are encouraged to accrue time spent in these outcomes for health benefits, in line with the promotion of MVPA as “health-enhancing” physical activity. An alternate interpretation of the Fitbit data could be vigorous activity alone, although the correlation was worse for vigorous alone (p=.43 compared with ActiGraph) than for MVPA. After data for this study were collected, Fitbit updated this variable with the label of “active minutes” and a clear definition of “any activity that elicits energy expenditure of ≥3 METs [metabolic equivalents] for a duration of 10 minutes or more.” This aligns the Fitbit definition of “active minutes” directly with the US Centers for Disease Control and Prevention recommendations for MVPA [21] and future studies should investigate whether the revised classification improves the accuracy of MVPA estimates. The Jawbone active time data could include activities of intensity less than moderate-vigorous, which could also explain the difference from ActiGraph MVPA data.

The Jawbone UP is one of the few devices available on the market that reports on time spent idle and this is valuable because of the evidence base linking prolonged sedentary behavior to a range of adverse health outcomes [34]. Our findings indicate that the accuracy of these data are poor, with weak correlations between the Jawbone UP variable “longest idle time” per day and ActiGraph-determined “longest sedentary bout” per day. No previous studies have investigated the “idle time” feature of the Jawbone UP and, similar to MVPA, the poor correlations may reflect the relative measures of idle time and sedentary time. Sedentary behavior is now well defined as any waking activity performed in a reclined or seated posture that elicits an energy expenditure of ≤1.5 METs [35]. However, the manufacturer’s definition of “idle time” could not be identified. Our assumption that idle time should relate to sedentary time has good justification because Jawbone UP discourages idle time in the same way that health promotion messages discourage sedentary behavior [32]. Nonetheless, increased transparency from manufacturers regarding exact definitions of their variables and how they are calculated (including both idle time and active time for the Jawbone UP) would significantly improve the ability of researchers to explore the accuracy of these devices. It would also inform decision making about how to use these monitors in research studies.

In a recent systematic review of intervention studies, self-monitoring was reported as a “very promising” tool for reduction of sedentary behavior [36]. Accurate tools for self-monitoring sedentary behavior are critically needed; however, our findings suggest that the Jawbone UP measure of idle time should be used with caution. This is an important finding given that the Jawbone UP measures of idle time and the associated “inactivity alerts” are a point of difference between the many devices that are available.

Limitations of this study include the predominantly female, healthy, middle-aged sample, which limits the generalizability of the findings. The study could not control for wear time of the consumer devices and this may explain in part some of the large absolute differences between the devices and the ActiGraph. Although it is likely that data with very large differences may be attributable to differences in wear time, these data were not excluded from the current analyses because we were not able to verify this objectively. However, the sample had good wear compliance, evidenced by mean daily steps above normative values for this population [3]. In addition, it is possible that comparing devices with two different wear locations (wrist-worn Jawbone UP vs hip-worn ActiGraph) may have influenced the results. However, a recent study has reported that ActiGraph measured physical activity correlates moderately well between wrist and hip sites [37]. Further, this study used the ActiGraph with the cutpoint of 100 counts per minute as the comparison methods for sedentary behavior. Although this approach is commonly used in this field [5,24], future studies should consider using the activPAL (PAL Technologies Ltd, Glasgow, UK) device, a thigh-worn accelerometer/inclinometer that evaluates time spent sedentary based on posture rather than the cutpoint method [38]. Finally, the epoch length of the consumer-based trackers may be different from the ActiGraph. Accelerometry data in this study were processed in 30-second epochs. Additional sensitivity analyses (not shown) using 60-second epochs did not alter the overall findings.

Study strengths include the free-living setting, which improves ecological validity and takes previous laboratory studies into a real-world setting. More specifically, our study was conducted in the context of a physical activity intervention as would typically be used in research activities (eg, for self-monitoring of behavior change). The study also concurrently assessed two of the most popular brands of activity trackers on the market and two popular wear locations, wrist and waist. The reference measure (ActiGraph) was a previously validated device, with a large number of daily observations for comparison. Finally, our thorough evaluation of systematic bias is novel and a
strength of this study. Only one recent study has assessed the possibility of systematic bias for these devices and for the outcome energy expenditure [39]. It also found potential for systematic bias in the mean difference, with less evident bias for the Fitbit Flex than the Jawbone UP [39].

Consumer-based activity trackers are widely used in the general population and research settings and have considerable potential to facilitate positive health behavior change in individuals, through the self-monitoring of physical activity and sedentary behavior. From both a consumer and researcher perspective, it is critical that these devices measure what they claim to measure. Our findings suggest that the Fitbit One and Jawbone UP have utility for measuring steps; however, due to modest accuracy and systematic bias, they are better suited as self-monitoring tools (eg, for the public consumer or in behavior change interventions) rather than for evaluation of research outcomes. The outcomes that relate to health-enhancing MVPA (eg, the Fitbit One’s “very active minutes” or the Jawbone UP’s “active time”) and sedentary behavior (“idle time” on the Jawbone UP) should be used with caution for both consumers and researchers alike. Future research should continue to assess the accuracy of these activity and sedentary behavior outcomes as manufacturers refine the measurement capacity of these devices.
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Abstract

Background: Mobile health (mHealth) programs hold great promise for increasing the reach of public health interventions. However, mHealth is a relatively new field of research, presenting unique challenges for researchers. A key challenge is understanding the relative effectiveness and cost of various methods of recruitment to mHealth programs.

Objective: The objectives of this study were to (1) compare the effectiveness of various methods of recruitment to an mHealth intervention targeting healthy infant feeding practices, and (2) explore factors influencing practitioner referral to the intervention.

Methods: The Growing healthy study used a quasi-experimental design with an mHealth intervention group and a concurrent nonrandomized comparison group. Eligibility criteria included: expectant parents (>30 weeks of gestation) or parents with an infant <3 months old, ability to read and understand English, own a mobile phone, ≥18 years old, and living in Australia. Recruitment to the mHealth program consisted of: (1) practitioner-led recruitment through Maternal and Child Health nurses, midwives, and nurses in general practice; (2) face-to-face recruitment by researchers; and (3) online recruitment. Participants’ baseline surveys provided information regarding how participants heard about the study, and their sociodemographic details. Costs per participant recruited were calculated by taking into account direct advertising costs and researcher time/travel costs. Practitioner feedback relating to the recruitment process was obtained through a follow-up survey and qualitative interviews.

Results: A total of 300 participants were recruited to the mHealth intervention. The cost per participant recruited was lowest for online recruitment (AUD $14) and highest for practitioner recruitment (AUD $586). Just over half of the intervention group (50.3%, 151/300) were recruited online over a 22-week period compared to practitioner recruitment (29.3%, 88/300 over 46 weeks) and face-to-face recruitment by researchers (7.3%, 22/300 over 18 weeks). No significant differences were observed in participant sociodemographic characteristics between recruitment methods, with the exception that practitioner/face-to-face recruitment resulted in a higher proportion of first-time parents (68% versus 48%, \(P=.002\)). Less than half of the practitioners surveyed reported referring to the program often or most of the time. Key barriers to practitioner referral included lack of time, difficulty remembering to refer, staff changes, lack of parental engagement, and practitioner difficulty in accessing the app.
Conclusions: Online recruitment using parenting-related Facebook pages was the most cost effective and timely method of recruitment to an mHealth intervention targeting parents of young infants. Consideration needs to be given to addressing practitioner barriers to referral, to further explore if this can be a viable method of recruitment.

(J Med Internet Res 2016;18(9):e248) doi:10.2196/jmir.5691
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Introduction
Mobile health (mHealth) apps hold great promise as an effective delivery mode for evidence-based public health interventions. Interventions using mHealth are appealing for a number of reasons: first, a large proportion of the population has access to (and use) apps on their mobile phones; current data indicate that 75% of the world population has access to a mobile phone [1]. A 2012 global survey reported that mobile phone ownership in the United States encompassed 94% of the population, with similar levels of ownership in the United Kingdom (97%), Australia (86%), China (89%), and India (89%). Smartphone ownership ranges from 60-70% in these countries with the exception of India, where just one in ten people own a smartphone [2]. Second, interest in (and use of) mHealth apps for the management and promotion of health is widespread. Globally, there are over 97,000 health-related apps and approximately 1000 new apps are published every month [3]. A recent survey in the United States reported that 35% of mobile phone users downloaded apps to track or manage their health [4]. Third, evidence suggests that mobile phones are uniquely positioned to bridge gaps in health disparities and enable access to information across demographic groups [5]. Lastly, apps designed for use on mobile phones also provide the advantages of programming flexibility (ie, they can be designed with multiple functions) and can provide around the clock high quality information and personalized support, at low cost to both the user and the health provider [6].

As a novel use of emerging technology, mHealth is a relatively new field of research with a need for high quality studies to evaluate the effectiveness of mHealth interventions. Conducting mHealth studies presents unique challenges for researchers, one of which is understanding how best to recruit and retain participants [7], and whether new or novel recruitment methods are required. Recruiting an adequate sample size in a timely and cost effective manner is a critical issue, as it ensures that studies are adequately powered to measure effects and are conducted in an efficient manner [7,8]. Furthermore, the recruitment of diverse samples, including typically under-represented groups, is important to improve the external validity of mHealth studies [7,8].

To date, mHealth studies have used a range of recruitment approaches, including online (advertising on search engines, websites, online forums, direct emails, and social media) and traditional methods of recruitment (flyers, newspaper ads, billboards, TV and radio ads, and direct mail) [7]. Another method of recruitment that may be appropriate for health-related interventions is referral by health practitioners who feel that particular mHealth programs are trusted and fit well with their practices. While Internet-supported therapeutic interventions are gaining popularity [9], there is a lack of studies reporting on the outcomes of practitioner referral to mHealth programs. There is a paucity of research reporting on recruitment to mHealth programs [7]. We were only able to identify one other study [10] that reported on the reach and cost of various methods of recruitment to an mHealth program. This study did not compare participant characteristics by recruitment method, which is an important issue given the potential differential reach of online versus more traditional methods of recruitment. More is known about recruitment to web-based interventions, with a number of studies [11-20] reporting that the use of online recruitment strategies such as Facebook, search engine advertisements, and promotion on relevant websites, are effective. However, only a few studies of web-based interventions [11,14,15,21] have compared the reach and costs of using online versus traditional methods of recruitment, with conflicting findings. Furthermore, while one study [15] reported no difference in participant characteristics by recruitment method, others [11,14,21] reported online recruitment to be more effective in recruiting hard to reach or more at risk groups. More research is needed to understand both the reach and costs of various methods of recruitment to both web-based and mHealth interventions, in order to inform the design of future trials.

We have recently developed an mHealth intervention for parents of young infants (growing healthy) that encourages healthy infant feeding practices, with a focus on socioeconomically disadvantaged parents. The program consists of an app and website [22], providing parents with a one-stop shop for evidence-based advice and strategies that are consistent with national guidelines pertaining to infant feeding in the first nine months of life. Participating parents received three push notifications or short message service (SMS) text messages (for those without smartphones) regarding infant feeding and related topics, which were relevant to the age of their infant, for each week of the intervention. Messages were tailored to parents’ feeding mode (breast, formula, or mixed feeding) with links to more information on the app or website. Further details about the development of the program have been published elsewhere [23]. A feasibility study of the program has been conducted [23] using a quasi-experimental design, with an mHealth intervention group and a concurrent nonrandomized comparison group. The study used a range of recruitment methods, including traditional approaches (face-to-face recruitment by researchers), practitioner referral, and online recruitment, providing a unique
opportunity to examine the reach and costs of these various recruitment approaches.

The aims of this paper were to (1) compare the recruitment rate, costs, and characteristics of participants recruited using a range of recruitment approaches to an mHealth intervention targeting parents with young infants, and (2) to explore factors influencing practitioner referral to the program. These analyses will provide important new insights into recruitment to mHealth interventions, and further our understanding of utilizing health practitioners for referral to such programs.

Methods

Study Design and Sample Size

The methods of this study have been published previously [23]. Briefly, the growing healthy study utilized a quasi-experimental design with an mHealth intervention group and a concurrent nonrandomized comparison group. The study aimed to recruit approximately 200 parent/child dyads to the intervention arm and a similar number to the comparison arm, with a focus on recruiting parents from socioeconomically disadvantaged regions. As this was a feasibility study, the sample size was not based on a statistical power calculation; rather, the purpose of the study was to test implementation feasibility, and sample size was therefore tailored to logistical limitations of the time and funds available to support recruitment. The data gathered in this study will provide evidence to guide sample size calculations for a subsequent randomized controlled trial. This paper will focus on recruitment to the intervention arm; details of recruitment to the comparison arm have been published [23].

Recruitment Methods - Growing healthy Program

Eligibility criteria for participation in the study included: expectant parents (>30 weeks of gestation) or parents/primary caregiver with an infant <3 months old, ability to read and understand English, own a mobile phone, ≥18 years old, and living in Australia. Participants were excluded if their infant was born prematurely (before 37 weeks) or had a disability with the potential to impact on infant feeding. Recruitment to the growing healthy program commenced in December, 2014 and continued for a 12-month period. The initial method of recruitment was via practitioner referral and entailed face-to-face recruitment only. However, due to the slow rate of recruitment using these approaches over the initial 6-month recruitment period, online advertising was used in the final six months of recruitment, with the aim of boosting enrolments. Further details of these recruitment methods are described below and outlined in Figure 1.

Figure 1. Overview of the recruitment and enrolment process for the Growing healthy program.
Textbox 1. Practitioner recruitment methods.

- Handing out program brochures at routine appointments
- Displaying posters in waiting rooms in participating clinics/centers/practices
- Asking interested parents to complete an expression of interest form (MCH Services only). Using these forms, parents provided contact details and gave permission for the research team to email information about the study directly to them. This approach was used in response to MCH nurses’ concerns that interested parents with young infants may need a reminder to enroll
- Sending a letter of invitation from the practice (general practice only) inviting eligible potential participants (women registered in the practice in final trimester of pregnancy or having an infant less than three months old) to enroll in the program

Practitioner Referral

Practitioners were engaged in recruiting parents to the growing healthy program from three primary health care settings: (1) Maternal and Child Health (MCH) nurses (n=87) in two local government areas in Melbourne, Victoria; (2) midwives (n=10) from outpatient antenatal services at a large Melbourne hospital; and (3) practice nurses (n=8) from four general practices in the Illawarra/Shoalhaven Medicare location in New South Wales. Study sites were selected if they had a high relative level of socioeconomic disadvantage in the surrounding communities (based on the Index of Relative Socio-Economic Advantage and Disadvantage [24]) as well as a relatively high birth rate, and if the sites had been involved in previous studies and were within reasonable proximity to the study researchers. Practitioners attended a face-to-face briefing session with the research team, which included a demonstration of the growing healthy app and recruitment strategies. Practitioners were also offered a code to download the app. Practitioners were requested to promote the program to potential participants using one or more of the methods outlined inTextbox 1.

The ethics approval for practice nurses in general practice was conditional on the use of passive recruitment strategies only (ie, display of posters/brochures in waiting areas of practices and sending letters to potential participants). The use of more active approaches, such as practice nurses providing a brochure to a potential participant, were considered by this committee as potentially coercive due to the existing practitioner-patient relationship. However, ethics committees overseeing the study for MCH nurses and midwives approved both passive and active promotion by practitioners, with the condition that practitioners emphasized that the choice to participate was completely voluntary and would not affect the care provided.

Within the MCH Services in Victoria, only practitioners working in the most disadvantaged communities (defined as having an Index of Relative Socio-Economic Advantage and Disadvantage score of less than a 1000 [24]) were initially invited to recruit parents to the program (December, 2014 - April, 2015). However, due to the slow rate of recruitment over the first five months, all MCH nurses working in the area were subsequently invited to recruit parents to the program for the remaining seven months of recruitment (May, 2015 - November, 2015).

Face-To-Face Recruitment

Within participating MCH Services in Victoria, a research assistant attended first-time parent groups (n=22, two to eight parents per group) in selected low socioeconomic suburbs to inform parents of the growing healthy program. Recruitment involved providing parents with a copy of the program brochure and collecting the names and email addresses of interested parties. These parents were subsequently emailed a web link inviting them to enroll in the program.

Online Recruitment

Online recruitment for the intervention arm commenced in May, 2015 in response to the slow rate of recruitment using practitioner and face-to-face approaches. Online methods involved advertising the program on a range of popular Australian parenting websites and forums, including one advertisement on a parenting website and five Facebook status updates on Facebook pages targeting (and widely followed by) parents of young children. The main factors influencing the choice of website/Facebook pages included: Australian-based groups, groups having a large number of followers, and the advertising costs being within the project budget (costs of advertisements ranged from AUD $65 to $440 each, with costs totaling $832). Additionally, a capped price (AUD $200) official Facebook advertising package was purchased. This initiative ran for five days and could only be seen by those who were using Facebook on a computer (rather than a mobile device) on the side bar of a Facebook newsfeed. Facebook advertising on mobile devices was not possible because the project did not have a public Facebook page established, which is a requirement for Facebook advertising on mobile devices. Figure 2 shows an example of a Facebook advertisement and the text used in online advertising.

In total, online advertisements ran for eight weeks. The snowball effect of social media (ie, people tagging friends and families in the Facebook post) continued to promote the app, resulting in recruitment of a substantial number of parents for a number of weeks following the completion of active advertising. A record of the online recruitment processes was kept, including a list of the date and site of each of the online advertisements and the associated costs.
Participan Enrolment and Data Collection
Participants enrolled via the program website [22], which involved completing an eligibility screening form, providing consent, and completing a baseline survey that included questions regarding sociodemographic information and how participants heard about the study [23]. To compensate participants for the time involved in completing this survey, participants received an AUD $20 gift voucher. Participants received a code to download the app (at no cost) from the App Store (iPhone users) or Google Play (Android users), or a login for the website (for those without a smartphone capable of supporting the app). Pregnant women that were interested in participating in the study registered their interest on the study website. These mothers immediately received an SMS text message/email inviting them to enroll in the study upon the birth of their baby; a reminder SMS text message/email was sent two weeks after their baby’s due date.

Recruitment Costs
Several pieces of information were collected to calculate the costs for each recruitment method, as outlined in textbox 2. Researcher time consisted mainly of research assistants (AUD $42 per hour), but also involved an administrative assistant (AUD $22 per hour) and a PhD student (AUD $14 per hour). Two research fellows (AUD $59 per hour) led the recruitment of practitioners and were involved in the briefing sessions, along with a senior researcher (AUD $70 per hour). All costs were inclusive of on-costs such as superannuation and leave, and based on salary scales at Deakin University and University of Technology Sydney. The total costs were calculated for each recruitment method and divided by the number of participants recruited using each method, to calculate a cost per enrolled participant for each type of recruitment. Sensitivity analysis was conducted regarding the costs of researcher time.
Textbox 2. Costs associated with each recruitment method.

Practitioner referral:
- costs of recruitment materials provided to practitioners, researcher time for attending the briefing session, emails to parents expressing interest, and sending of invitation letters from practices. The costs of the practitioners’ time spent recruiting were not included because this was provided in kind as part of practitioners’ routine practice

Face-to-face recruitment:
- Researcher time for travel and attending first-time parent groups, sending of follow-up emails, and travel costs

Online recruitment:
- Researcher time spent searching for, and placing advertisements in, relevant parenting websites and forums, and direct advertising costs

Practitioner Survey and Interviews
Nine months after recruitment commenced, all participating practitioners were invited to complete a short five-to-ten minute online survey. The survey asked about how frequently the practitioners referred to the program, the methods used in promoting the program, perspectives on the barriers to referring participants, views about the program content and credibility, and perceptions of the sustainability of continued referral of parents to the program. Practitioners who were invited to complete the survey, but had not yet done so, were sent a reminder email on three separate occasions. Practitioners participating in the survey, along with their service managers, were also invited to participate in individual semi-structured telephone interviews to further explore issues pertaining to referral to the program.

Data Analyses
Differences in participants’ characteristics (obtained from baseline survey) between recruitment methods were tested using Pearson’s Chi-square test statistics for categorical data, and independent t-tests for normally distributed continuous variables using IBM SPSS Statistic version 22 [25]. Recruitment rates were calculated for each recruitment method as the number of eligible participants divided by recruitment time, and an exact 95% confidence interval was calculated based on the relationship between Poisson and chi-square distributions [26].

Practitioner survey data were analyzed descriptively using Microsoft Excel. Practitioner interviews were audio recorded (with permission) and transcribed verbatim. Transcripts were analyzed thematically by one author (RL), using NVivo 10 [27] to organize codes. Codes were cross checked by another author (EL) for consistency in coding approach and interpretation. Minor differences were noted in coding, each of which was resolved through discussion.

Ethics and Study Approvals
This study was approved by Deakin Human Research Ethics Committee (HREC) (2014_093), University of Technology Sydney HREC (ETH15-0110 for New South Wales participants) and the Victorian Department of Education and Training.

Results

Enrolment Status
A total of 585 individuals commenced the baseline survey; 171 (29.2%) failed to complete the survey and 32 participants completed it twice (duplicate surveys). A further 82 (82/585, 14.0%) individuals were considered ineligible (mainly because their baby was older than three months), resulting in 300 enrolled participants (51.3% of those who commenced the baseline survey).

Rates and Costs of Various Recruitment Strategies
Just over 50% of participants (151/300) were recruited online. This approach proved to be the quickest and cheapest method of recruitment, at an average cost of AUD $14 per participant recruited over a 22-week period (Table 1). Of the online sources of recruitment, advertising on the Facebook pages of popular parenting websites recruited the most participants at the lowest cost (Table 2). An official Facebook advertisement was less successful, resulting in 150 clicks and five participants recruited, despite reaching over 16,000 women of a child bearing age.

Overall, 29.3% of participants (88/300) were recruited by practitioners during a time span of just under one year, with most participants being recruited by MCH nurses (70/88) and few being recruited by practice nurses (16/88) or midwives (2/88). The costs for each participant recruited was AUD $586 for practice nurses, AUD $268 for midwives, and AUD $77 for MCH nurses (Table 1). In terms of face-to-face recruitment, a total of 22 first-time parent groups were visited by the research team over an 18-week period, resulting in 51 expressions of interest and 23 enrolments, at a cost of AUD $100 per participant. Interestingly, 12.7% (38/300) of participants were recruited through recommendations by family and friends, which could have flowed from online or practitioner referrals.

Comparison of Participant Characteristics by Recruitment Approach
There were no significant differences in participant characteristics by recruitment method, with the exception that participants referred to the program by their practitioner, or recruited by researchers face-to-face, were more likely to be first-time parents/primary care givers compared to those recruited online (Table 3). Approximately 52% (130/251) of participants had no university-level education and approximately one-fifth (53/251) of participants had a high school education or less. There were no sociodemographic differences between participants recruited by practitioners in the first wave of recruitment (disadvantaged suburbs only) compared to those recruited by practitioners in the second wave (all suburbs in the selected areas, data not shown).
Table 1. Rates and costs of recruitment strategies.

<table>
<thead>
<tr>
<th>Recruitment method</th>
<th>Number (%) of participants recruited</th>
<th>Length of recruitment period</th>
<th>Total cost (AUD $)</th>
<th>Cost per participant (AUD $)</th>
<th>Mean number of participants recruited per week (Confidence Interval)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Online recruitment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>151 (50.3)</td>
<td>22 weeks</td>
<td>$2082</td>
<td>$13.79</td>
<td>6.9 (5.8-8.0)</td>
</tr>
<tr>
<td><strong>Practitioner recruitment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MCH nurse</td>
<td>70 (23.3)</td>
<td>45 weeks</td>
<td>$5371</td>
<td>$76.73</td>
<td>1.6 (1.2-2.0)</td>
</tr>
<tr>
<td>Practice nurse</td>
<td>16 (5.3)</td>
<td>46 weeks</td>
<td>$9371</td>
<td>$585.69</td>
<td>0.3 (0.2-0.6)</td>
</tr>
<tr>
<td>Midwife</td>
<td>2 (0.7)</td>
<td>10 weeks</td>
<td>$536</td>
<td>$268.00</td>
<td>0.2 (0.0-0.7)</td>
</tr>
<tr>
<td><strong>Face-to-face recruitment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>23 (7.7)</td>
<td>22 weeks</td>
<td>$2310</td>
<td>$100.43</td>
<td>1.0 (0.7-1.6)</td>
</tr>
<tr>
<td><strong>Word of mouth</strong></td>
<td>38 (12.7)</td>
<td>42 weeks</td>
<td>n/a</td>
<td>n/a</td>
<td>0.9 (0.7-1.4)</td>
</tr>
</tbody>
</table>

a MCH: Maternal and Child Health.

Table 2. Online sources of recruitment (n=151) for the growing healthy program.

<table>
<thead>
<tr>
<th>Source</th>
<th>Number (%)</th>
<th>Total cost (AUD $)</th>
<th>Direct advertising cost per participant (AUD $)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parenting website Facebook pages</td>
<td>102 (67.5)</td>
<td>$650</td>
<td>$6.37</td>
</tr>
<tr>
<td>Facebook advertising</td>
<td>5 (3.3)</td>
<td>$200</td>
<td>$40</td>
</tr>
<tr>
<td>Online mothers group Facebook pages</td>
<td>40 (26.5)</td>
<td>$182</td>
<td>$4.55</td>
</tr>
<tr>
<td>Facebook (unspecified)</td>
<td>3 (2.0)</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Internet search</td>
<td>1 (0.7)</td>
<td>n/a</td>
<td>n/a</td>
</tr>
</tbody>
</table>
Table 3. Comparison of participant characteristics by recruitment strategy for the growing healthy (mHealth) intervention (n=262).

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>Recruitment method</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Online (n=151)</td>
<td>Practitioner or face to face (n=111)</td>
</tr>
<tr>
<td>Participant age in years, mean (SD), range</td>
<td>30.05 (4.85), 18-46</td>
<td>31.10 (4.50), 18-41</td>
</tr>
<tr>
<td>Country of birth, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Australia</td>
<td>133 (88.1)</td>
<td>89 (80.2)</td>
</tr>
<tr>
<td>New Zealand</td>
<td>3 (2.0)</td>
<td>3 (2.7)</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>5 (3.3)</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td>Other</td>
<td>10 (6.6)</td>
<td>17 (15.3)</td>
</tr>
<tr>
<td>Aboriginal or Torres Strait Islander, n (%)</td>
<td>5 (3.3)</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>146 (96.7)</td>
<td>110 (99.1)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>111 (73.5)</td>
<td>83 (74.8)</td>
</tr>
<tr>
<td>Defacto relationship</td>
<td>32 (21.2)</td>
<td>25 (22.5)</td>
</tr>
<tr>
<td>Separated</td>
<td>1 (0.7)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Divorced</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Never married</td>
<td>7 (4.6)</td>
<td>3 (2.7)</td>
</tr>
<tr>
<td>Widowed</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Average household gross weekly income (AUD $), n=223, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Below average (&lt;$1000/week)</td>
<td>16 (11.8)</td>
<td>15 (17.2)</td>
</tr>
<tr>
<td>Average ($1000–$1500/week)</td>
<td>51 (37.5)</td>
<td>21 (24.1)</td>
</tr>
<tr>
<td>Above average ($1500–$2000/week)</td>
<td>30 (22.1)</td>
<td>29 (33.3)</td>
</tr>
<tr>
<td>Higher income (&gt; $2000/week)</td>
<td>39 (28.7)</td>
<td>22 (25.3)</td>
</tr>
<tr>
<td>Highest level of education n=251, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school education or less</td>
<td>30 (21.0)</td>
<td>23 (21.3)</td>
</tr>
<tr>
<td>Trade/certificate/diploma</td>
<td>43 (30.1)</td>
<td>34 (31.5)</td>
</tr>
<tr>
<td>Degree or higher degree</td>
<td>70 (49.0)</td>
<td>51 (47.2)</td>
</tr>
<tr>
<td>Employment status, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Keeping house and/or raising children full time</td>
<td>130 (86.1)</td>
<td>90 (81.1)</td>
</tr>
<tr>
<td>Working full time</td>
<td>8 (5.3)</td>
<td>12 (10.8)</td>
</tr>
<tr>
<td>Working part time/casual</td>
<td>8 (5.3)</td>
<td>5 (4.5)</td>
</tr>
<tr>
<td>Studying (full or part time)</td>
<td>4 (2.6)</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>Unemployed/laid off</td>
<td>1 (0.7)</td>
<td>3 (2.7)</td>
</tr>
<tr>
<td>Health care card, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>29 (19.2)</td>
<td>13 (11.7)</td>
</tr>
<tr>
<td>No</td>
<td>122 (80.2)</td>
<td>98 (88.3)</td>
</tr>
<tr>
<td>Self-rated health status, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Excellent</td>
<td>14 (9.3)</td>
<td>11 (9.9)</td>
</tr>
<tr>
<td>Very good</td>
<td>58 (38.4)</td>
<td>52 (46.8)</td>
</tr>
<tr>
<td>Good</td>
<td>67 (44.4)</td>
<td>35 (31.5)</td>
</tr>
<tr>
<td>Fair</td>
<td>12 (7.9)</td>
<td>13 (11.7)</td>
</tr>
<tr>
<td>Poor</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>
Recruitment method

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>Recruitment method</th>
<th>Practitioner or face to face</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Online (n=151)</td>
<td>Practitioner or face to face (n=111)</td>
<td></td>
</tr>
<tr>
<td>Smoking status, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never smoked</td>
<td>95 (62.9)</td>
<td>70 (63.1)</td>
<td>.69</td>
</tr>
<tr>
<td>Past smoker</td>
<td>48 (31.8)</td>
<td>32 (28.8)</td>
<td></td>
</tr>
<tr>
<td>Smoke occasionally</td>
<td>4 (2.6)</td>
<td>3 (2.7)</td>
<td></td>
</tr>
<tr>
<td>Smoke regularly</td>
<td>4 (2.6)</td>
<td>6 (5.4)</td>
<td></td>
</tr>
<tr>
<td>Baseline feeding status, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Breastfeeding</td>
<td>103 (68.2)</td>
<td>65 (58.6)</td>
<td>.19</td>
</tr>
<tr>
<td>Formula feeding</td>
<td>25 (16.6)</td>
<td>20 (18.0)</td>
<td></td>
</tr>
<tr>
<td>Mixed feeding</td>
<td>23 (15.2)</td>
<td>26 (23.4)</td>
<td></td>
</tr>
<tr>
<td>First time parent, n (%)</td>
<td>73 (48.3)</td>
<td>75 (67.6)</td>
<td>.002*</td>
</tr>
</tbody>
</table>

*P<.05.

Feedback from Practitioners - Survey and Interview Findings

A total of 37 of 87 (43%) practitioners completed the online survey to provide feedback on the intervention and the referral process. Four qualitative interviews were subsequently conducted with two MCH nurses (who championed the program in the areas that they worked) and two MCH Service managers in the participating areas. While most practitioners surveyed (76%, 66/87) agreed or strongly agreed that the growing healthy program was a credible source of information and support for parents on infant feeding, and that there was a need for such programs, less than half of the survey respondents actually referred parents to the program often or most of the time (Table 4). The primary method of promoting the program was handing out brochures to parents (76%, 66/87) and displaying posters in waiting rooms (60%, 52/87). Only two of the 37 surveyed practitioners showed parents the app on their own device, and only six showed parents the website. Interestingly, only six of the 37 practitioners surveyed had downloaded the app. Nearly half (43%, 37/87) reported not downloading the app or viewing the website (Table 4). A number of practitioners reported problems downloading the app, and (as discussed in the qualitative interviews) this may have affected nurses’ confidence in the program:

We had real problems with the app. So for the nurses to feel confident about recruiting people when the app wasn’t working and getting on to the site, was quite difficult… [Practitioner 4]

The survey indicated that a lack of time was the main reason for not referring patients to the app, and this was also discussed in the qualitative interviews:

We often get asked to do so many things and we also have quite a number of tasks that we need to achieve under each of the key age and stage visits anyway. [Practitioner 2]

Other barriers included practitioners finding it difficult to remember to refer to the app (43%, 37/87), and the study enrolment process itself, such as the number of steps involved in accessing the app (28%, 24/87; Table 4). Qualitative interviews also highlighted that staff changes, including the use of casual relief staff, was a barrier at one site. During the interviews practitioners also indicated that parents were not always responsive to a referral due to the demands of having a newborn baby, and the lack of uptake or uncertainty about uptake was disheartening, as discussed by one nurse:

Once the baby is here, there’s sleep deprivation, they’re busy and they’re coming to Maternal and Child Health and getting lots of different information. So maybe there’s a bit of information overload…I just remember feeling a bit dejected that people weren’t using it. [Practitioner 3]

During the interviews, practitioners made a number of useful suggestions for improving program promotion in the future. These suggestions included engaging parents early (such as targeting parents antenatally when they had more time to engage and download the app), offering the app to parents with babies and toddlers, as well as the use of fridge magnets (instead of paper brochures) to act as ongoing visible reminders for parents to enroll in the program. One interviewee highlighted that vulnerable parents frequently change mobile phones and phone numbers, and that this may be a barrier to parent participation in mHealth programs. Suggestions made to improve practitioner promotion of the program included the integration of promotional materials into the standard information pack provided to parents by nurses at each visit, whole of service recruitment (rather than recruitment in selected suburbs), and to provide regular reminders to nurses to promote the program. The use of SMS text reminders or a nurse version of the app that provided nurse-specific push notifications was suggested. Managers also discussed the importance of broader endorsement of the program by the MCH Service funding body, for promotion of the program to become standard practice, as well as the engagement of other local health and social services in promoting the app.
Table 4. Practitioner feedback on program promotion (survey findings).

<table>
<thead>
<tr>
<th>Promotion of Program</th>
<th>Number (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Frequency of promotion or referral (n=37)</strong></td>
<td></td>
</tr>
<tr>
<td>Most of the time (more than 75% of eligible parents)</td>
<td>4 (11)</td>
</tr>
<tr>
<td>Often (51-75% eligible parents)</td>
<td>12 (32)</td>
</tr>
<tr>
<td>Sometimes (26-50% eligible parents)</td>
<td>11 (30)</td>
</tr>
<tr>
<td>Rarely (1-25% of eligible parents)</td>
<td>8 (22)</td>
</tr>
<tr>
<td>Never</td>
<td>2 (5)</td>
</tr>
<tr>
<td><strong>Main reason never or rarely promoted the program (n=9)</strong></td>
<td></td>
</tr>
<tr>
<td>Sometimes no program materials</td>
<td>1 (11)</td>
</tr>
<tr>
<td>Lack of time</td>
<td>4 (44)</td>
</tr>
<tr>
<td>Do not see parents personally</td>
<td>2 (22)</td>
</tr>
<tr>
<td>Did not like brochure with bottle feeding baby</td>
<td>1 (11)</td>
</tr>
<tr>
<td>No reason</td>
<td>1 (11)</td>
</tr>
<tr>
<td>Not interested</td>
<td>1 (11)</td>
</tr>
<tr>
<td>Most clients have poor English skills</td>
<td>1 (11)</td>
</tr>
<tr>
<td><strong>Views about the referral process (agree or strongly agree)</strong></td>
<td></td>
</tr>
<tr>
<td>I had adequate information about the program in order to refer parents (n=30)</td>
<td>27 (90)</td>
</tr>
<tr>
<td>I found it difficult to remember to refer parents to the program (n=30)</td>
<td>13 (43)</td>
</tr>
<tr>
<td>I found the referral process worked well (n=30)</td>
<td>16 (53)</td>
</tr>
<tr>
<td>Some parents found it difficult to enroll in the program (n=29)</td>
<td>8 (28)</td>
</tr>
<tr>
<td><strong>Method of promotion (n=37)</strong></td>
<td></td>
</tr>
<tr>
<td>Gave brochures to parents</td>
<td>28 (76)</td>
</tr>
<tr>
<td>Posters in waiting room or clinic areas</td>
<td>22 (60)</td>
</tr>
<tr>
<td>Asked interested parents to complete expression of interest</td>
<td>12 (32)</td>
</tr>
<tr>
<td>Showed parents the website</td>
<td>6 (16)</td>
</tr>
<tr>
<td>Showed parents the app</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Discussed/encouraged in first-time parent groups</td>
<td>3 (8)</td>
</tr>
<tr>
<td>Brochure in waiting room</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Supported staff to show parents the website</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Did not promote the program</td>
<td>2 (5)</td>
</tr>
<tr>
<td><strong>Encountered problems referring parents to program (n=30)</strong></td>
<td>5 (17)</td>
</tr>
<tr>
<td><strong>Practitioner access to program (n=35)</strong></td>
<td></td>
</tr>
<tr>
<td>Downloaded the app</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Viewed the website</td>
<td>13 (37)</td>
</tr>
<tr>
<td>Downloaded app and viewed website</td>
<td>4 (11)</td>
</tr>
<tr>
<td>Neither downloaded app or viewed website</td>
<td>16 (46)</td>
</tr>
</tbody>
</table>

**Discussion**

To our knowledge, this is the first study to report on recruitment outcomes for an mHealth intervention targeting parents of young infants, and is unique in comparing outcomes of online versus practitioner-led recruitment. We found online recruitment using parenting-related Facebook pages to be a more effective method of recruitment compared to practitioner-led referral that took more than twice as long, and contributed only 29.3% (88/300) to the total sample, at a substantially higher cost than online recruitment. Face-to-face recruitment by researchers recruited less than 10% (22/300) of the sample, was time consuming, and resulted in higher recruitment costs than online recruitment. Our findings suggest that consideration should be given to online recruitment strategies in future mHealth interventions.
A key challenge for mHealth researchers is keeping abreast of the latest online recruitment options. A recent technological development called ResearchKit [33] may help with this problem. ResearchKit is open-sourced and agnostic to the type of mobile operating system being used. As a result, mHealth projects leveraging ResearchKit can reach out to millions of mobile phone users in a short period of time, because ResearchKit natively brokers the recruitment target using the demographic information that individual mobile operating systems already have from their users. This system also reduces costs in a number of ways. First, the cost to develop the technology to support the mHealth recruitment process is reduced. Second, the overall cost of other aspects of recruitment is also reduced, as ResearchKit manages informed consent and facilitates the capture of digital health data. In summary, the open-sourced and platform-agnostic nature of ResearchKit eliminates the need for individual mHealth research projects to "reinvent the wheel" on common technological components of recruitment, and natively allows access to a larger population in which recruitment is carried out.

There were a number of factors that may have reduced the effectiveness of practitioner-led recruitment in this study. There was a two-month delay between the practitioner briefing session and commencement of recruitment due to a technical issue with the data collection system. It is quite likely that recruitment would have been more successful if briefing coincided with the start of recruitment. There were also delays in program brochures being distributed to the nurse teams by the service managers, due to more pressing staff issues. There was only limited email contact between the research team and practitioners during the recruitment period due to staff time pressures, providing few opportunities to remind practitioners about the study. These circumstances reflect the reality of working with busy primary health care practitioners who were asked to add program recruitment to their long list of issues to cover in appointments with parents. Furthermore, parents recruited by practitioners were required to remember to go to the study website to enroll, whereas online participants were able to do this at the click of a button directly from the online advertisement. The findings from our survey with practitioners also highlighted that very few practitioners actually showed the app homepage was visible. Over 40% of practitioners surveyed had not downloaded the app or viewed the website, which may reflect a lack of time, interest, technical problems experienced, and possibly the age of the nurses (with nearly 70% over 50 years of age [34]). These issues reflect the findings of recent research that reported a lack of familiarity with mHealth technologies, fear of loss-of-information control, concern about practitioner-patient relationships, and medicolegal risks to be amongst the barriers limiting antenatal health professionals from engaging with mHealth programs [35,36].

Recruitment rates by practice nurses in this study were very low, and as a result costs per participant recruited were high, partially reflecting the large amount of researcher time involved in recruiting and engaging practices. At the time of the study, primary health care organizations were undergoing a restructuring, making it difficult to engage general practices. As a result, only four practices and eight practice nurses were recruited. Furthermore, ethical requirements prevented nurses from directly promoting the program to parents; instead promotion of the program occurred via direct mail to potentially eligible parents, and displays of the program brochure and poster in clinic waiting areas. In contrast, over 80 MCH nurses were involved in the study, and were able to directly promote the program, resulting in higher yields and reduced costs per participant. The organization of MCH Services also allowed for more time-efficient briefing and engagement with practitioners. There was potentially higher buy-in amongst MCH nurses, given the close alignment of the program with their service goals compared to practice nurses who have a generalist role.

Despite our finding that online recruitment was less costly than practitioner-led recruitment, primary health care practitioners are still likely to have an important role to play in promoting and reinforcing mHealth interventions to parents, because parents access these services so frequently. Data from Victoria, Australia suggest that on average parents make 11 visits to general practitioners and 14 visits to MCH nurses in the first year of their child’s life, and most of these visits are unrelated to illness [37]. The findings from this study suggest that promotion of mHealth interventions need to be integrated into standard procedures to become a streamlined part of routine practice. Practitioners also need regular prompts and reminders to engage with parents using such interventions. Consideration should be given to mobile forms of reminders, such as SMS texts or a practitioner version of the app with tailored reminders. Broader endorsement of mHealth programs by practitioner governing and funding bodies is also required for promotion of such programs to become standard practice. The cost of practitioner-led recruitment could also be decreased by broader promotion of the program to practitioner governing bodies and associations, and online promotional videos rather than face-to-face briefing sessions.

Interestingly, despite practitioner recruitment initially occurring in more disadvantaged areas, there were no significant differences in the measured sociodemographic characteristics between participants recruited online versus those recruited by their practitioner or face-to-face by researchers. There was, however, a higher proportion of first-time parents recruited.
using practitioner-led and face-to-face recruitment approaches. This finding likely reflects face-to-face recruitment at first-time parent groups and practitioners having greater contact with first-time parents and/or more promotion of the program to these parents. Interestingly, more than half of those who enrolled online were second time parents, suggesting a high demand for the program beyond first-time parents. A number of early obesity prevention interventions [38-41] have targeted only first-time parents, with the rationale that the intervention effect may be larger in parents with no previous experience with infant feeding, although this remains untested and will be explored in the outcomes of this study.

The findings of this study are largely in line with the TXT2BFiT mHealth trial [10] that targeted weight gain prevention in adults 18-35 years of age. This study also reported a slow rate of recruitment via health practitioners (in this case general practitioners). The TXT2BFiT trial also found that paid official Facebook advertisements resulted in low uptake and high cost compared to other online advertising, which concurs with our findings. Our findings are also in line with some previous research of web-based interventions (mainly in the smoking cessation field) that have demonstrated that online advertising produces a greater yield of participants [11,14,15,21] than traditional methods of recruitment, and at a lower cost [11,15,21]. There are conflicting findings regarding the impact of recruitment strategies on participants’ baseline characteristics. In findings similar to ours, a previous study examining smoking cessation [15] also found no significant differences for baseline characteristics between recruitment type (traditional versus online recruitment). However, other studies have reported online recruitment to be more effective in recruiting hard to reach or more at risk groups than traditional recruitment approaches [11,14,21].

This study has a number of strengths and weaknesses. The findings of the study are relevant to the recruitment of parents of young infants to mHealth interventions, and cannot be generalized outside of this context. Different research staff were involved in various recruitment strategies (eg, online recruitment only involved a research assistant, while practitioner recruitment involved more senior researchers to promote practitioner buy-in). While this factor may influence the interpretation of costings, a sensitivity analysis revealed no difference in costing outcomes when only research assistants were used in the costing calculations. The study relied on self-reports of how participants heard about the study, and this may be subject to recall bias. However, because recruitment via practitioners occurred in specific geographical areas and commenced prior to any online advertising, we were able to cross-reference this data against participant addresses and time of recruitment for clarification in some cases. We were unable to determine if word of mouth recruitment resulted from practitioner or online promotion, and thus participants who said they heard about the study from family or friends were excluded from the costing and comparison of participant characteristics. We did observe a rise in word of mouth recruitment that corresponded with online advertising, suggesting that online recruitment may provide an easy method of referring others (ie, tagging friends/family in Facebook posts).

Another limitation of the study was the low response rate to the practitioner survey, and that only four practitioners agreed to be interviewed. This limitation may have resulted in response bias, with those harboring the strongest views about the app (either positive or negative) being more likely to participate. However, the integration of the survey and qualitative findings is a strength, and together provide additional insights into factors influencing practitioner recruitment. The four practitioners that were interviewed can be considered key informants; two of whom were MCH Service managers who were aware of the broader views of MCH nurses in their respective services. The other two participants were practitioner champions for the project in their respective services, and again were aware of some of the broader practitioner views about the program via informal discussions with their colleagues. We have yet to test whether there is any difference in retention or outcomes between the various recruitment strategies, and this issue will be a focus for future analyses.

Conclusion
This study provides new insights into the relative effectiveness of various recruitment strategies for a parenting-related mHealth intervention. Our findings suggest that mHealth interventions targeting parents should consider online methods of recruitment through Facebook pages linked to popular parenting websites, and that this tactic is likely to result in researchers meeting their required sample sizes in a shorter timeframe and at a lower cost. Participant characteristics were similar for practitioner-led and online recruitment, with the exception that participants recruited by practitioners were more likely to be first-time parents. While practitioner-led recruitment took longer and recruited fewer participants at a higher cost, this approach should not be dismissed because of the high reach of primary health care practitioners (particularly those working closely with families) and the potential to reinforce program content. Addressing practitioner barriers to referral, including improving access to the mHealth intervention, regular reminders, and integration into routine practice, is likely to be important in enhancing practitioner recruitment to mHealth programs.
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Abstract

Background: As the sensing capabilities of wearable devices improve, there is increasing interest in their application in medical settings. Capabilities such as heart rate monitoring may be useful in hospitalized patients as a means of enhancing routine monitoring or as part of an early warning system to detect clinical deterioration.

Objective: To evaluate the accuracy of heart rate monitoring by a personal fitness tracker (PFT) among hospital inpatients.

Methods: We conducted a prospective observational study of 50 stable patients in the intensive care unit who each completed 24 hours of heart rate monitoring using a wrist-worn PFT. Accuracy of heart rate recordings was compared with gold standard measurements derived from continuous electrocardiographic (cECG) monitoring. The accuracy of heart rates measured by pulse oximetry (Spo2.R) was also measured as a positive control.

Results: On a per-patient basis, PFT-derived heart rate values were slightly lower than those derived from cECG monitoring (average bias of −1.14 beats per minute [bpm], with limits of agreement of 24 bpm). By comparison, Spo2.R recordings produced more accurate values (average bias of +0.15 bpm, limits of agreement of 13 bpm, \(P<.001\) as compared with PFT). Personal fitness tracker device performance was significantly better in patients in sinus rhythm than in those who were not (average bias −0.99 bpm vs −5.02 bpm, \(P=.02\)).

Conclusions: Personal fitness tracker–derived heart rates were slightly lower than those derived from cECG monitoring in real-world testing and not as accurate as Spo2.R-derived heart rates. Performance was worse among patients who were not in sinus rhythm. Further clinical evaluation is indicated to see if PFTs can augment early warning systems in hospitals.
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Introduction

Over the last 5 years, consumer interest in self-monitoring and personal health tracking has grown considerably [1-4]. What began as a small movement among self-described “Quantified Self” enthusiasts has grown into an industry that is worth an estimated US $9 billion worldwide and is projected to grow to US $30 billion by 2018 [5]. This growth is largely driven by consumer interest in recording and reviewing high-frequency data about activity levels and general health in order to modify personal habits and promote healthy lifestyles. Data are
generated by so-called wearables, small electronic devices that contain sensors and computing capabilities, which can be worn on a part of the body or integrated into clothing [5].

There has been growing enthusiasm for the potential use of wearable devices to improve health care delivery [4,6]. A number of different wearable sensors have been developed, which generate data that could potentially be useful in health care [7-9]. For instance, accelerometers have been incorporated into wearable devices to track physical activity such as walking, running, or climbing stairs and have also been used to evaluate sleep quality [10]. Wearable devices have seen only limited deployment in patient care settings, but their presence in clinics and hospitals is expected to grow significantly in the coming years [5].

Current clinical uses for wearable devices are mostly limited to outpatient and ambulatory settings, with a focus on the management of chronic diseases [11-13]. Applications include long-term ambulatory electrocardiogram (ECG) monitoring, optimizing pulmonary rehabilitation in patients with chronic obstructive pulmonary disease, and monitoring motor function in stroke patients as well as patients with Parkinson disease [11].

There is ample opportunity to leverage the sensing capabilities of wearable devices in the inpatient setting as well. Many newer wearable devices use photoplethysmography (PPG) to record heart rate by measuring differential reflection of light from the skin, based on the pulsatility of superficial blood vessels [14]. Heart rate sensing devices may be useful in extending the reach of vital signs monitoring in hospitals, which is typically limited by constraints on human resources. These signs, including heart rate, are monitored only a few times each day in ward settings. More frequent monitoring of heart rate stands to improve timely identification of deteriorating health of patients, increasing the chances that costly admission to the intensive care unit (ICU) can be avoided [15-19]. Heart rate surveillance also has the potential to identify patients with poorly controlled pain, to recognize incident arrhythmias, to detect sympathomimetic intoxication, and to generate more granular datasets for clinical research. A low-cost system capable of hospital-wide heart rate monitoring would therefore be valuable in a time when health care expenditures are under increasing scrutiny [20].

The ability of wearable PPG sensors to reliably measure heart rate in the outpatient population has been demonstrated in at least one study [12]; however, their accuracy in hospital inpatients has not been firmly established. Equally uncertain are the accuracy and reliability of heart rate data derived from less costly wearables, such as commercially available personal fitness trackers (PFTs).

In order to address these and other questions, we examined the accuracy of heart rate measurements derived from PFTs. We focused on patients in the ICU as this cohort is closely monitored using continuous ECG (cECG) monitoring, which provides a gold standard measurement of heart rate. Because the degree of agreement that would be sufficient for clinical applications is not well defined, we also examined the agreement between cECG-derived heart rate measurements and a more widely accepted method of heart rate measurement, namely, pulse oximetry (Spo2) monitoring.

**Methods**

**Study Setting and Patients**

We used the Fitbit Charge HR (Fitbit, San Francisco, CA) PFT to monitor heart rate in 50 patients admitted to the ICU at Kingston General Hospital (KGH), a tertiary academic medical center in Ontario. The 33-bed ICU at KGH is a mixed medical, surgical, trauma, and neurosciences unit. The PFT device studied is a wrist-worn device resembling a watch, which uses PPG to detect periodic changes in blood flow beneath the sensor, thereby deriving heart rate measurements. Heart rate values are recorded every 5 minutes. The Fitbit Charge HR is a commercially available PFT and is not currently regulated by the US Food and Drug Administration.

In order to study a cohort of patients that would best resemble hospital ward patients, we included only stable patients who were not receiving mechanical ventilation, continuous analgesia, or sedation. To reduce the risk of transmitting nosocomial infections, we excluded patients under contact precautions for methicillin-resistant *Staphylococcus aureus* and *Clostridium difficile* infections. We further excluded patients with the potential for vascular compromise of the arm on which the device was to be placed, including those with deep venous thrombosis of the upper extremity, peripherally inserted central catheters, radial arterial lines, dialysis fistulas, and severe upper extremity trauma or fracture. Patients were monitored only once for a total duration of 24 hours.

**Data Capture**

The study used 6 separate PFTs (3 size large, 3 size extra-large), each of which was assigned a unique email address and log-in credentials for the Fitbit website. An automated R script was used to download and process PFT data from the Fitbit website. Heart rate data are recorded by the PFT every 5 minutes. To provide a gold standard measurement of heart rate, we recovered data from the ICU bedside monitors using specialized software (BedMasterEX, Excel Medical, Jupiter, FL). Data included heart rate values, as well as heart rate data derived from continuous SpO2 monitoring (SpO2,R), both recorded every minute. These data were acquired as XML files and processed using an automated Python script to derive minute-level heart rate data. We synchronized bedside monitor data and PFT data using a correction factor that accounted for the difference between each device’s internal clock.

**Statistical Analysis**

We analyzed heart rate data in aggregate across all patients, as well as on a per-patient basis. We determined the difference between cECG and PFT readings measured simultaneously, the median of differences over a 24-hour period, the interquartile range (IQR) of differences, and the Pearson correlation coefficient between cECG and PFT measurements. We used a Wilcoxon signed rank test to determine if the distribution of cECG-derived heart rates differed from that of the PFT-derived heart rates. Finally, we used Bland-Altman analysis to measure...
the agreement between the PFT and cECG methods of heart rate monitoring, as well as the bias of the PFT relative to cECG. We calculated all the above-mentioned metrics for cECG-Spo₂R pairs in order to compare the accuracy of PFT measurements with that of a well-established and widely used alternative for heart rate measurement. On the basis of the mechanism of sensing used by the PFTs, we hypothesized that accuracy would differ in patients not in sinus rhythm and conducted a subgroup analysis to test this effect. Rhythm status was based on examination of cECG recording both at the time of device application and at the time of device removal, with patients designated as being in sinus rhythm only if this was present at both time points. To assess the potential for degradation in PFT performance over time, we compared the accuracy in the first 20 patients with that of the last 20 patients.

### Results

#### Patients

Between August 2015 and January 2016, we enrolled a convenience sample of 50 patients meeting our enrollment criteria. Patients were admitted with a variety of medical and surgical conditions and were of low clinical acuity at the time of monitoring (Table 1).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean heart rate, beats per minute</td>
<td>88.3</td>
</tr>
<tr>
<td>Mean age, years</td>
<td>64</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>26 (52)</td>
</tr>
<tr>
<td>Female</td>
<td>24 (48)</td>
</tr>
<tr>
<td><strong>Admission diagnosis, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Respiratory</td>
<td>12 (24)</td>
</tr>
<tr>
<td>Sepsis</td>
<td>7 (14)</td>
</tr>
<tr>
<td>Surgical</td>
<td>7 (14)</td>
</tr>
<tr>
<td>Neurologic</td>
<td>11 (22)</td>
</tr>
<tr>
<td>Trauma</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Cardiovascular</td>
<td>6 (12)</td>
</tr>
<tr>
<td>Medical</td>
<td>4 (8)</td>
</tr>
<tr>
<td><strong>Sinus rhythm, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>At start of monitoring</td>
<td>43 (86)</td>
</tr>
<tr>
<td>At end of monitoring</td>
<td>42 (84)</td>
</tr>
<tr>
<td><strong>Personal fitness tracker size used, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Large</td>
<td>23 (46)</td>
</tr>
<tr>
<td>Extra large</td>
<td>27 (54)</td>
</tr>
</tbody>
</table>

#### Data Acquisition

The PFT device was removed prematurely in 2 cases; in one case a patient was discharged from the ICU early, and in another case a patient developed a diffuse drug rash. In 4 cases cardiorespiratory monitoring was discontinued early, resulting in incomplete comparison data. Personal fitness tracker devices in these cases continued to collect data for the full 24-hour period. Excluding the 2 patients whose devices were removed early, PFTs showed a high degree of data capture (mean 98% of eligible data).

### Heart Rate Accuracy

We analyzed a total of 12,358 cECG-PFT heart rate pairs and 56,385 cECG-Spo₂R heart rate pairs. Most of the 24-hour heart rate recordings conformed to a skewed or bimodal distribution (Multimedia Appendix 1). In the pooled analysis (Figure 1 and Multimedia Appendix 2), the median difference between PFT-derived heart rates and cECG-derived heart rates was 1 beat per minute (bpm), with 73% of readings within 5 bpm of the cECG value. The correlation with cECG heart rate values was .74, and the distribution of PFT-derived heart rate values was significantly different from that of the cECG values (P<.001). By comparison, Spo₂R-derived heart rates more...
closely approximated cECG, with a median difference of 0 bpm, correlation coefficient of .91, and 89% of readings within 5 bpm of the cECG value. The Spo\textsubscript{2}\text{R} and cECG heart rate distributions were similar ($P=.18$). Visual inspection of the Bland-Altman plots revealed a tendency for the PFT to underestimate heart rate values in the range of approximately 75 to 120 bpm (Figure 1, part C). There was greater bias with the PFT method compared with the Spo\textsubscript{2}\text{R} method ($−4.7$ bpm, 95% CI $−4.91$ to $−4.44$ bpm, vs $−0.2$ bpm, 95% CI $0.30$ to $0.16$ bpm). The limits of agreement were wider with the PFT method compared with the Spo\textsubscript{2}\text{R} method: $−31$ (95% CI $−31.22$ to $−30.40$ bpm) to 21 bpm (95% CI 21.06-21.87 bpm) versus $−17$ (95% CI $−17.01$ to 16.77 bpm) to 16 bpm (95% CI 16.31-16.55 bpm; see Multimedia Appendix 3).

**Per-Patient Analysis**

Scatterplots for individual patients are provided in Multimedia Appendix 4. Summary statistics are presented in Table 2 and Figure 2. Although the median heart rate difference was 0 for both the PFT device and Spo\textsubscript{2}\text{R} readings, when compared with cECG, there was a statistically significant difference between these 2 groups ($P=.003$). On average, PFT recordings yielded a higher IQR, lower Pearson correlation coefficient, larger bias, and wider limits of agreement than Spo\textsubscript{2}\text{R} recordings ($P<.001$ for all comparisons).

**Figure 1.** Results of the pooled analysis comparing continuous electrocardiogram (cECG)-derived heart rates and personal fitness tracker (PFT)-derived heart rates (in red), as well as cECG-derived heart rates and pulse oximetry heart rates (SpO\textsubscript{2}\text{R}, in blue). A and B, Scatterplots showing simultaneous heart rate measurements from cECG (x-axis) compared with alternative methods (y-axis). C and D, Bland-Altman plots for heart rate measured by PFT and SpO\textsubscript{2}\text{R} compared with cECG. Mean heart rate is shown on the x-axis, with the difference between heart rates shown on the y-axis. The solid horizontal line represents a difference between measurements of 0, while the dashed lines represent the observed mean difference (bias) and limits of agreement. HR: heart rate; bpm: beats per minute.
Table 2. Results of the per-patient analysis of heart rate recording accuracy.

<table>
<thead>
<tr>
<th>Variable</th>
<th>PFT(^a)</th>
<th>Spo(_2).R(^b)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pairs</td>
<td>281</td>
<td>1328</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Zeros (median)</td>
<td>0</td>
<td>0</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Median difference (bpm(^c))</td>
<td>0</td>
<td>0</td>
<td>.003</td>
</tr>
<tr>
<td>Interquartile range (bpm)</td>
<td>4</td>
<td>1</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Correlation coefficient</td>
<td>.57</td>
<td>.89</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Wilcoxon (P) value</td>
<td>1.52E−06</td>
<td>5.06E−11</td>
<td>.5(^d)</td>
</tr>
<tr>
<td>Bias (bpm)</td>
<td>−1.14</td>
<td>0.15</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Limits of agreement (bpm)</td>
<td>23.88</td>
<td>13.00</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)PFT: personal fitness tracker.
\(^b\)Spo\(_2\).R: pulse oximetry heart rate.
\(^c\)bpm: beats per minute.
\(^d\)comparing the number of recordings with Wilcoxon \(P\) value < .05.

Our subgroup analyses compared 8 patients who were not in sinus rhythm with 40 patients in sinus rhythm. Median heart rate difference, IQR, Pearson correlation coefficient, bias, and limits of agreement were all significantly worse in patients with rhythms other than sinus (\(P<.05\) for all comparisons, Table 3). An example of poor PFT performance is shown in Figure 3. Of the 5 recordings showing the worst PFT performance, 4 were from patients not in sinus rhythm (Figure 4). There was no difference in the correlation between PFT heart rates and cECG-derived heart rates between the first 20 patients enrolled and the last 20 patients (mean Pearson correlation coefficient .51 vs .46, \(P=.61\)). Individual PFT devices were used between 5 and 13 times (mean 9 times).

Table 3. Heart rate measurement accuracy in patients in sinus rhythm compared with those not in sinus rhythm.

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Sinus rhythm (n=40)</th>
<th>Nonsinus rhythm (n=8)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Median difference (bpm(^a))</td>
<td>0</td>
<td>3.5</td>
<td>.04</td>
</tr>
<tr>
<td>Interquartile range (bpm)</td>
<td>4</td>
<td>8.6</td>
<td>.01</td>
</tr>
<tr>
<td>Correlation coefficient</td>
<td>.58</td>
<td>.23</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Bias (bpm)</td>
<td>−0.99</td>
<td>−5.02</td>
<td>.02</td>
</tr>
<tr>
<td>Limits of agreement (bpm)</td>
<td>22.9</td>
<td>46.4</td>
<td>.049</td>
</tr>
</tbody>
</table>

\(^a\)bpm: beats per minute.
Figure 2. Summary of the per-patient analysis of the differences between personal fitness tracker (PFT, shown in red) and pulse oximetry heart rate values (SpO₂, shown in blue) as compared with continuous electrocardiogram (cECG)–derived heart rate. A, Number of heart rate pairs analyzed. B, Number of zero measurements recorded. C, Median difference between the device-derived heart rate and cECG-derived heart rate. D, Interquartile range (IQR) of the differences. E, Pearson correlation coefficient (PFT vs cECG and SpO₂ vs cECG). F, P values indicating the likelihood that the distribution of heart rate values derived from the other devices differed from that derived from cECG (Wilcoxon signed rank test). G, Mean difference between device-derived heart rate and cECG-derived heart rate from Bland-Altman analysis. H, Limits of agreement between device-derived heart rate and cECG-derived heart rate from Bland-Altman analysis. For each boxplot, individual patients are represented by an individual point. All comparisons showed statistically significant differences by Wilcoxon rank sum test (P<.01), with the exception of the comparison of P values (P=.57).

Figure 3. Scatterplots showing simultaneous heart rate (HR) measurements derived from continuous electrocardiogram (cECG; x-axis) compared with heart rate from personal fitness tracker (PFT, left) and pulse oximetry (SpO₂, right) in a patient with atrial fibrillation. In the absence of normal sinus rhythm, the PFT consistently underestimated heart rate.
Discussion

Wearables in Health Care

Although the use of wearables in health care has garnered considerable attention in recent years, few objective studies exist resulting in a substantial dearth of clinical evidence regarding their use. A recent PubMed search of the term “wearable technology” revealed nearly 1000 articles published in the last 5 years, only 3% of which were clinical trials [21]. None of these included acutely ill patients. Despite the absence of evidence regarding their accuracy, data from PFTs have been used in acute care settings, including in one recently published case of a patient presenting to an emergency department who received electrical cardioversion for stable atrial fibrillation [22]. Data derived under real-world conditions from clinical settings are needed to better define the role of wearable devices in general, and commercially available fitness trackers in particular, in the delivery of acute care medicine. We conducted an observational study of heart rate monitoring accuracy of a commercially available PFT in order to provide objective evidence regarding the accuracy of its heart rate monitoring capabilities among hospitalized patients.

Principal Findings

We found that, overall, Fitbit PFT-derived heart rate measurements were less accurate and consistent than heart rate values recorded by continuous pulse oximetry. There was, however, considerable between-patient heterogeneity, with PFT heart rate values proving highly accurate in some cases and less so in others. With heart rate values analyzed on a per-patient basis, the differences between the PFT and pulse oximetry methods were less pronounced. The accuracy of PFT-based heart rate monitoring was poor among patients not in sinus rhythm.

Our results show that, on average, the PFT devices tested tended to underestimate heart rate values slightly, particularly with heart rate values in the range of 75 to 120 bpm. The clinical implications of this degree of bias are uncertain and likely depend on the intended purpose of the monitoring. A difference of the magnitude observed might be acceptable for detecting acute clinical deterioration, which is often accompanied by marked changes in heart rate, but may not be adequate for identifying more subtle physiological derangements.

Wrist-worn heart rate sensing devices have the potential to enhance inpatient safety by identifying episodes of clinical deterioration faster than current nurse-driven vital signs monitoring practices allow. With only a small minority of hospitalized patients receiving cECG monitoring in intensive care settings, most have heart rate measurements taken only 2 to 3 times in a 24-hour period. Early warning systems (EWSs) have been shown to accurately predict cardiac arrest and hospital mortality, with some studies suggesting a reduction in these events following EWS implementation [15]. Heart rate is a common variable factored into most EWS algorithms [15,17]. Derangements in heart rate in general, and tachycardia in particular, have consistently been shown to predict impending clinical deterioration [15-19]. Early warning system variants can be complicated and difficult to use on a practical level [15,23-25]. Commercially available PFTs suggest a potential solution to address shortfalls by supplementing the monitoring of ward patients with frequent heart rate measurements generated automatically.

There are a number of potential advantages to augmenting hospital monitoring practices using wrist-worn PPG-based heart rate sensors such as the one we studied. A cost advantage may be achievable given that the device we tested retails for approximately US $170 and that we were able to reuse devices on average 9 times without seeing a decrement in performance. By comparison, conventional heart rate monitoring on inpatient wards (ie, telemetry) has been estimated to incur expenses of just under US $40 per patient per day in direct costs and as much as an additional US $170 in opportunity costs [26].
Although PFTs do not measure any additional vital signs, they do record movement data that can be used to monitor physical rehabilitation [11]. Personal fitness trackers could therefore provide benefit through the continuum of an illness episode, by providing enhanced heart rate monitoring during the acute phases, accurate tracking of mobility during convalescence, and ongoing feedback to both patient and clinician following discharge.

The use of wrist-worn devices for heart rate monitoring in hospitals also has potential disadvantages. Consumer-grade PFTs do not provide information regarding respiratory rate or blood pressure, both of which have been shown to add value in EWS [17]. Wrist-worn PPG devices might also be susceptible to errors in heart rate measurement owing to the phenomenon of the pulse deficit, in which beat-to-beat variability in stroke volume alters the amplitude of the pulse. This can be seen in atrial fibrillation, as well as other physiological conditions of acute illness such as cardiac tamponade, status asthmaticus, and various shock states, and may explain the significant decrement in heart rate sensing accuracy seen in our subgroup of patients who were not in sinus rhythm. Heart rate reporting might therefore be less accurate in the patients for whom the recognition of clinical deterioration is most needed, namely, those developing hemodynamic instability. Whether a degradation of signal quality could be used to identify physiological decompensation remains unknown.

Our study has a number of strengths. We examined the use of PFTs in a sizeable cohort of hospitalized patients under real-world conditions. Devices were adjusted only once at the time of application and were not reassessed for the duration of the 24-hour recording period by either study personnel or clinical staff. We used high-frequency data captured from continuous bedside monitoring to provide an accurate gold standard assessment of heart rate and analyzed PFT performance on both a pooled and per-patient level.

**Limitations**

One of the potential limitations of our study arises from the fact that the PFT-derived and cECG-derived heart rate values were obtained from different devices, with separate internal clocks. Although correction factors were used to synchronize the time stamps from the 2 heart rate sources, it is possible that in some cases the heart rate values that were treated as simultaneous were in fact separated by a short time interval. As the PFT device only recorded heart rate measurements every 5 minutes—an interval longer than the maximal device time discrepancy observed—the impact of any potential asynchrony was likely minimal.

Our study was conducted in the ICU, where cECG monitoring provides a gold standard comparator for heart rate. The extent to which our results can be generalized to hospitalized patients on the wards is therefore not certain; however, all patients enrolled were stable and were receiving ward-level care at the time of monitoring. Finally, our subgroup analysis included a relatively small number of patients not in sinus rhythm, thereby limiting the statistical power of the results.

Our study used one particular type of PFT, namely, the Fitbit Charge HR. Although many consumer-grade PFTs have similar intended functionality and use similar heart rate sensing technology, our results cannot necessarily be generalized to other wearable devices. Given that the different performance characteristics of various PFTs are not known, a study in which a mix of devices is used would be vulnerable to unwarranted mixing of effects or would require an increase in sample size proportional to the number of different devices tested.

**Comparison With Prior Work**

Our study is the first to report on the accuracy of heart rate recordings from wearable devices among hospital inpatients. Previous work has focused on the technical and engineering aspects of PPG-based wearable heart rate sensors, as well as discussion of their potential uses in health care settings [7,8,11]. Studies regarding the accuracy of wearables have largely focused on activity tracking and have been done using healthy volunteers [27,28]. Our study differs from previous clinical evaluations of wearable devices [29,30] in its focus on heart rate monitoring rather than activity tracking, as well as its inclusion of inpatients rather than ambulatory patients.

**Conclusions**

The health care sector is expected to drive a large proportion of sales of wearable devices in the coming years [5]. Optimal deployment and value from these devices will require clinical trials conducted under real-world conditions, to test the feasibility, accuracy, and costs associated with their use in health care settings. Our study suggests a potential role for PFTs in monitoring heart rate among inpatients; however, recording accuracy was not as high as with pulse oximetry and lagged substantially among patients not in sinus rhythm. Our findings suggest that future work should focus on identifying which patients are most suitable for PFT-derived heart rate monitoring, as well as software development to optimize recording accuracy in a wide range of illness states, including those associated with a pulse deficit. Although our results suggest that PFT-based heart rate monitoring may be highly accurate in some cases, prospective clinical trials are needed to evaluate their capacity to improve clinical outcomes as part of a larger strategy of enhanced hospital-based monitoring.
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Multimedia Appendix 1
Frequency distributions for continuous electrocardiogram–derived heart rate (black), personal fitness tracker heart rate (red), and pulse oximetry heart rate (green) for each patient.

Multimedia Appendix 2
Table showing the results of the pooled analysis of heart rate comparisons.

Multimedia Appendix 3
Histogram showing the distribution of the obtained heart rate differences (x-axis) of both personal fitness tracker and pulse oximetry (SpO₂) when compared with continuous electrocardiogram, in beats per minute.

Multimedia Appendix 4
Scatterplots (continuous electrocardiogram–derived heart rate vs device-derived heart rate) for each patient.
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Abstract

Background: Over 15 million adolescents use the emergency department (ED) each year in the United States. Adolescent females who use the ED for medical care have been found to be at high risk for unintended pregnancy. Given that adolescents represent the largest users of text messaging and are receptive to receiving text messages related to their sexual health, the ED visit represents an opportunity for intervention.

Objective: The aim of this qualitative study was to explore interest in and preferences for the content, frequency, and timing of an ED-based text message intervention to prevent pregnancy for adolescent females.

Methods: We conducted semistructured, open-ended interviews in one urban ED in the United States with adolescent females aged 14-19 years. Eligible subjects were adolescents who were sexually active in the past 3 months, presented to the ED for a reproductive health complaint, owned a mobile phone, and did not use effective contraception. Using an interview guide, enrollment continued until saturation of key themes. The investigators designed sample text messages using the Health Beliefs Model and participants viewed these on a mobile phone. The team recorded, transcribed, and coded interviews based on thematic analysis using the qualitative analysis software NVivo and Excel.

Results: Participants (n=14) were predominantly Hispanic (13/14; 93%), insured (13/14; 93%), ED users in the past year (12/14; 86%), and frequent text users (10/14; 71% had sent or received >30 texts per day). All were interested in receiving text messages from the ED about pregnancy prevention, favoring messages that were “brief,” “professional,” and “nonaccusatory.” Respondents favored texts with links to websites, repeated information regarding places to receive “confidential” care, and focused information on contraception options and misconceptions. Preferences for text message frequency varied from daily to monthly, with random hours of delivery to maintain “surprise.” No participant feared that text messages would violate her privacy.

Conclusions: Adolescent female patients at high pregnancy risk are interested in ED-based pregnancy prevention provided by texting. Understanding preferences for the content, frequency, and timing of messages can guide in designing future interventions in the ED.
Introduction

Approximately 15 million adolescents use an emergency department (ED) each year in the United States [1]. Adolescent females in the ED have a risk of pregnancy that is up to 3 times higher than the general population; this risk is associated with reduced contraception use and lack of a primary care doctor [2,3]. Despite female adolescents expressing an interest in learning about contraception while in the ED, current methods of referral to reproductive health preventive care services from the ED show limited success [4,5].

Mobile technology has the potential to play a role in the reproductive health among adolescents [6]. Text messaging is a fast, convenient, low-cost, and scalable way of sending information [7]. In the United States, nearly 3 quarters of adolescents have access to a mobile phone, with teen females sending and receiving an average of 4050 texts per month [7,8].

In the outpatient setting, the use of text messaging to improve adolescent reproductive health shows promise; however, data exploring pregnancy prevention interventions using text messages from the ED are limited [9]. Data are needed to understand adolescents’ preferences in order to develop an engaging and acceptable text messaging intervention [10]. Our objective was to study interest in and preferences for the content, structure, and timing of an ED-based text messaging pregnancy prevention intervention for adolescent females at high risk of pregnancy.

Methods

We conducted semistructured interviews from June to October 2013 at an urban tertiary care pediatric ED. The Institutional Review Board approved the study with written informed consent from participants and a waiver of parental permission.

Study Participants

We enrolled a convenience sample of females aged 14-19 years who presented to the ED. Eligibility required (1) being sexually active with a male partner in the past 3 months, (2) having a reproductive health complaint, and (3) being at high risk for pregnancy that is defined as nonuse of contraception at the last intercourse and currently not using any hormonal contraception or an intrauterine device. We excluded patients if pregnant, trying to become pregnant, too sick per the attending physician, cognitively impaired, in foster care or a ward of the state, or if they did not own a mobile phone. We enrolled only English-speaking patients; prior studies demonstrated that the adolescent Hispanic population in our ED is bilingual [2].

Study Procedures

The research team identified potentially eligible patients using an electronic tracking board. If a patient met the inclusion criteria, the research team privately explained the study to the patient and obtained written consent. After obtaining consent, participants completed a paper-based questionnaire in the ED regarding demographics, access to care, sexual behaviors, and pregnancy intentions. One of the 2 trained interviewers (LC or RS) conducted and audio-recorded interviews in a private ED room. All interviews were then transcribed by a professional service.

Data Analysis

We sought IRB approval to conduct 20 interviews; however, interviews concluded sooner when saturation was reached such that no new themes emerged. Two investigators (LC and TH) coded the transcripts using Excel (Microsoft Corporation) and the qualitative software NVivo version 10 (QSR International), each independently generating a set of codes. A codebook was then developed and used to code the transcripts using a thematic
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analysis. Study team members discussed discrepancies in coding until consensus was achieved.

**Results**

We conducted 14 interviews, and no new themes emerged after the twelfth interview. Participants were predominantly older adolescents, Hispanic, insured, and frequent ED users (Table 1).

All but one participant had an unlimited texting data plan, 79% (11/14) used passwords to protect their phones, and 71% (10/14) sent or received 30 or more texts per day. A summary of our themes, definitions, and exemplary quotes can be found in Table 2.

**Receptivity to Receiving Texts**

*Interested in Receiving Information via Texting Rather Than by Phone or Email*

Texting was perceived as pervasive, easy, and informative. Participants noted often that “tech-heavy” teenagers do not listen to voicemails but “check the text messages incessantly.”

*Considered Texts to Be Safe, Because They Are Confidential and Will Not Cause Embarrassment or Harm*

Messages were perceived to be private, “something between me and the doctor.” Among participants who admitted that a parent or boyfriend might see their phone, it was felt that this person would be supportive, or it would be easy to deny knowing the sender.

*Texts Sent by a Physician Are Trustworthy and Motivating*

Participants showed interest in learning about “something new” from physicians. Messages from a trustworthy source seemed to drive ambition to go to a clinic or try a contraceptive.

**Preferred Content of Text Messages**

*Chose Messages That Contain Sexual Health Facts Not Previously Known to Them*

Participants favored educational messages about different types of contraceptives and supported messages that dispelled misconceptions, such as the message, “Many contraception methods cause no weight gain.” The majority interviewed also stressed the importance of writing not only about pregnancy prevention but also sexually transmitted diseases, as one female affirmed that, even with the Depo shot, “you can still catch an infection.”

*Emphasized the Importance of a Respectful Staff at Free and Confidential Clinics*

There was a request for information about confidential clinics, their telephone numbers, and repeated directions to clinics, for those who are “too shy to call.” Clinics with walk-in policies were preferred, where you could simply “show up.”

*Favored Messages Commenting on the Belief in One’s Capacity to Achieve a Behavior*

Females responded favorably to messages about self-efficacy and “leading them in the right route.” They preferred reminders “to remember it’s your own life and you do what you want to do and you can say no (to sex without condoms) and that’s okay.”

*Interested in Links to Videos, Quizzes, Websites, or Events*

Most females said they would click on a link, especially when “sitting at home on your computer... (with) time your hands.” There was interest in sharing links with friends or boyfriends.

---

**Table 1.** Characteristics of female adolescent participants in the emergency department (ED) (n=14).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (18-19 years)</td>
<td>10 (71%)</td>
</tr>
<tr>
<td>Hispanic ethnicity</td>
<td>13 (93%)</td>
</tr>
<tr>
<td>Insured</td>
<td>13 (93%)</td>
</tr>
<tr>
<td>In college</td>
<td>8 (57%)</td>
</tr>
<tr>
<td>Prior pregnancy</td>
<td>3 (21%)</td>
</tr>
<tr>
<td>Used any effective contraception in the past</td>
<td>11 (79%)</td>
</tr>
<tr>
<td>Currently in a sexual relationship</td>
<td>12 (86%)</td>
</tr>
<tr>
<td>Saw a primary care provider in the past year</td>
<td>14 (100%)</td>
</tr>
<tr>
<td>Received medical care in ED in the past year</td>
<td>13 (93%)</td>
</tr>
</tbody>
</table>
### Table 2. Summary of codebook organizing themes, definitions, and exemplary quotes.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Definition</th>
<th>Quote</th>
</tr>
</thead>
<tbody>
<tr>
<td>Receptivity to texting from the ED</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Preference</td>
<td>Interested in receiving information via text messages rather than by phone or email</td>
<td>It will be easier than email or calling on the phone because I might not get the phone or signal...I am always texting. [Participant #3]</td>
</tr>
<tr>
<td>Comfort</td>
<td>Considered text messages to be safe, because they are confidential and will Not cause embarrassment or harm</td>
<td>If my mom passes by while my phone is charging...and she sees that (text)...‘Oh Mom, it’s just the clinic. They have a new texting thing. Yeah Mom, come on. We’re not living in the 90s anymore’…She’d actually be very happy with that. [Participant #7]</td>
</tr>
<tr>
<td>MD-patient relationship</td>
<td>Text messages sent by a physician are trustworthy and motivating</td>
<td>I think she (older sister) would be comfortable with it because I am actually talking to a doctor, not like a regular person. [Participant #2]</td>
</tr>
<tr>
<td>Preferred content of text messages</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Information</td>
<td>Chose messages that contain sexual health facts not previously known to them</td>
<td>It’ll be good to write (about) STDs and stuff, because it’s not only about pregnancy. [Participant #1]</td>
</tr>
<tr>
<td>Services</td>
<td>Emphasized the importance of a respectful staff at free and confidential clinics</td>
<td>You have to make sure you tell them that their information is confidential. And that it’s free...because most of my friends don’t have insurance. [Participant #11]</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>Favored messages commenting on the belief in one’s capacity to achieve a behavior</td>
<td>You are responsible for your own body. [Participant #10]</td>
</tr>
<tr>
<td>Links</td>
<td>Interested in links to videos, quizzes, websites, or events</td>
<td>If you want more information, you can just click on the link. [Participant #13]</td>
</tr>
<tr>
<td>Preferred text message structure</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Word choice</td>
<td>Preferred simple, nonaccusatory words</td>
<td>If you choose to have unprotected sex, you are choosing to get pregnant...I think that one might be a little bit too accusatory...I don’t like being told what to do. [Participant #9]</td>
</tr>
<tr>
<td>Order</td>
<td>Messages should have a certain order and contain a header</td>
<td>Because sometimes we get those...random messages from like my phone company…And I just delete them. [Participant #6]</td>
</tr>
<tr>
<td>Customization</td>
<td>Commented on personalized text messages</td>
<td>Those girls...think they’re going to be with that boyfriend for the rest of their lives. And the boyfriend tells them “Oh, we don’t need to use condoms because it’s only me”....They don’t want to get pregnant because they have hopes and dreams...But then there is the totally different girl who’s sleeping with anyone. And she doesn’t want to get pregnant and she doesn’t use contraception either. So maybe those are two separate girls that you can have two separate sorts of text messages for. [Participant #14]</td>
</tr>
<tr>
<td>Preferred schedule of text message delivery</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Random versus selected times</td>
<td>Favored random timing of messages over selected time</td>
<td>I think definitely send them randomly for the element of surprise...if people are expecting it and know it’s coming, they going to like, ‘Oh, I know what this is. I don’t need it, delete it.’ [Participant #9]</td>
</tr>
<tr>
<td>Day</td>
<td>Reached no consensus on which days text messages should be sent</td>
<td>Maybe on the weekends, because usually the weekends are when mistakes happen. [Participant #11]</td>
</tr>
<tr>
<td>Time</td>
<td>Selected texts to be sent in the afternoon and early evening</td>
<td>Definitely not after 8 o’clock because that’s just creepy...after 8 o’clock is when the condom commercials come on, and sex...stuff like that. [Participant #7]</td>
</tr>
<tr>
<td>Frequency</td>
<td>Ranged in opinions of message delivery from twice a day to once a month</td>
<td>Don’t nag them like every day. [Participant #10]</td>
</tr>
</tbody>
</table>
Preferred Text Message Structure

Preferred Simple, Nonaccusatory Words

Repeatedly, participants found texts with the word “you” to be offensive and condemning, such as, “Every minute another teenage girl becomes pregnant. Do you want to be one of them?” They preferred messages that provided information rather than made them feel as though they were being told what to do. In addition, they selected messages that were “direct and to the point,” much like facts on a “Snapple” bottle top. However, they also wanted “supporting detail” such as a link with additional trustworthy information. Importantly, they preferred the word “birth control” rather than “contraception” and rejected abbreviations, especially when English was not their first language.

Messages Should Have a Certain Order and Contain a Header

Females approved messages with a header statement, like “ERDoc.” This provided them with knowledge regarding the sender—a reliable professional source.” While they preferred repetitive information, they also voiced that each message could continue where the last message left off, as if all the messages were part of a larger dialogue.

Commented on Personalized Messages

Finally, participants favored interactive, personalized messages. They liked the idea of being able to ask questions through texting and receiving answers such as saying they do not want birth control pills and receiving information on another option or requesting messages less or more often.

Preferred Schedule of Text Message Delivery

Favored Random Timing of Messages Over Selected Time

Participants explained that the element of surprise would stimulate interest. However, one possible benefit of receiving the messages the same time every day was knowing that the texts were coming from a doctor, thus creating trust.

Reached No Consensus on Which Days Texts Should Be Sent

Some participants thought message delivery on a weekend was impactful because “that is when mistakes happen.” On the contrary, weekends were the time females were busy and thus might not pay attention to their phones.

Selected Texts to Be Sent in the Afternoon and Early Evening

Participants preferred receiving messages neither too early in the morning nor too late at night.

Ranged in Opinions of Message Delivery From Twice a Day to Once a Month

Females varied widely in their judgment of how often messages should be sent. Some perceived daily messages as a “nag,” whereas others viewed repetition beneficial in case they missed a prior text. In addition, messages sent weekly were similar to “sale emails,” which they might disregard as spam.

Discussion

Principal Findings

In this study, adolescent females in the ED were uniformly receptive to using text messaging to promote pregnancy prevention. Text messages were considered confidential and truthful when coming from a medical source. Adolescents preferred messages that supported their ability to achieve a positive behavior, provided repeated information about locations of confidential services, were both personalized and interactive, and provided accompanying links on sexual health information previously unknown to them. Preferred word choice was nonaccusatory and direct. Although there was no consensus on the timing and frequency of messaging, there was preference for the random delivery of messages in the afternoon and evening.

The use of texting interventions has shown promise as a means to deliver health information and change health behaviors among ED patients, including reducing binge drinking, increasing postED follow-up, and increasing medication adherence [13-15]. One study noted improved ability to contact adolescents regarding sexually transmitted diseases [16]. In a study focused on violence prevention, Ranneby and colleagues found that adolescents supported ED-based preventive health texting interventions, with an emphasis on personalized and tailored messages [10].

Prior research of adolescents in the outpatient (nonED) setting has found similar text message preferences regarding content, structure, tone, and confidentiality [6,17]. Adolescents in our study and several prior studies favored messages that focused on future opportunities and promoted self-efficacy [18]. We found our adolescents favored messages that focused on what they could do to prevent pregnancy as well as ones that addressed perceived barriers to obtaining contraception. These preferences match the behavioral health literature in which messages focusing on engaging in a particular behavior (gain-frame) appear more effective in changing a preventive behavior than those highlighting the consequences of failing to engage in a behavior (loss-frame) [19]. Finally, some of the variability in responses we noted and those noted in earlier literature suggests the need for customized message delivery and content for certain subgroups of patients: this may increase receptivity and self-referential processing of information [10,20].

Limitations

Limitations to our study include enrollment of a convenience sample of predominantly Hispanic patients. This study explored texting from the ED; we did not specifically compare acceptability of texting from the ED versus other health care sites. In addition, we did not ask in-depth questions to determine the specific processes necessary to create and implement interactive, tailored messages. Furthermore, while this study included females aged 14-19 years, all participants were 16 years and older; females aged 15 and younger may have different opinions. Finally, we interviewed only females. Adolescent males may have unique views regarding ED-based pregnancy prevention interventions and the use of text messaging for the ED; this is an area for future study.
Conclusions
Adolescent female patients at high pregnancy risk are interested in ED-based pregnancy prevention provided by text messages. We identified key preferences for the content, frequency, and timing of texts, which can guide the design of future interventions in the ED.
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Abstract

Background: Recruitment is often a difficult and costly part of any human research study. Social media and other emerging means of mass communication hold promise as means to complement traditional strategies used for recruiting participants because they can reach a large number of people in a short amount of time. With the ability to target a specified audience, paid Facebook advertisements have potential to reach future research participants of a specific demographic. This paper describes the experiences of a randomized controlled trial in Edmonton, Alberta, attempting to recruit healthy pregnant women between 8 and 20 weeks’ gestation for participation in a prenatal study. Various traditional recruitment approaches, in addition to paid Facebook advertisements were trialed.

Objective: To evaluate the effectiveness of paid advertisements on Facebook as a platform for recruiting pregnant women to a randomized controlled trial in comparison with traditional recruitment approaches.

Methods: Recruitment using traditional approaches occurred for 7 months, whereas Facebook advertisements ran for a total of 26 days. Interested women were prompted to contact the study staff for a screening call to determine study eligibility. Costs associated with each recruitment approach were recorded and used to calculate the cost to recruit eligible participants. Performance of Facebook advertisements was monitored using Facebook Ads Manager.

Results: Of the 115 women included, 39.1% (n=45) of the women who contacted study staff heard about the study through Facebook, whereas 60.9% (n=70) of them heard about it through traditional recruitment approaches. During the 215 days (~7 months) that the traditional approaches were used, the average rate of interest was 0.3 (0.2) women/day, whereas the 26 days of Facebook advertisements resulted in an average rate of interest of 2.8 (1.7) women/day. Facebook advertisements cost Can $506.91 with a cost per eligible participant of Cad $20.28. In comparison, the traditional approaches cost Cad $1087, with approximately Cad $24.15 per eligible participant. Demographic characteristics of women were similar between the 2 recruitment methods except that women recruited using Facebook were significantly earlier in their pregnancy than those recruited using traditional approaches (P<.03).

Conclusions: Paid Facebook advertisements hold promise as a platform for reaching pregnant women. The relative ease of placing an advertisement, the comparable cost per participant recruited, and the dramatically improved recruitment rates in comparison with traditional approaches highlight the importance of combining novel and traditional recruitment approaches to recruit women for pregnancy-related studies.

Trial Registration: ClinicalTrials.gov NCT02711644; https://clinicaltrials.gov/ct2/show/NCT02711644 (Archived by WebCite at http://www.webcitation.org/6kKpagpMk)
The recruitment portion of human research studies is often expensive and resource intensive. Finding interested and eligible participants can be challenging and can take longer than expected. Extending the recruitment period can negatively affect time-sensitive study funding, delay data collection and analyses, and ultimately delay the release of evidence necessary to change practice. For prenatal studies, an additional challenge is to find women at an appropriate gestational age.

Traditional recruitment approaches for prenatal studies include printed posters and brochures, radio, television, and newspaper advertisements, word of mouth, and approaching pregnant women in clinics [1]. Placing materials and/or study staff within family physician offices, public health centers, and community centers requires the investigators to establish working relationships with other individuals or agencies, which also takes time. Several investigators have highlighted the potential of supplementing traditional recruitment approaches with social media-based approaches to improve effectiveness of recruitment for clinical studies involving pregnant women [2,3]. Social media, including Facebook, is more than a way to connect with friends and has evolved into a platform for sharing information [3] as well as an effective location for crowdfunding for various causes [4]. With an average of 1.09 billion users daily [5], Facebook is the social media site that individuals engage in most often [6]. The greatest proportion of users are women between the ages of 18 and 49 years [6], which highlights its potential to recruit participants for prenatal studies. Women are likely to engage on Facebook by “sharing statuses” and “liking” posts, which may allow information to be quickly passed along to Facebook friends [4,7].

Edmonton, Alberta, has been noted previously to be a difficult center in which to access and recruit pregnant women for research [1], and Facebook advertisements have proved useful for other studies recruiting participants from “hard to reach” populations. For example, parents of 13- to 17-year-olds [8], immigrants with language barriers [9], individuals at high risk for human immunodeficiency virus infection [10], adolescents [11,12], and young adult veterans [13] have all been successfully recruited using this approach. Advertising to potential participants via Facebook is novel within maternal health research. One study found social media effective for recruiting women before conception [3], while 3 other studies used paid Facebook advertisements to successfully recruit participants for preconception [14] or prenatal studies [15,16]. Each of these pregnancy-related studies involved Internet-based or telephone interventions; thus, there is little known about the potential for Facebook to be used to recruit pregnant women to a randomized controlled trial (RCT) involving face-to-face clinic visits.

The overall objective of the RCT was to examine the efficacy of supportive prenatal counseling versus standard prenatal care in promoting appropriate weight gain and dietary intake among pregnant women. The recruitment goal was 70 healthy pregnant women between 8 and 20 weeks’ gestation, living in the greater Edmonton area. The purpose of this paper was to evaluate the effectiveness of paid advertisements on Facebook as a platform for recruiting pregnant women to this RCT in comparison with traditional recruitment approaches.

Methods

Recruitment

Recruitment for the RCT using traditional approaches, including printed posters and brochures, word of mouth, newspaper advertisements, local television news health report, booths at mommmy and baby fairs, and advertisements in physicians’ offices, started in July 2015. A Facebook account was created to distribute paid advertisements that ran intermittently from October 6 to December 1, 2015, for 26 nonconsecutive days. Advertisements were targeted to Facebook users based on the following criteria: female, 23-40 years of age, living in the Edmonton + 25-mile radius geographic area, and “Interests” related to pregnancy. The “Interests” used were Childbirth, Infant, Maternity clothing, Mommy connections, Parent, Prenatal, Prenatal care, Prenatal development, Motherhood, Today’s Parent, Ultrasound, Prenatal nutrition, Family, and Parenting (Figure 1). Advertisements were managed with a set lifetime budget and Facebook performed the automatic bidding. Advertisements were optimized to get the most number of clicks to the study website at the lowest cost, with fees charged per impression. All Facebook advertisements used the same wording with the headline “Be healthy for baby and you!” and the description text: “Are you less than 20 weeks pregnant? Join a prenatal research study at the University of Alberta and have free access to a Registered Dietitian!”; multiple photographs were tested (Figure 2). Interested women were prompted to click on the “Learn More” button, which took them to the study website [17] where details about the study were provided, including the study contact information. Potential participants were encouraged to contact study staff, after which an appointment was set for screening to determine participant eligibility. Informed consent was provided by the participant in writing before the start of data collection at the baseline visit.

Performance of Facebook advertisements was monitored regularly and optimized in real time using Facebook Ads Manager. Following the trial of multiple paid Facebook advertisement campaigns, the advertisement performance was assessed by examining number of clicks and the amount of engagement. Engagement can be defined as interactions with the study advertisement such as likes, comments, or shares. Funds were reallocated to the Facebook advertisements with the highest number of clicks and highest rate of engagement. Advertisement performance was most affected by the location of the advertisement and the “Interests” specified. Advertisements located on the mobile newsfeed performed
better than those on desktop newsfeed; therefore, desktop advertisements were turned off after 9 days. The “Interests” Prenatal nutrition, Family, and Parenting were removed after 9 days owing to poor performance determined through analytics produced from a free trial of AdEspresso, a platform that provides additional statistics to optimize paid Facebook advertisements [18].

Costs associated with each recruitment approach were recorded and used to calculate the cost to the study to recruit eligible participants. The time required by staff to support each of these approaches was not captured and therefore not included in the cost calculations. The local television news report (ie, news reporter, film crew, television airing of segment) was donated in kind, and therefore the costs associated with it were also not included in determination of costs.

Figure 1. A screenshot that shows the set-up of a paid Facebook advertisement.

Statistical Analysis
Advertising performance statistics were collected from information provided by Facebook Ads Manager. Demographic information was self-reported by participants who were eligible and had consented to study participation. These data were collected through the Research Electronic Data Capture (REDCap) Consortium member site housed at the University of Alberta [19]. We used t tests or Pearson chi-square tests, as appropriate, to investigate differences between groups recruited on Facebook and through traditional means. A P value of .05 was considered statistically significant, and all data were analyzed using Stata 14.1 (StataCorp. 2015. Stata Statistical Software: Release 14. College Station, TX, USA: StataCorp LP).

Ethics approval for the RCT was obtained from the Health Research Ethics Board–Health Panel at the University of Alberta (study ID number: Pro00054360). This study is registered at ClinicalTrials.gov (ID: NCT02711644).
Figure 2. A screenshot that shows the paid Facebook advertisements on a mobile phone.
Results

Recruitment

A total of 11 women (11/126, 8.7%) did not indicate how they heard about the RCT and were excluded from further analyses. Of the 115 women included in analysis, 39.1% (n=45) of the women who contacted study staff heard about the study through Facebook, whereas 60.9% (n=70) of them heard about it through traditional approaches (Figure 3). Paid Facebook advertisements were received by 44,439 people on their Facebook newsfeed and 1001 Facebook users advanced to the study website, resulting in a click-through rate of 2.3% to the study website. Because of the nature of traditional approaches, the reach of recruitment efforts is not known.

During the 215 days (~7 months) that the traditional approaches were used, the average rate of interest was 0.3 (0.2) women/day. The local television news report resulted in 18 women contacting the study and was the most successful component of the traditional approach. When the local television news report is excluded, the remaining traditional approaches had an average interest rate of 0.2 (0.1) women/day. The traditional approaches alone (ie, before launching Facebook advertisements) had an overall interest rate of 8.7 women/month. Adding Facebook advertisements to traditional recruitment approaches increased the overall interest rate to 29.7 women/month. Of note, the Facebook advertisements ran for 26 nonconsecutive days to avoid advertisement fatigue. Advertisements were stopped on day 8 as the performance statistics dropped on days 6-8.

The 45 women who contacted study staff in response to the Facebook advertisement resulted in 40 women who were screened and 25 who were eligible and agreed to participate in the study (55.6% of interested). This resulted in a recruitment rate of 0.96 eligible participants/day. Of the 70 women who expressed interest through traditional approaches, 64 were screened and 45 were eligible and agreed to participate (64.2% of interested), resulting in a recruitment rate of 0.21 eligible participants/day. The calculated (hypothetical) amount of time needed to recruit 70 women using only traditional approaches is 334 days and could be shortened to 73 days using Facebook advertisements.

Facebook advertisements cost Cad $506.91, with a cost of Cad $0.28 per click. Other forms of engagement with the Facebook advertisements included 55 likes, 24 comments, and 28 shares. Most of the comments consisted of the names of Facebook friends who would be notified of the tag. A few comments required response from the study team as they asked questions regarding the eligibility criteria. Facebook advertisements had a cost per eligible participant of Cad $20.28. In comparison, the traditional approaches cost Cad $1087 for all methods combined (ie, printing, media advertisements, mileage to deliver brochures to different venues, participation at mommy and baby fairs). Traditional approaches cost approximately Cad $24.15 per eligible participant.

Participant Characteristics Relative to Their Method of Recruitment

Women recruited to the randomized controlled trial using traditional approaches and paid Facebook advertisements (n=115). The traditional approaches include methods listed in addition to other methods that consist of online classified advertisements, doctor referrals, blog posts, email newsletters, newspaper advertisements, mommy fairs, and online mom connection groups.

Figure 3. Proportion of interested women for the randomized control trial using Traditional approaches and paid Facebook Advertisements (n=115). The Traditional Approaches include methods listed in addition to ‘Other’ methods that consist of: Online classified advertisements, Doctor referrals, blog posts, email newsletters, newspaper advertisements, mommy markets and online mom connection groups.
Table 1. Characteristics of women recruited using Facebook advertisements versus traditional approaches.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Recruitment method</th>
<th>Traditional approaches</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Facebook advertisements (n=25)</td>
<td>Traditional approaches (n=45)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age, years, mean (SD)</td>
<td>35 (4.6)</td>
<td>34 (4.5)</td>
<td>.42</td>
</tr>
<tr>
<td>Gestational age, weeks, mean (SD)</td>
<td>12.6 (3.7)</td>
<td>14.7 (3.8)</td>
<td>.03</td>
</tr>
<tr>
<td>Prepregnancy BMI, kg/m², mean (SD)</td>
<td>26.4 (5.9)</td>
<td>24.8 (4.9)</td>
<td>.25</td>
</tr>
<tr>
<td><strong>Birthplace, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Born in Canada</td>
<td>22 (88)</td>
<td>36 (80)</td>
<td>.40</td>
</tr>
<tr>
<td>Not born in Canada</td>
<td>3 (12)</td>
<td>9 (20)</td>
<td></td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>1 (4)</td>
<td>2 (4)</td>
<td>.92</td>
</tr>
<tr>
<td>Married or common-law</td>
<td>24 (96)</td>
<td>43 (96)</td>
<td></td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than bachelor’s degree</td>
<td>6 (24)</td>
<td>17 (38)</td>
<td>.24</td>
</tr>
<tr>
<td>Bachelor’s degree or higher</td>
<td>19 (76)</td>
<td>28 (62)</td>
<td></td>
</tr>
<tr>
<td><strong>Household income (Cad $), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; $70,000</td>
<td>2 (8)</td>
<td>8 (18)</td>
<td>.26</td>
</tr>
<tr>
<td>&gt; $70,000</td>
<td>23 (92)</td>
<td>37 (82)</td>
<td></td>
</tr>
<tr>
<td><strong>Employment hours, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Part time</td>
<td>6 (24)</td>
<td>11 (24)</td>
<td>.97</td>
</tr>
<tr>
<td>Full time</td>
<td>19 (76)</td>
<td>34 (76)</td>
<td></td>
</tr>
<tr>
<td><strong>Parity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>One</td>
<td>7 (28)</td>
<td>18 (40)</td>
<td>.17</td>
</tr>
<tr>
<td>Two or more</td>
<td>3 (12)</td>
<td>2 (4)</td>
<td></td>
</tr>
</tbody>
</table>

aBMI: body mass index.

**Discussion**

**Principal Findings**

This study highlights the improved time efficiency achieved by coupling Facebook advertisements with traditional approaches for recruitment of pregnant women to a research study. After a 3-month period of traditional recruitment, we decided to test Facebook recruiting. Along with traditional recruiting, we used Facebook for 26 nonconsecutive days. Had we relied solely on traditional methods of finding interested women, it would have taken close to 1 year to reach our recruitment target, and this was shortened to less than 6 months by adding Facebook advertisements as a recruitment method. This improvement in recruitment rates of pregnant women is similar to that reported by a study recruiting women before conception. Shere et al found that social media–based recruitment resulted in a 12-fold higher rate of recruits per month [3]. It was suggested that the improved recruitment rates could reflect the fact that these types of social media are “active” because the platforms find women based on their previous Web searches related to the research topic, whereas traditional recruitment approaches may be considered “passive” because women likely come across the research opportunity by chance [3]. Our study adds to the evidence indicating that social media holds promise for informing this population about research and recruiting them to participate. Mass media as a whole shows value in recruiting for prenatal research studies, as more than half (54.8%; 63/115) of the women who expressed interest in the study became aware through Facebook advertisements or the local news station health report. Ultimately, social media and other emerging means of mass communication hold promise as means to complement traditional strategies used for recruiting participants because they can reach a large number of people in a short amount of time.

On the surface, the absolute costs of the 2 recruitment methods used in this study were comparable (Cad $24.15/eligible participant for traditional approaches and $20.28/eligible participant for Facebook advertisements). Neither of these costs included those incurred by study staff. Staff or trainee time, mileage, and other related costs can be difficult to measure. The time required to generate and post Facebook advertisements is typically less than that needed to pick up and distribute posters and brochures to multiple sites throughout a large city. One of our traditional approaches, the television health report, was donated “in kind” and involved a local news anchor along with a 1-person film crew. This would have been very costly had the
study not been seen as a valuable news item. The free television health report is considered a traditional approach to recruitment. However, if its contribution to the traditional recruitment rate is removed, the cost per eligible participant for traditional approaches increases to CAD $33.97. Future studies should track resource investments, such as staff time, more thoroughly to better understand the relative savings or costs of social media compared with traditional recruitment approaches.

To our knowledge, no additional studies have been published within the last 2 years examining paid Facebook advertisements as a recruitment tool for prenatal studies. Changes in reach, access, and usage of Facebook over the 5 years that these studies and our study span make it difficult to fairly compare results between studies. Our Facebook click-through ratio was better than the 0.08% reported in the study by Arcia [15] but less than the 5.3% on the most successful newsfeed advertisement reported by Harris et al [14]. Arcia was recruiting nulliparous women at less than 20 weeks’ gestation for a Web-based survey [15], whereas Harris et al aimed to recruit young women for completion of a questionnaire on contraception methods [14]. However, because both of these studies recruited between 2011 and 2013, the 2- to 5-year difference makes it difficult to compare them with our study in a fair way. It is possible that changes in the number or characteristics of people who regularly use Facebook along with changes in the features that Facebook provides to paid advertisers could contribute to the observed differences in click-through ratios. Social media certainly has excellent potential to aid recruitment efforts, although the magnitude of change over time remains difficult to quantify.

Our cost per advertisement click was slightly less than those reported by others. In several other studies, cost/click ranged from CAD $0.39/click [20] to CAD $0.45/click [12] and CAD $0.63/click [15]. Differences in the cost per click may vary for different demographic groups. Unique aspects of the target population need to be considered when formulating Facebook advertisements and when choosing topics of interest that help to identify and target these advertisements. Cost per click may continue to vary as Facebook and other social media platforms are modified, potential participants gain experience with using these platforms, or the platforms gain or lose active users. Relative to Facebook and other platforms that promote information sharing, one advertisement may reach more people than originally targeted [21] through features such as a “like, share, or comment.” This can positively result in a more extensive social network of people being notified of a study than what was originally selected [22].

This study suggests that Facebook is a promising platform for reaching and recruiting pregnant women to a research study. Facebook advertisements can be more targeted than many of the traditional approaches because it is possible to define specific demographic and geographic characteristics, and information can be directed to those who search terms on the Web that align with the “Interests” specified by the researcher. Specifying “Interests” related to pregnancy likely enhanced the effectiveness of our advertisements because pregnancy is often a life event that is shared on social media platforms, and Facebook can display the advertisement to users based on their recent activity on the Web. Our RCT is the first prenatal study to describe the “Interests” used in their advertisements. This could be advantageous by reducing the time needed to identify interested participants for a research study. Because most women use the Web to seek health-related information related to pregnancy, Facebook also holds potential as a useful way to distribute public health messages by using “Interests” to target this population [21,23]. An important consideration for Facebook advertisements is striking the balance between advertisement specificity and reach [8]. Targeting an audience with certain characteristics captured by Facebook could allow an advertisement to be cost-effective to reach the target population, but there is a possibility that some individuals will be missed. With approximately 27% of pregnancies being unplanned in Canada, it is probable that Facebook will miss these potential recruits [24]. Individuals who do not use social media or do not have Web-based activity related to pregnancy would also fail to alert the algorithms and may be missed. Therefore, utilizing the combination of traditional recruitment approaches and social media–based approaches is ideal to avoid this selection bias [25].

Previous studies have noted a concern that recruitment through Web-based methods may result in a nonrepresentative population [26]. We found that both approaches recruited women with similar demographic characteristics. Although not significant, a trend may exist of higher education and income within the Facebook group. Our study may not have been powered to detect difference in these populations. Two Australian studies also recruited a fairly nationally representative sample of females within the ages of 18-25 years using Facebook advertisements [11,14]. In our study, the one difference between women recruited through Facebook and women recruited through traditional approaches was that those recruited through Facebook were at an earlier gestational age. This was a promising finding because it is often a challenge to recruit women early in pregnancy [27,28]. Multiple investigators have noted the need for this in prenatal research [25,29-31], and our findings suggest that Facebook advertisements could prove helpful in this regard. Similarly, Richardson et al [29] found that their Internet-based advertisements recruited women significantly earlier in pregnancy compared with other methods.

Limitations

There are several limitations to this study. Our research team had little experience with Facebook advertisements before starting the study. The advertisements might have been more impactful or cost-effective if those formulating them had more experience developing, testing, and monitoring social media platforms and related statistics. Another limitation was that we could not determine whether women saw the advertisement on their personal Facebook page or if it came to them through a friend who saw it on Facebook. In our study, “word of mouth” was labelled as a traditional approach; however, the original study awareness may have originated from Facebook advertisements. This would underestimate the effectiveness of Facebook advertisements as a recruitment tool.

Conclusions

With ever-changing technology, researchers must stay current and utilize innovative approaches to find interested study
participants. The ease of placing an advertisement on Facebook, the comparable cost per participant recruited, and the dramatically improved recruitment rates when Facebook advertisements were added to traditional approaches highlight the importance of combining novel and traditional recruitment techniques to efficiently recruit women to pregnancy-related research studies, even in geographic areas where recruitment is difficult [1]. Future research should identify the best ways to target pregnant women using Facebook advertisements and other forms of social media to capture a broader range of the resources needed and costs associated with different approaches to recruiting these women.
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Abstract

Background: Social media is frequently used by consumers and health care professionals; however, our knowledge about its use in a professional capacity by pharmacists is limited.

Objective: Our aim was to investigate the professional use of social media by pharmacists.

Methods: In-depth semistructured interviews were conducted with practicing pharmacists (N=31) from nine countries. Interviews were recorded, transcribed verbatim, and thematically analyzed.

Results: Wikipedia, YouTube, and Facebook were the main social media platforms used. Professional use of social media included networking with peers, discussion of health and professional topics, accessing and sharing health and professional information, job searching, and professional promotion. Wikipedia was the participants’ first choice when seeking information about unfamiliar topics, or topics that were difficult to search for. Very few pharmacy-related contributions to Wikipedia were reported. YouTube, a video-sharing platform, was used for self-education. University lectures, “how-to” footage, and professionally made videos were commonly watched. No professional contribution was made to YouTube. Facebook, a general social networking site, was used for professional networking, promotion of achievements, and job advertisements. It also afforded engagement in professional discussions and information sharing among peers.

Conclusions: Participants used social media in a professional capacity, specifically for accessing and sharing health and professional information among peers. Pharmacists, as medicines experts, should take a leading role in contributing to health information dissemination in these user-friendly virtual environments, to reach not only other health care professionals but also health consumers.

(J Med Internet Res 2016;18(9):e258) doi:10.2196/jmir.5702
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Introduction

Social media (SM) encompasses a wide range of websites whose content is created by users [1]. While the Internet has increased public access to all kinds of information, its evolution to Web 2.0 has provided a more participatory environment where users not only access, but also create, edit, and share content online in several formats (eg, text, picture, audio, and video). SM has transformed communication, including health care communication [2]. Consequently, SM is increasingly shaping the way health care professionals work and provide their services. The Internet can be considered as an important tool for pharmacists and other health care professionals for their daily professional activities, particularly as a medium to access...
health information [3]. It is believed that SM has further impacted the way health care professionals deliver their services by increasing their knowledge, efficiency, communication with patients, marketing, and communication with colleagues [4]. However, the influence of social media use by pharmacists in a professional capacity has not been fully investigated, with limited literature on the use of social media by pharmacists [5].

Studies conducted to date have focused on specific SM platforms such as Wikipedia [6], blogs [7,8], social networking sites (SNS) [9,10], and Twitter [11], with only one study addressing SM more broadly, (ie, including several different types of platforms) [12]. One study has shown that in 2009, 35% of US pharmacists were using Wikipedia for general purposes and 10% for drug information [6], while another study found that 72% of pharmacists surveyed when attending a regional pharmacy conference in the United States used Wikipedia [12]. Neither study, however, investigated how Wikipedia supported pharmacists’ work or their perceptions of its usefulness. In terms of blogging, 44 [8] and 136 [7] pharmacists’ blogs were identified and analyzed in two separate studies published in late 2010. These blogs provided information about news and current events in health care, pharmacological discussions, and pharmacists’ personal views on their professional and private lives. To date, pharmacists’ professional use of SNS appears to be incipient, with personal and social intentions being the main motivations for use [9,10,12]. For instance, 90% of pharmacy preceptors in a US survey reported using Facebook primarily for personal and social reasons [9], and 90% of pharmacists’ tweets were predominantly or exclusively for personal purposes [11]. Pharmacists’ Facebook use ranged from 50% to 67% [9,10,12]. Its use was more common among younger practitioners (<29 years old), decreasing as age increased [10]. At the time of the study, the Twitter user rate among pharmacists was very low [9,11], with the most recent study revealing that less than 1% of US pharmacists were active on Twitter [11].

Although some research about the use of SM platforms by pharmacists has been conducted, these studies have either used a quantitative survey [6,9,10,12,13] or a direct observation of SM platform approach [7,8,11] with little in-depth exploration of SM use. Therefore, the current study aimed to build on previous research by using a qualitative approach to investigate how pharmacists perceive and use SM professionally.

**Methods**

**Qualitative Methodology**

This was an exploratory qualitative study that employed in-depth, semistructured interviews to explore pharmacists’ use, opinions, and perceptions of SM. A qualitative approach was considered most suitable given that our aim was to elicit rich and detailed aspects of pharmacists’ professional use of SM and explore their perceptions and opinions about it. Another advantage is that qualitative research allows the investigators to explore the viewpoints of individuals in detail, with a small number of participants [14]. Ethics approval was obtained from the University of Sydney Ethics Committee (Project No. 2013/635, approval date: 14/08/2013) prior to commencement of the study.

**Participants and Recruitment**

This study sought a global perspective from pharmacists’ use of SM, so a purposive sampling was used to recruit pharmacists from a range of countries. Initially pharmacists known to the research team were invited, and thereafter participants were recruited using a snowballing technique. This strategy allowed the research team to take advantage of its international professional network (the research team comprised individuals from different countries: Australia, Brazil, and Germany) and identify active SM users within the pharmacy profession with a range of professional roles. Pharmacists from different professional settings and countries took part in this study. All participants received a participant information statement and verbal explanation about the project’s aim, the research team and the interviewer, and their participation prior to the interviews. Consent was acquired by having participant sign a standardized consent form.

**Data Collection**

Semistructured interviews were conducted between November 2013 and December 2014. An interview guide (Multimedia Appendix 1) based on the study aim and objectives was developed and piloted with 5 participants to assess face and content validity. The piloted data were not included in the analysis. The interview guide consisted of topics related to participant understanding of SM, SM usage, and perception of SM use for health care and in the pharmacy profession. All questions were open-ended to allow relevant topics and themes to emerge without constraint. Whenever needed, follow-up questions were asked in order to clarify or expand participants’ comments. The interviews were conducted either face-to-face, by telephone, or Skype (voice call or video call), and audio-recorded with the consent of participants. Notes were taken to assist the formulation of prompt questions and support data familiarization for data analysis. The interviews were conducted in dedicated premises at the Faculty of Pharmacy, University of Sydney; they lasted from 30 to 130 minutes and were all conducted by AB, a male pharmacist and PhD candidate trained in qualitative research. Interviews were conducted until saturation was reached.

**Data Analysis**

All interview recordings were de-identified and transcribed verbatim. One participant asked to see their transcript, but no revision or correction was made. A thematic analysis with an inductive approach was employed to identify themes within the interviews’ transcripts. Thematic analysis is not aligned with a particular epistemological, philosophical, or theoretical approach and is a flexible tool to generate themes in qualitative analysis [15]. Besides being a robust and sophisticated research tool, thematic analysis focuses and presents the data in a way that is readily accessible to those who are not part of academic communities [16], which benefits the research findings’ dissemination among pharmacy practitioners.

Repeated reading of transcriptions allowed familiarity with the data and knowledge of each interview’s content depth and breadth. After immersion within the data, transcriptions were coded line-by-line and collated within each code with the help
of the software NVivo 10 (QSR International). The limited literature available on the topic [5] associated with the adoption of an inductive approach [17] ensured a data-driven analysis. Therefore, the coding process was open, not restricted by theoretical assumptions from the research team. The coding process was dynamic, iterative, and evolved throughout the analysis. Codes with a repeated pattern across the data (i.e., codes with similar or nearly similar meanings) were grouped into subthemes and later assembled into overarching themes. Themes were carefully named according to their overall content. The first three interviews were separately coded by 2 researchers, and the coding labels and identified themes and subthemes were thoroughly discussed and agreed upon. Throughout the analysis, the coding process, including its grouping into themes, was discussed with a senior member of the research team (PA).

Results

In total, 31 pharmacists from nine countries were interviewed (Table 1). Only one participant approached via email did not take part. Most participants were practicing in community pharmacy and academia (in the field of pharmacy practice).

Table 1. Participant demographics.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>16</td>
</tr>
<tr>
<td>Male</td>
<td>15</td>
</tr>
<tr>
<td><strong>Years of practice</strong></td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>2-37</td>
</tr>
<tr>
<td>Median (SD)</td>
<td>13.3 (9.83)</td>
</tr>
<tr>
<td><strong>Work setting</strong></td>
<td></td>
</tr>
<tr>
<td>Community</td>
<td>14</td>
</tr>
<tr>
<td>Academia</td>
<td>11</td>
</tr>
<tr>
<td>Community &amp; academia</td>
<td>2</td>
</tr>
<tr>
<td>Pharmacy/health organization/industry</td>
<td>4</td>
</tr>
<tr>
<td><strong>Country</strong></td>
<td></td>
</tr>
<tr>
<td>Australia</td>
<td>17</td>
</tr>
<tr>
<td>New Zealand</td>
<td>5</td>
</tr>
<tr>
<td>United States</td>
<td>2</td>
</tr>
<tr>
<td>Brazil</td>
<td>2</td>
</tr>
<tr>
<td>Germany</td>
<td>1</td>
</tr>
<tr>
<td>Nigeria</td>
<td>1</td>
</tr>
<tr>
<td>Thailand</td>
<td>1</td>
</tr>
<tr>
<td>Philippines</td>
<td>1</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>1</td>
</tr>
<tr>
<td><strong>Type of interview</strong></td>
<td></td>
</tr>
<tr>
<td>Face-to-face</td>
<td>10</td>
</tr>
<tr>
<td>Telephone</td>
<td>8</td>
</tr>
<tr>
<td>Skype</td>
<td>13</td>
</tr>
</tbody>
</table>

The first aspect explored in the interviews was pharmacists’ understanding of SM, and subsequently the interview focus shifted to actual use of these platforms with a focus on professional aspects.

Pharmacists’ Knowledge and Understanding of Social Media

Most participants considered SM to be an online (Internet) community venue where information is accessed and shared with the aim of fostering communication. Figure 1 illustrates the concepts that participants associated with SM and portrays a broad description of their understanding. The word cloud was created using the key words (nouns and verbs) participants used when describing SM.

SM was considered as a new way to communicate and keep in touch with a large group of people publicly. Participants believed that this interactivity created a connection among users and allowed people to keep a virtual network of contacts, including a professional network.
As a source of information, SM was perceived to have the advantage that the users had a high level of control, allowing them to choose the content to read, listen, and watch. Some participants expressed that the information shared on SM platforms was created by the users themselves. However, only a few participants could explain the user-generated content aspect of SM: “It’s most like a forum for user-generated content. It’s the opposite of maybe company-generated websites; you’ve got the people themselves generating content and sharing it, communicating about it” [Participant 21].

SM interactivity was a feature highlighted by several participants: “You interact with those who posted the information…you can question. It’s a quick way to get in touch, with questions and answer. You hadn’t such a quick and effective interaction before Facebook” [P24].

Participants were also asked to provide SM examples. This permitted further evaluation of participants’ understanding of SM, through a comparison of the examples provided and the definition of SM given. Facebook was cited by all participants as an example and most times was the first example that “sprang to mind.” Popular SM platforms without SNS features (eg, public profile and list of contacts) like YouTube and Wikipedia were much less frequently cited. Twitter, although a microblog, possesses some SNS features and was commonly mentioned. Other common SM examples were LinkedIn, Instagram, Google Plus, and blogs. Virtual worlds, like Second Life, were rarely mentioned.

Would you consider Research Gate (a professional social networking site for academics, researchers, and scientists) social media?” [P10] and “I have a doubt. Is Moodle (a free software whose purpose is to serve as a learning platform via creation of personalized learning environments [18]) considered a social media platform?” [P23]

After obtaining participants’ definitions of SM, including examples, the SM operational definition (ie, a group of interactive platforms via which individuals and communities share, co-create, discuss, and modify user-generated content employing mobile and Web-based technologies [19]) was provided to ensure that everyone had the same understanding before continuing with the interviews.

**Pharmacists’ Use of Social Media Platforms**

This theme details how pharmacists used or perceived SM use by their peers in a professional capacity. All participants reported using SM in a professional capacity, though to varying degrees. The most common platforms were Facebook, Wikipedia, and YouTube. Pharmacists used SM to network with fellow pharmacists, to access and share professional news and health- and medicine-related information, to discuss relevant topics, to exert political influence within the pharmacy profession, to promote their careers, and to find or assist peers to get employment. SM was also used to promote pharmacy stores and in the education of pharmacy students.

**Use of Social Networking Sites**

The use of SNS ranged from personal to professional. Facebook was the most used SNS platform. Although the majority of participants initially stated that their use of SM, particularly SNS, had a personal and social aim, many professional activities were identified during the interviews. In fact, after articulating their use of SM throughout the interview, some participants realized that their initial statement about SM use was not completely accurate. Some online activities were later categorized as professional ones. Interestingly, some participants were surprised to realize they had an extensive professional use of social media, even though not directly related to patient care.

Most participants reported using only one SNS regularly, Facebook, despite having accounts or profiles on other SNS (eg, LinkedIn, Twitter). Facebook was preferred due to its popularity (many users), simplicity (easy to use), and versatility (great range of features available). Facebook was regarded as a convenient venue, a “one stop shop” [P13], allowing the convergence or integration of different SM platforms.

Some accessed Facebook multiple times a day, using mobile devices (eg, smartphones, tablets). Differently from academia and research, SNS use was commonly restricted during work time in community pharmacies. A few participants reported that the dispensing computers had the Facebook webpage blocked.
or even the use of their personal mobile phones was totally restricted: “In my pharmacy, we have a computer. We have guidelines for the usage of computer and Facebook is blocked in the pharmacy that I work at” [P17] and “So even your mobile phone shouldn’t be on you. Your mobile phone is locked in the staffroom and you don’t have access to your mobile phone while you’re working” [P2].

Personal motivations, namely communication and interaction with family and friends, were the main driving force for participants to join Facebook. Facebook was regarded as an inexpensive, quick, and easy way to connect with friends and family, including those overseas. As used primarily for personal reasons, participants were much more engaged with Facebook than with other dedicated professional platforms. However, eventually they started using Facebook professionally. Networking with colleagues on SNS was perceived to be an important professional interaction allowing some participants to break the isolation they felt, especially those working in regional or rural areas.

Social Media for Learning and Information Sharing

SM platforms were used as professional learning channels for pharmacists. Facebook served as a convenient vehicle to easily access professional and health-related information from pharmacy organizations and peers. Following pharmacy organizations’ Facebook pages to receive professional updates and information on their news feed was commonly reported by participants: “I find it’s the quickest way of knowing what’s going on rather than me going to their [organizations’] website or finding out by email and taking the time to read the email. I think it is much quicker” [P10].

Participants were also active in sharing information. A variety of sources such as health authorities, health providers, pharmacy organizations, and traditional media (eg, newspaper articles and television reports) were used. Pharmacists described being engaged in posting information, often providing the primary source of information: “It [the news] can be from a TV channel website, newspaper, magazine… but I always provide the link to the source of information” [P24] and “I believe we are able to understand the primary source of information, so I find information from those sources and I deliver that to my [group] members” [P31].

With regard to Twitter usage, participants either did not use it, or they heavily used it for professional purposes. Those who were tweeting did so in order to receive, provide, and share professional news, raise awareness about pharmacy issues and pharmacy services development, and/or promote their organization or institution. Twitter was also used as a search engine for certain trending topics, particularly for more abstract keywords/concepts or terms not well-established, using the hash tag and the keyword:

If I’m interested in a particular idea or topic I’ll search a #tag for whatever I’m interested in… I might be able to search for something a bit more abstract…I haven’t quite thought about why I would use specifically Twitter over Google but I think if the word that I’m looking, the key words are a bit more abstract, Google doesn’t really pick them up necessarily. Twitter might pick up those words better because they’re so generic. Google doesn’t know what exactly I’m looking for, but the way other people use that word like when they make a tweet, it’s very specific” [P5]

Twitter was also the preferred platform during conferences, to increase conference visibility, reach non-attendees, and increase delegate participation.

Wikipedia was the only wiki mentioned and reported as a commonly sought source of information, frequently accessed during working hours. Wikipedia was regarded as a convenient initial resource for searching for information because it provided background knowledge for further reading and learning: “If I’m looking for something I know nothing about, that can be a really good starting point” [P17].

Additionally, Wikipedia was also used when well-established common references failed to provide the information needed, and then Wikipedia references were commonly scrutinized in order to expand the information search.

It appeared that participants had their own rules about when it would be appropriate to use Wikipedia in a professional capacity. For instance, it was not used as a reference source to guide their professional actions. However, it was used when a general knowledge about a topic or quick access to information was required. Pharmacy-related information retrieved ranged from brand names, to pharmacological effects, to therapeutic classification and uses of a drug or medicine, to unfamiliar health topics, such as unfamiliar medicines or rare disease states.

Several characteristics of Wikipedia made it a useful SM tool for the participants. These included the speed with which participants could obtain information, knowing the date of the last update, the fact that entries were referenced, its not-for-profit nature, and usability. Despite the frequent use of Wikipedia by most participants, it was not regarded highly by many. Participants generally provided some rationale for not considering Wikipedia as a reputable source of information, such as lack of credentials and anonymity of Wikipedia contributors, and inaccuracy of some information. Therefore, the academic participants were not eager to recommend Wikipedia as a resource/reference for student use. Only 2 participants were engaged in editing Wikipedia entries, though just one contributed to medicine- and pharmacy-related information.

Four participants had their own blogs. Each of them had different purposes and audiences. They were used for pharmacy education (detailed below), entertainment (to publish drawings and cartoons created by the blogger), rural and aboriginal health care, and pharmacy profession in general. All those actively blogging emphasized that blog traffic generally depended on links to them being spread on SNS: “When I post on a blog, I promote that onto Twitter and Facebook” [P26] and:

Depending on the news significance, after I publish that on the blog I will provide a link to it on Facebook...most access to the blog comes from Facebook...when I publish a post on Facebook with
Though very few participants mentioned accessing blogs, the pharmacist hosting the general pharmacy blog reported more than 850,000 visits during 2 years of the existence of the blog, with an average daily audience of 1700 in 2014. Topics published in the pharmacy blog included job opportunities (both private and public sectors), pharmacy and pathology laboratories for sale, pharmacy fixtures and fittings for sale, professional events (eg, talks, workshops, and conferences), pharmacy legislation changes and updates, product recalls, new drug and treatment studies, and disease outbreaks (eg, Ebola). The most popular topics were those related to daily pharmacists’ working lives (eg, legislation affecting work procedures, community recognition, and level of trust in the profession). However, the most popular topic so far was a product recall in that country, with more than 23,000 visits.

The most used video sharing platform was YouTube. The video sharing site Vimeo was mentioned by a few participants, but its use was not common. Even though entertainment was the major motivation to access YouTube (eg, watching music clips), some professional uses were reported, such as obtaining content on technical information. Some participants expressed a preference for watching a video instead of reading, especially when dealing with practical procedures and “how-to-do things”: “Every now and again if I forget how to use a technique and need help, go back to YouTube, usually it’s from a professional organization, but it’s a YouTube link anyway” [P31]. Professionally made videos and lectures from reputable universities and educational institutions were highly used as self-learning material.

Some participants used YouTube frequently and considered it a good repository, while others were not regular users and did not access any professional-related content. None of the participants uploaded professionally related videos on social media platforms.

Professional Discussions

SM provided an alternative venue for professional discussion and peer collaboration. Discussions on SNS, particularly Facebook and Twitter, were preferred over pharmacy blogs. Pharmacy- or pharmacist-themed private groups on SNS were very common for this purpose. The “Facebook groups” function allows users to create or join groups based on common interests [20]. These professional pharmacy groups were set up either by pharmacy organizations, such as the Pharmaceutical Society of Australia, or individual pharmacists. Membership in these groups was restricted to pharmacists, and the groups functioned as forums where discussion about regulations, provision of services, and professional ethical issues took place. The ability to provide and obtain information quickly was an important driving force in these groups. However, not all professional Facebook groups were constantly active, and activity could range from daily to quarterly. Moreover, within each group, individual members’ participation varied from a predominantly observational role to active participation.

Those who contributed more to the pharmacy Facebook forums were perceived to be the ones with stronger opinions. Thus, the moderation task was regarded as crucial.

Pharmacy Jobs, Career, and Social Media

Participants believed that SM had an impact on access to the pharmacy job market by increasing visibility of both job opportunities available and prospective employees’ resumes. In terms of recruitment, although no participant mentioned using SM for their own benefit, it (namely pharmacy-themed closed Facebook groups and pharmacy blogs) was widely recognized as a medium for both employers and employees within the profession: “Job advertisements get utilized a lot, so on a local [Facebook] pharmacist’s page a lot of people will post up ‘job needed’ or whether they are looking for a job or whether they are trying to fill that job, so that’s quite common” [P31].

Although several participants had LinkedIn profiles to convey their professional qualifications and achievements, the vast majority of participants were not actively engaged with it. Its main purpose, as perceived by participants, was to increase professional visibility among peers and potential employers and be used for job searching purposes. Professional achievements were also posted on other social media outlets, particularly Facebook: “I know that there are colleagues that use Facebook to disseminate their research data so if a publication comes up they’ll put on their status update” [P15].

Additionally, some pharmacy practice academics reported having an account on Research Gate, a kind of “Facebook for science” [21]. The reported advantage of this social network was the formation of a clear professional network, the opportunity to promote one's own research (eg, uploading articles), and establishing a network of researchers within their field. Pharmacy academics were aware that their research papers could be accessed by other researchers without access to expensive databases. However, none expressed a great level of activity or enthusiasm about its use.

Social Media Use in Pharmacy Education

Social media also had its place in the delivery of pharmacy education. It was perceived to facilitate the learning experience in the current pharmacy student population that uses these platforms extensively and routinely for most aspects of their lives. Most pharmacy academic participants reported using SM for teaching purposes, though at different intensity and frequency. The teaching activities using SM were performed in class or designed to supplement in-class activities and served as an alternative method for the usual education management systems (eg, Moodle, Blackboard) used by pharmacy schools.

The major platforms used were Facebook and YouTube. It was recognized that information posted on Facebook would reach students faster because they perceived Facebook as the students’ favorite way of accessing course information as they were always accessing their personal Facebook pages.

Some of the pharmacy academic participants could be identified as early adopters of technologies. They tended to provide more examples of SM use in their pharmacy teaching. For these early adopters, SM was seen as an integral part of teaching and they
tended to use different types of SNS platforms and groups for
different teaching-related activities. Although the use of
Facebook was perceived to be beneficial to supplement in-class
activities and to improve both academic-student and
student-student communication, its use within the classroom
without teacher’s guidance was not regarded advantageous since
it disrupted student concentration, preventing them from paying
due attention or engaging in the topic being taught and
discussed.

YouTube was perceived as a good resource to better illustrate
concepts during lectures, provide supplementary information,
serve as alternative learning resources, and increase student
understanding especially students who were more visual
learners. Wiki platforms were also used, specifically to assign
group tasks to students, enabling the educators to gain a more
accurate understanding of individual student participation. This
“virtual control” was regarded as one of the great advantages
of wiki platforms for educational purposes.

Even though pharmacists were using SM websites for
self-education and educating students, they were not using it to
educate other health care professionals. One interesting
exception was the provision of a blog as a reference on how to
write prescriptions, which was regularly recommended by a
participant to junior physicians in a hospital.

Other Uses of Social Media

Some of the academic participants had also used SM for
research, specifically for recruiting participants or collaborators
to research projects. SM was also used to collect data through
posting questionnaires on Facebook.

As SM is a two-way platform, some participants used it as a
medium for sparking discussions about the political issues within
the profession and health sector, as well as voicing opinions
about changes in professional activities. Consequently, Facebook
also served as a venue to put pressure on decision makers and
policy makers either for change or to demand more
accountability from the profession’s leaders:

*I think what’s important is to provide an avenue where pharmacist can use it as an outlet for some of their I guess frustrations with policy decision makers...Will it lead to change? I think it just really depends on the numbers...I think it will also force them to respond in a manner...to justify the decisions that have been made simply because of the reaction, the outbursts on these social websites [P18]*

While the major aim of this project was to explore how
pharmacists used and perceived peers’ use of SM from a
practitioner’s perspective, some additional relevant information on
how SM is used by pharmacy stores was also identified.

Many community pharmacies were reported to host a Facebook
group, with a marketing aim. Most frequently, the Facebook page
served as a supplementary or additional form of promotion
about products already advertised (eg, in the pharmacies’
catalogue), as well as services available. Pharmacy Facebook
pages were also reportedly used as a channel to spread general
health information to the community.

**Discussion**

**Principal Findings**

This paper provides the first insight into the broad professional
use of social media by pharmacists. It was believed that SM
usage in pharmacy ranged from only social and personal
communication (eg, with friends and family) at one end of the
spectrum, to professional communication only (eg, with
colleagues and clients) at the other end of the spectrum [22].
However, our study has shown that the professional use of SM
by pharmacists is common and very diverse. Although many
participants initially believed that their use of SM was
exclusively for personal reasons, it became apparent during
interviews that all participants used social media in a
professional capacity. Even those few participants without an
SNS account commonly accessed popular social media websites
like Wikipedia and YouTube for professional purposes. The
lack of awareness of professional use of SM by the participants
could be attributed to how social media was initially narrowly
defined and perceived.

Peer communication was one of the most common professional
activities on social media. Participants preferred to use general
SNS, like Facebook and Twitter, instead of pharmacy-only SNS
for professional networking (eg, PharmQD). Similarly the use
of professional SNS (eg, LinkedIn) was far less common. As
reported in a separate publication [23], most participants had a
blended approach [24] when using SNS, which means they had
both professional and personal activities taking place in the
same SNS. Participants’ initial motivation to set up a Facebook
profile was social and personal in nature, and over time
gradually evolved to have a mixed audience (both social and
professional contacts) as pharmacy school friends became
professional peers and colleagues became closer friends. Not
surprisingly, professional online conversations and discussions
then took place over a platform initially intended for personal
reasons, like Facebook. Since community pharmacists
commonly do not work alongside peers [25,26], this increased
interaction among pharmacists provided by SNS would be a
major advantage because it could diminish pharmacists’ isolation
helping them to better deal with technical, clinical, and ethical
issues that arise at work. However, this increased interaction is
not taking place yet during pharmacists’ time in the community
pharmacy as the use of these platforms was commonly restricted.

A natural development that followed the increased professional
interaction afforded by SNS was the increased access and further
spread of relevant professional information. In fact, one of the
major professional activities performed by pharmacists on SM
was to access information. It is widely known that health care
professionals frequently use the Internet as a working tool,
especially to access information [3]. As the Internet has shifted
to be more interactive [1], it would be expected to find
pharmacists using SM as an information source for work
purposes and as a tool to learn from a variety of sources, such
as from organizations, peers, and patients. So obtaining health
and medicines information via SM platforms represents a natural
step in the communication technology evolution for pharmacists.
The ubiquitous nature of SM platforms places them in a
prominent position as a medium for relevant pharmacy professional information dissemination, as demonstrated in this study. The increased access to information and the consequent knowledge expansion can lead not only to professional development, but also to better services and patient care.

As one of the major open sources on the Internet, Wikipedia was highly used by pharmacists during work time to access health and medicines information. As Wikipedia is one of the top results from medical queries in general search engines [27], it is not surprising to see it used commonly. However, most participants did not consider Wikipedia as an authoritative source and several of them voiced concerns about its accuracy and reliability. These concerns matched pharmacy literature restriction recommendations on the use of Wikipedia in both pharmacy education [28] and practice [29]. Nevertheless, it is important to emphasize that other studies have pointed out that Wikipedia entries have a high degree of quality compared to the prestigious Encyclopedia Britannica [30] and can be useful as a reference for health students’ assignments [31].

The high use of Wikipedia found in this study is consistent with a high rate of Wikipedia users among pharmacists previously reported [12]. Wikipedia use among pharmacists might be on the rise since the first rate of Wikipedia use published in 2009 had indicated that only 35% of US pharmacists were using it [6]. Wikipedia was commonly used during work time for initial explorations of less known topics related to health and medicines. This is similar to how physicians have been reported using it to get an overview of unfamiliar topics [32]. It is also substantiated by a review that found Wikipedia was widely used as a reference source by health care professionals in general [33]. The Wikipedia editing process was well known by all participants in our study, in contrast with the 2009 US survey where only a third of Wikipedia users knew how it was edited [6].

User-friendliness and ease of access, as well as the fact that Wikipedia often appears in the top 10 results of searches in general search engines such as Google, are important aspects for consideration in developing approaches for conveying information to pharmacists in all areas of the profession [34]. Pharmacists’ contribution to the “free encyclopedia” seems to be negligible, despite, as our study asserts, being highly accessed by pharmacists. Although there is a call for health care professionals, their societies, patient groups, and institutions to join the effort in improving Wikipedia’s health-related entries [27], it is believed that the community who edits health-related entries is very small and is driven by an intrinsic set of values and beliefs [35]. The rationale underlying collaborative projects like wikis is that the joint effort of many actors leads to a better outcome than any actor could achieve individually [1]. Perhaps the best approach to improve medicine and pharmacy entries on Wikipedia would be via collaboration between academia, health organizations, practitioners, and consumers.

The increased access to up-to-date information provided by SM platforms, mainly blogs and Facebook groups. It is important to emphasize that when sharing professional information, participants commonly provided links to original sources of information and tried to post the original source of the material. This significant aspect of information sharing behavior might be caused by the fact that our sample consisted of experienced pharmacists (mean 13.3 years of practice [SD 9.8]) and a higher level of education (many had a post-graduate degree or were getting research degrees).

The use of SM channels to spread health- and pharmacy-related knowledge and spark professional discussions should be considered an additional tool to traditional forms of professional interaction in pharmacy. The SM platforms can be complementary and even increase the effectiveness of these traditional ways. The use of Twitter in conferences is seen as example of how the traditional congregation of peers can have their discussions spread beyond the setting of the conference instantly and at the same time causing an impact on the participants’ perceptions and level of interaction within the conference. This congruent with the assertion that Twitter use during medical conferences was a medical education application [36]. However, the benefits of such application in pharmacy should not be overestimated. A study about Twitter use during a major US pharmacy conference found that Twitter was used by less than 2% of attendees [37]. It has also been reported that almost half of all tweets were made by a tiny group of participants (0.125%) and only a third of tweets were related to educational sessions. Nevertheless, the reach and impact was not verified.

Although our snowball approach led us to recruit key Twitter users, the use of this microblogging platform was less prominent than other SM applications among our participant cohort. This is congruent with findings from surveys among pharmacy preceptors, which revealed that less than 10% of respondents had a Twitter account and that their use was very limited (ie, majority accessed on a monthly bases) [9]. Similarly, a more recent direct observation study on Twitter indicated that less than 1% of practicing US pharmacists had a Twitter account [11]. Most participants who used Twitter in our study used it primarily for professional reasons. This is in contrast to an earlier observation study that evaluated tweet samples and showed that only 10% used Twitter exclusively or predominantly for professional reasons [11]. This cohort of Twitter users might be very similar to our Twitter participants who also used Twitter to both obtain and disseminate pharmacy-related news, recently published pharmacy articles, and other useful and relevant health-related information. Twitter is a suitable application for this purpose since microblogging is designed to offer real-time updates [19], and participants can access important and relevant information up-to-the minute.

Although the use of SNS for recruiting and hiring employees is a new process with limited research [38], this study has found that this use of SNS was perceived to be very common within the pharmacy sector, playing an important role in the pharmacy job market. This seems to be a very beneficial professional use of SNS by pharmacists. It expanded the reach of pharmacists searching for job opportunities. At the same time, it also favored recruiters, who could access a pool of candidates within a closer
network (e.g., a local Facebook pharmacists’ group). In other words, SNS amplified the “word of mouth” strategy commonly employed in the recruiting of community pharmacists.

The use of SM in pharmacy education described in this study was very similar to previously published approaches [5]. While the Internet, since its first years, facilitated teaching and learning, the need to master the standard mark-up language (HTML) and related concepts (e.g., servers, file transfer protocol [FTP] of files, client-side plug-ins, Java applets for interactivity) served as barriers to its use since they required intricate programming [39]. The advent of SM has revolutionized the use of the Internet as an education tool as it has eliminated the interface barriers and information technology constraints for users to create and share content online.

Limitations
The findings presented should be viewed in light of certain limitations. First, as an exploratory qualitative study with a sample size of 31 pharmacists, the study findings are not generalizable to the pharmacist population. Second, the results may have been impacted by a self-selection bias, despite the fact that not all participants were active SM users. However, a wide range of views on the topic was provided, which could also be interpreted as a strength since participants with more SM expertise can provide more information and insights. Third, as social media is constantly changing due to its dynamic nature, it is advisable to keep in mind that the results represent the situation only at the time of the study.

Conclusions
Although personal and social reasons generally were the main drivers to join SM (namely Facebook), participants frequently progressed to using SM for professional activities, with most actively engaged with SM in a professional capacity. Primary activities included accessing and sharing professionally relevant information among peers, intraprofessional networking, and job announcements. Wikipedia, YouTube, and Facebook were the most commonly used platforms. However, few professional contributions to the first two were noted. Pharmacists as experts on medicine could provide a great contribution by taking the lead in adding and editing medicine information accessible to consumers in highly accessed SM platforms such as Wikipedia. As the use of SM tends to increase among the population in general, a corresponding expansion of its application in the health sector and pharmacy may also be probable. Consequently, it is expected that this research might stimulate debate and professional use of social media among practitioners as well as stimulate further research on this topic.
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Abstract

Background: Analyzing content generated by users of social network sites has been shown to be beneficial across a number of disciplines. Such analysis has revealed the precise behavior of users that details their distinct patterns of engagement. An issue is evident whereby without direct engagement with end users, the reasoning for anomalies can only be the subject of conjecture. Furthermore, the impact of engaging in social network sites on quality of life is an area which has received little attention. Of particular interest is the impact of online social networking on older users, which is a demographic that is specifically vulnerable to social isolation. A review of the literature reveals a lack of knowledge concerning the impact of these technologies on such users and even less is known regarding how this impact varies across different demographics.

Objective: The objective of our study was to analyze user interactions and to survey the attitudes of social network users directly, capturing data in four key areas: (1) functional usage, (2) behavioral patterns, (3) technology, and (4) quality of life.

Methods: An online survey was constructed, comprising 32 questions. Each question directly related to a research question. Respondents were recruited through a variety of methods including email campaigns, Facebook advertisements, and promotion from related organizations.

Results: In total, data was collected from 919 users containing 446 younger and 473 older users. In comparison to younger users, a greater proportion of older users (289/473, 61.1% older vs 218/446, 48.9% younger) ($P<.001$) stated that Facebook had either a positive or huge impact on their quality of life. Furthermore, a greater percentage of older users strongly agreed that Facebook strengthened their relationship with other people (64/473, 13.5% older vs 40/446, 9.0% younger) ($P=.02$). In comparison to younger users, a greater proportion of older users had more positive emotions—classified as slightly better or very good—during their engagement with Facebook (186/473, 39.3% older vs 120/446, 26.9% younger) ($P<.001$).

Conclusions: The results reveal that despite engaging at considerably lower rates with significantly fewer connections, older users gain a greater quality-of-life benefit. Results disclose how both cohorts vary in their use, interactions, and rationale for engaging with Facebook.

(J Med Internet Res 2016;18(9):e245) doi:10.2196/jmir.5377
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Introduction

Background
The benefits of analyzing user interactions generated from social network sites (SNS) have been well-documented [1-6]. A key finding has been the ability to isolate and report on not just individual behaviors, but also on specific user groups that can be attributed to specific patterns of engagement among variant age cohorts [7,8]. This paper looks to add to the body of evidence that younger and older users interact differently with feature usage and engagement frequency. In addition, we will begin to address if SNS have an impact on the quality of life (QoL) of their users. QoL is understood as being an “individual’s perception of their position in life in the context of the culture and value systems in which they live and in relation to their goals, expectations, standards and concerns” as defined by the World Health Organization [9].

Applying this view on QoL, through several works it is clear that social interaction is a key aspect for individuals; however, it is particularly so for older people [10-15]. Evidence reveals that declines in QoL directly relate to the vulnerability felt by older people from social isolation and loneliness [10,11,16-18]. The percentage of the world’s older population (ie, 60+ years of age) will increase from 12.3% to 21.5% in 2050 [19]. SNS are an exciting option when we consider potential solutions that have the ability to impact large-scale populations and combat social isolation for the elderly. However, at present little is known about how using SNS impacts the QoL of its users.

Given that younger users are accepted as having much greater volumes of online social activity [7,20-22], does this necessarily imply that SNS have a greater impact upon a younger user’s QoL? Or could the reverse be true, that older users with lower volumes of activity to have a higher QoL, with a focus on quality, not quantity, of SNS interactions? Important questions relating to the relationship between SNS usage and QoL remain unanswered. This is largely due to the complexities in the dual process of acquiring SNS user-generated content (UGC) for divergent age groups and then measuring the QoL of both cohorts. However, if achieved, the result would detail what relationships exist between age, usage, and QoL.

Related Work
A review of literature detailing how users perceive the impact of SNS on QoL has been carried out; it details how the views of network users have been assessed to date. Burke et al [23] provided an analysis of the relationship between usage of the popular social network site Facebook and social well-being, whereby 1193 users were recruited via a Facebook ad campaign. Crucially, it investigated the concept of social capital (ie, networks forming together for mutual benefit) in the context of using Facebook, which had been observed in similar works [24,25]. Importantly, however, this work was largely apprehensive of findings by related works [25-28]. Burke et al [23] investigated if findings in related research [25-28] showed whether students who are active do experience higher levels of social capital and whether this can be generalized. The methodology employed a study into the precise interactions to which social capital can be attributed (eg, wall posts and friends’ conversations with other friends). Resulting outcomes demonstrated that directed interaction (eg, a wall post) is akin to greater feelings of bonding and lower levels of loneliness. Results confirmed that the use of SNS increases social capital and reduces loneliness, stating that “engagement with Facebook is correlated with greater overall well-being.”

There are a number of further works associating well-being and a user’s online interactions [29-34]. Sundar et al [35] explored the issue with regard to older users. Their work focused on evaluating usage by retirees on Facebook, asking if SNS can help alleviate social isolation from aging alone, whereby the QoL of subjects was measured through 33 items adapted using the Life Satisfaction Index (LSI). The work focused on the vulnerability of older users in assessing the potential of SNS, particularly that of Facebook, to positively contribute to the lives of retirees. Results stated that QoL was “not linked to Facebook use, frequency of use, or intensity.” However, this fact was stressed as being likely due to a number of factors. First, it observed users as having a small number of online friends and the small amount of time spent on Facebook by each subject. Second, a limitation was that only 34 retired Facebook users were assessed. Moreover, it was observed that the sample of older users already had a high QoL rating, leaving little room for any impact to be observed.

As highlighted by Burke et al [23], an issue within the literature at the time of this study is that studies are largely restricted to observing college students or adolescents only. Sundar et al [35] stress the significant fact that older users are distinct in nature from their younger counterparts (eg, lifestyles and experiences). Moreover, the work states that younger users have varying motivations for engaging with such technologies. It is clear that previous approaches were not explicit and direct in evaluating the experiences of users and the impact these experiences had on their QoL. For example, users were not directly asked if using application “x” or feature “x” contributed to their overall QoL and, if so, to what extent. As a result, this study aims to address these issues by constructing a questionnaire capable of evaluating user experience regardless of age or gender, an approach which can be employed for cross-comparison among varying demographics.

In summary, the literature shows that SNS can have a direct positive impact upon the well-being of users. However, the literature suggests that critical knowledge gaps remain in understanding the impact they have on the well-being of older users, since few works observed older users as a discrete cohort and, more crucially, they have not yet been directly compared and contrasted with a younger cohort.

Study Aim
Since SNS can potentially alleviate the burden of social isolation for older users, the extent of this impact upon end users’ needs was assessed and quantified. The findings would have many applications, from formal policy decisions to design and usability considerations.

As social interaction is a key contributor to QoL [14], the following presented work investigated the impact of interacting within Facebook upon the QoL of two distinct age cohorts:
those considered young, chosen for being the primary user of the technology, versus an older cohort, a grouping which may be vulnerable to increasing levels of social isolation and may therefore benefit from a technology designed to increase social interactivity.

In the context of this study and keeping in line with several previous works [5,7,8,20,36] in this area, users between 15 and 30 years of age were labeled as younger and those aged 50+ years old were labeled as older. This work extends current knowledge by examining the perceptions of users as they engage with SNS. It establishes relationships, if any, between SNS and the individual user’s QoL. We hypothesized that, given that interaction and usage have been shown to differ between older and younger users, we would expect SNS to positively contribute to the QoL of older people.

Methods

Overview
Within this section we present the methods applied for identifying and engaging with end users, which principally involved the development of an online survey. We also discuss the methods employed in data gathering and analysis.

Data Collection
The design of the survey was driven by a series of 18 research questions (see Multimedia Appendix 1) based on several previous studies [5,7,8]. This survey aimed to capture the views of both cohorts in four key areas: (1) functional usage, (2) behavioral patterns, (3) technology, and (4) QoL impact. The approach to the phrasing of questions was that of a nontechnical, simplistic approach, being as concise as possible throughout. The online survey comprised 32 questions as presented in Table 1. The survey was implemented and hosted using SurveyGizmo (Widgix, LLC) [37].

Survey Testing
Following the preliminary design, testing was carried out with a range of subjects who varied in terms of both gender and age. The aim of testing was to acquire user feedback in terms of design and coherence for end users. It requested feedback on aesthetics, question style, and phraseology, as well as overall usability. A series of survey iterations occurred following test responses, in advance of an agreed-upon final version.

Given that this research was to involve surveying two distinct age cohorts, an approach was applied to employ separate surveys. Given the depth of literature on barriers for older users, it was viewed that a one-look survey would be unlikely to be satisfactory for both cohorts. Older users were provided with minimal text, with only critical information to minimize cognitive strain, with a larger font size to increase readability. However, for both cohorts every question in each section (from Demographics section onwards) was identical and compulsory, regardless. To reduce survey dropouts, an error message indicated incomplete questions acting as a control loop. A progress bar was also provided to indicate progression.

Sample Size
Required user numbers were determined through sample-size calculations. A confidence level of 95% was applied. At the time of data collection, the UK Facebook population was 28,940,400, with calculations determining the required sample size to be 474 completed surveys [8]. Consideration was given to the volumes of users recruited within related research. However, as previously noted, only a limited number of works were available, providing a lack of consistency in relation to user numbers in this area. Nevertheless, it is observed in the work of Sundar et al [35] that issues were raised concerning the ability to determine a QoL impact following the evaluation of only a small number of individuals (ie, n=34). Although no older users were sampled, an approach more akin to that of Burke et al [23] (ie, with significantly higher numbers [n=1193]) was viewed as providing greater confidence in terms of reliability and representative analysis.

Recruitment
As a first phase uptake of younger users, an email was circulated to all Ulster University students in April 2012, with an estimated reach of approximately 28,500 registered students. A secondary phase consisted of posting on a series of Facebook accounts to stimulate interest and uptake, along with the use of Twitter to publicize the survey. The application of an all-student email proved extremely successful, quickly acquiring more than the required number of users. Recruitment of older users proved significantly more challenging. First, organizations with direct access to potential older subjects were consulted (see Multimedia Appendix 2) and asked for support in publicizing through their media outlets (eg, websites, blogs, Facebook, and Twitter accounts). A secondary phase promoted the survey during the annual National Silver Surfer Day 2012, an event aimed at encouraging the over 50-year-olds to engage with online technologies. In a localized context, the event was promoted in Northern Ireland libraries that hosted open days. Promotional leaflets were distributed throughout centers, providing information and a link to the study to encourage local uptake. Both strategies proved unfruitful. A final phase of Facebook advertising was employed as the core promotional strategy. This was a direct approach to engage end users, enabling advertisements to be displayed on the walls of a highly specific demographic. For this directly targeted audience, advertisements were displayed on only those profiles of Facebook users who were (1) over 50 years of age and (2) had attended university. The result was that two groups were acquired with a comparable socioeconomic status, with knowledge that both populations had entered third-level education with similar education attainment. Furthermore, with knowledge of the groups’ educational attainment, it provided an indication of both groups sharing a similar socioeconomic status.
### Table 1. Online survey questions and answer styles.

<table>
<thead>
<tr>
<th>Category</th>
<th>Question</th>
<th>Answer style</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Gender</td>
<td>Radio buttons</td>
</tr>
<tr>
<td>2</td>
<td>Age</td>
<td>Textbox</td>
</tr>
<tr>
<td>3</td>
<td>Which of the following do you currently, or have you ever attended?</td>
<td>Radio buttons</td>
</tr>
<tr>
<td>4</td>
<td>How would you rate your level of computer literacy?</td>
<td>Likert scale</td>
</tr>
<tr>
<td>5</td>
<td>Please indicate which of the following Online Social Networks (OSN) accounts you have.</td>
<td>Check buttons</td>
</tr>
<tr>
<td>6</td>
<td>Do you have a Facebook account?</td>
<td>Radio buttons</td>
</tr>
<tr>
<td><strong>Functional usage</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>How important is Facebook for maintaining your real-world social connections?</td>
<td>Likert scale</td>
</tr>
<tr>
<td>8</td>
<td>How much consideration goes into adding or accepting new friend connections?</td>
<td>Likert scale</td>
</tr>
<tr>
<td>9</td>
<td>A list of Facebook’s most popular features has been compiled. Please rate each function in terms of importance.</td>
<td>Table of radio buttons</td>
</tr>
<tr>
<td>10</td>
<td>How important do you feel it is to keep your Facebook profile up-to-date, such as changing your profile picture or updating your relationship status, etc?</td>
<td>Likert scale</td>
</tr>
<tr>
<td>11</td>
<td>In relation to the above question, please take a moment to state why.</td>
<td>Textbox</td>
</tr>
<tr>
<td>12</td>
<td>After you created your Facebook account, rate how easy or difficult you found it to use its applications/functions.</td>
<td>Likert scale</td>
</tr>
<tr>
<td>13</td>
<td>In relation to the above question, please take a moment to state why.</td>
<td>Textbox</td>
</tr>
<tr>
<td><strong>Patterns of usage</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>How often do you log into Facebook?</td>
<td>Radio buttons</td>
</tr>
<tr>
<td>15</td>
<td>Indicate which you feel is your prime time for activity.</td>
<td>Radio buttons</td>
</tr>
<tr>
<td>16</td>
<td>Which day are you most likely to check Facebook for updates?</td>
<td>Radio buttons</td>
</tr>
<tr>
<td>17</td>
<td>Which day are you most likely to use Facebook for making plans (eg, social events)?</td>
<td>Radio buttons</td>
</tr>
<tr>
<td>18</td>
<td>Do you feel using Facebook is part of your routine?</td>
<td>Radio buttons</td>
</tr>
<tr>
<td>19</td>
<td>How important do you feel Facebook is for planning and broadcasting new events?</td>
<td>Likert scale</td>
</tr>
<tr>
<td>20</td>
<td>From the three options, rank how you would describe your general behavior when using Facebook.</td>
<td>Rank 1st, 2nd, 3rd</td>
</tr>
<tr>
<td>21</td>
<td>Generally speaking, how much thought would you put into the posting of comments or replies?</td>
<td>Likert scale</td>
</tr>
<tr>
<td>22</td>
<td>Do you use Facebook more during the week or at the weekend?</td>
<td>Radio buttons</td>
</tr>
<tr>
<td>23</td>
<td>In relation to the above question, please take a moment to state why.</td>
<td>Textbox</td>
</tr>
<tr>
<td>24</td>
<td>What category of user would you class yourself as?</td>
<td>Likert scale</td>
</tr>
<tr>
<td><strong>Technology section</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>A list of 12 potential reasons has been compiled for using Facebook. For each, please state whether you agree, disagree, or it is not applicable to using Facebook.</td>
<td>Table of radio buttons</td>
</tr>
<tr>
<td>26</td>
<td>Which of the following factors would discourage you from using Facebook?</td>
<td>Table of radio buttons</td>
</tr>
<tr>
<td>27</td>
<td>Do current technologies such as smartphones and tablet PCs encourage you to use Facebook more often?</td>
<td>Radio buttons</td>
</tr>
<tr>
<td><strong>Social impact</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>Quality of Life (QoL) is used to evaluate the general well-being of individuals and societies (eg, recreation and leisure time and social belonging). Do you feel using Facebook contributes to your overall QoL?</td>
<td>Radio buttons</td>
</tr>
<tr>
<td>29</td>
<td>Do you feel it strengthens the relationship with the people you connect with?</td>
<td>Radio buttons</td>
</tr>
<tr>
<td>30</td>
<td>How important do you feel Facebook is for keeping in contact with family and friends?</td>
<td>Likert scale</td>
</tr>
<tr>
<td>31</td>
<td>Generally speaking, how do you feel when using Facebook during the following three stages, from feeling very down to feeling very good?</td>
<td>Table of radio buttons</td>
</tr>
</tbody>
</table>
Statistical Analysis

The number of completed surveys is stated along with the responses to each of the 33 questions by each cohort, which are directly contrasted using frequency analysis and horizontal stacked bar charts. Statistical significance between the groups—younger users versus older users—per question was tested using the N-1 chi-square test for comparing independent proportions \( (P<.05). \)

Multivariate logistic regression was used to assess potential confounders that might bias the hypothesis that Facebook has a positive impact on the QoL for a greater proportion of older users in comparison to younger users. The independent or exposure variables included age group (ie, younger or older cohort), gender, country (ie, 17 different nationalities), computer literacy, and the type of user (eg, frequent user or occasional user). The dependent variable, or response variable, was binary (ie, Facebook has a positive or negative impact, or none at all, on QoL). The model provides odds ratios (ORs) that indicate how each exposure variable contributes to a participant stating that Facebook has an impact on their QoL. The model is described in equation 1:

\[
\text{logit}(p) = \beta_0 + \sum_{i=0}^{n} \beta_i X_i \tag{1}
\]

where \( \beta_0 \) is the intercept, \( \beta_i \) is a vector of coefficients (log odds), and \( X_i \) a vector of values from each independent/exposure variable. All data analysis was carried out using the R programming language in combination with RStudio (RStudio, Boston, MA).

Results

Overview

Excluding ineligible participants or those with partial surveys, a total of 919 completed surveys were collected, with 446 younger users and 473 older users. Demographics for the two cohorts are provided in Table 2. This table shows an equal distribution of gender in both cohorts, which eliminates gender bias, a common confounding factor. While computer literacy was slightly higher among the younger group, this was to be expected; however, the difference was minimal. Figure 1 shows the popularity of SNS among the cohorts. Younger users preferred Twitter and YouTube whereas older users preferred LinkedIn and Google+.

Table 2. Demographics of older and younger participants.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Older users (n=473)</th>
<th>Younger users (n=446)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male, n (% )</td>
<td>173 (36.6)</td>
<td>140 (31.4)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>300 (63.4)</td>
<td>306 (68.6)</td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>59.35 (6.92)</td>
<td>21.81 (2.48)</td>
</tr>
<tr>
<td>Age in years, range</td>
<td>50-87</td>
<td>18-30</td>
</tr>
<tr>
<td>Computer literacy(^a), mean (SD)</td>
<td>3.27 (0.84)</td>
<td>3.64 (0.64)</td>
</tr>
</tbody>
</table>

\(^a\)Computer literacy ranges from 1 (novice) to 5 (expert).

Figure 1. Online social network (OSN) accounts among older and younger users.
**Functional Usage**

Figure 2 (A) shows how both cohorts considered how important Facebook is for maintaining real-world social connections, and Figure 2 (B) shows how much consideration went into adding or accepting new friends. Results show older users put more consideration into who they connect with; 249 out of 473 (52.6%) older users consider who they connect with *a lot* versus 157 out of 446 (35.2%) younger users consider who they connect with *a lot* (*P*<.001).

Figure 3 presents the most important Facebook features. Applying statistical significance, younger users gave greater importance to creating groups, tagging, instant messaging, notifications, news feeds, status updates, and photos. However, older users gave greater importance to questions (*P*<.001) and surveys (*P*<.001). In reference to question 10 (see Table 1), only 7.6% (36/473 older and 34/446 younger) of subjects in both cohorts agreed that maintaining an up-to-date Facebook profile (eg, profile picture and relationship status) is Very Important. When asked how difficult it is to use Facebook’s features, older users encountered more usability problems (160/473, 33.8%) than younger users (64/446, 14.3%) (*P*<.001). For all users, notifications and news feeds were considered important, but photos and posting were the most important features.

Figure 2. (A) The importance of Facebook for maintaining connections among older and younger users and (B) the consideration taken by both cohorts when adding new friends.
Patterns of Usage

Figure 4 shows graphs that indicate when both cohorts are likely to engage with Facebook. Most subjects stated they log on daily—362 out of 473 (76.5%) for older users and 286 out of 446 (64.1%) for younger users, as seen in Figure 4 (A). However, more younger users (105/446, 23.5%) log in hourly when compared to older users (38/473, 8.0%) \( (P < .001) \). In addition, more younger users are active in the late evening (135/446, 28.5%) versus in the morning (222/446, 49.8%) \( (P < .001) \), whereas more older users are active in the morning (103/473, 21.8%) versus in the late evening (32/473, 6.8%) \( (P < .001) \), as seen in Figure 4 (B). Also, regarding question 22 (see Table 1), 281 of 446 younger users (63.0%) use Facebook during weekdays, whereas the majority of older users (253/473, 53.5%) use Facebook independent of whether it is a weekday or the weekend. Figure 4 (C) indicated that older users do not feel they have a specific day for checking updates. It is also evident from Figure 4 (D) that older people do not use Facebook to make plans or arrange social events, whereas younger users do.

In answering question 19 (see Table 1), more younger users ranked Facebook as being Important or Very Important for planning and broadcasting events (206/446, 46.2%) versus 274 of 473 older users (57.9%) \( (P < .001) \).

Figure 5 shows the amount of consideration given to posting comments to a friend. A higher percentage of older subjects (232/473, 49.0%) provide a lot of consideration to posting comments compared to the younger cohort (94/446, 21.1%) \( (P < .001) \).

Answers to question 20 from Table 1 (see Table 3) asked users to consider their overall behavior and then to rank it within three options—Responder, Observer, or Instigator. Both cohorts primarily declared their behavior to be Respond to others. However, younger users ranked this higher when compared to older users. Answers to question 24 from Table 1 (see Figure 6) show that the majority of users in both cohorts classify themselves as a high frequency user or a moderate user.
Table 3. Behavior rankings.

<table>
<thead>
<tr>
<th>Descriptor</th>
<th>Older users</th>
<th>Younger users</th>
</tr>
</thead>
<tbody>
<tr>
<td>Respond to others’ activity</td>
<td>859</td>
<td>936</td>
</tr>
<tr>
<td>Observe others’ activity</td>
<td>685</td>
<td>800</td>
</tr>
<tr>
<td>Instigate activity (eg, posting comments, videos, and pictures)</td>
<td>636</td>
<td>673</td>
</tr>
</tbody>
</table>

*Score is a weighted calculation. Items ranked first are valued higher than the following items; the score is the sum of all weighted rank counts.*

Figure 4. (A) The frequency of how often both cohorts log into Facebook, (B) where each cohort designated their prime time for activity on Facebook, (C) which days the two cohorts are most likely to check Facebook for updates, and (D) which days the cohorts stated to be their most likely to use Facebook for making plans and arranging social events. N/A: not applicable.
Technology

Figure 7 shows 12 reasons for using Facebook. The main reasons for the younger cohort to use Facebook, that are all statistically significant ($P<.001$) in comparison to older users, is that it helps them in making new plans ($278/446$, 62.3% younger vs $123/473$, 26.0% older), they can view other profiles ($372/446$, 83.4% younger vs $256/473$, 54.1% older), and the fact that everybody else uses it ($363/446$, 81.4% younger vs $198/473$, 41.9% older). Interestingly, $387$ of $446$ younger users (86.8%) engage with Facebook due to boredom, which is in contrast to $139$ of $473$ older users (29.4%) who do so. Conversely, a greater proportion of older users identified that they engage with Facebook because they can debate with like-minded people, which is distinct from the younger cohort ($239/473$, 50.5% older vs $128/446$, 28.7% younger).

Figure 8 shows the factors that could discourage users from using Facebook. A greater percentage of older users agree that such factors would include the following: (1) Facebook is too technically demanding ($217/473$, 45.9% older vs $152/446$, 34.1% younger) ($P<.001$) and (2) the continual format changes would discourage users from engaging ($362/473$, 76.5% older vs $267/446$, 59.9% younger) ($P<.001$). Conversely, a greater percentage of younger users agree that profile viewing from potential employers is a key reason not to engage ($330/446$, 74.0% younger vs $206/473$, 43.6% older) ($P<.001$). Interestingly, $354$ of $446$ younger users (79.4%) agreed that technologies such as mobile phones and tablet personal computers (PCs) encourage them to use Facebook more frequently, whereas only $146$ of $473$ older users (30.9%) agreed with this statement ($P<.001$).
Figure 7. A list of 12 reasons for using Facebook according to both cohorts.
Social Impact

Figure 9 presents graphs that show how Facebook contributes to the users’ QoL and their relationships with people. In comparison to younger users, a greater proportion of older users (289/473, 61.1% older vs 218/446, 48.9% younger) \( (P < .001) \) stated that Facebook has either a positive impact or a huge impact on their QoL, as seen in Figure 9 (A). There are few differences between the cohorts in Figure 9, (B) and (C). However, a greater percentage of older users strongly agree that Facebook strengthens their relationships with other people (64/473, 13.5% older vs 40/446, 9.0% younger) \( (P = .02) \).

Table 4 indicates the ORs for each exposure variable that may contribute to a participant indicating that Facebook contributes to their QoL. The table confirms that younger users are less likely (OR 0.45, \( P < .001 \)) to indicate that Facebook improves their QoL. Conversely, there are greater odds that Facebook will have a positive impact on the QoL of older users when compared to younger users. However, Table 4 indicates that there are two other statistically significant ORs related to the frequency of using Facebook. Thus, those participants who ranked themselves as a moderate or occasional user were less likely to state that Facebook has an impact on their QoL. However, on inspection, this is not a confounding factor since the variable is considerably proportionately split between the younger and older cohort (ie, 26% of younger users are moderate/occasional users who said Facebook has no positive impact on QoL and, similarly, 29% of older users are moderate/occasional users who said Facebook has no positive impact on QoL). While 17 countries were represented in the dataset, this variable was also not confounding. Being German was almost significant (OR 9.25, \( P = .08 \)); however, the confidence interval has a significant range and there were only 6 German participants: an equal split of 3 German participants in each group. Interestingly, the per unit increase in computer literacy, which could be associated with education and socioeconomic status, was not statistically significant (OR 0.92, \( P = .46 \)) in contributing to stating whether Facebook has an impact on QoL.

Table 4. Odds ratios for each of the independent (exposure) variables where the response variable is whether Facebook has or has not made an impact on the user’s quality of life.

<table>
<thead>
<tr>
<th>Exposure variable</th>
<th>Odds ratio</th>
<th>95% CI</th>
<th>SE</th>
<th>Z</th>
<th>( P )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age group (younger)</td>
<td>0.45</td>
<td>0.32-0.62</td>
<td>0.17</td>
<td>-4.74</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender (male)</td>
<td>1.19</td>
<td>0.87-1.65</td>
<td>0.17</td>
<td>1.07</td>
<td>.28</td>
</tr>
<tr>
<td>Computer literacy (per unit increase)</td>
<td>0.92</td>
<td>0.74-1.14</td>
<td>0.11</td>
<td>-0.75</td>
<td>.46</td>
</tr>
<tr>
<td>Country (Germany)</td>
<td>9.25</td>
<td>9.06-22.04</td>
<td>1.29</td>
<td>1.73</td>
<td>.08</td>
</tr>
<tr>
<td>Type of user (high-frequency user)</td>
<td>1.12</td>
<td>0.66-1.88</td>
<td>0.27</td>
<td>0.43</td>
<td>.67</td>
</tr>
<tr>
<td>Type of user (moderate user)</td>
<td>0.55</td>
<td>0.32-0.93</td>
<td>0.27</td>
<td>-2.20</td>
<td>.02</td>
</tr>
<tr>
<td>Type of user (occasional user)</td>
<td>0.05</td>
<td>0.02-0.09</td>
<td>0.38</td>
<td>-8.04</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
Figure 9. (A) Both cohorts feel Facebook contributes to their quality of life (QoL), (B) users feel it strengthens the relationship with the people they are connected to, and (C) users feel Facebook is important for keeping in contact with family/friends.

Figure 10 shows two graphs that illustrate the changes in positive emotion before, during, and after using Facebook. Before using Facebook, 45 of 473 older users (9.5%) felt good or very good. However, when engaged with Facebook, this statistic increased to 186 out of 473 (39.3%) (P<.001). Likewise, before using Facebook, 31 of 446 younger users (7.0%) felt good or very good, however, when engaged with Facebook this statistic increased to 120 out of 446 (26.9%) (P<.001). This also indicates that in comparison to younger users, a greater proportion of older users have more positive emotions—classified as slightly better or very good—during their engagement with Facebook (186/473, 39.3% older vs 120/446, 26.9% younger) (P<.001).
Figure 10. Emotional state before, during, and after using Facebook for (A) older users and (B) younger users. The graphs also present the means and standard deviations for the ratings of the state in each phase (where 1=very down and 5=very good). The P values compare the proportion of users who feel slightly better or very good before and during Facebook engagement for both cohorts.

Discussion

The aim of this study was to disclose the impact of online social networking on QoL, examining the perceptions of users as they engage. The hypothesis was that SNS positively contribute to the QoL of older people. Results disclosed why younger users have 11 times more Facebook “friends” (observed by Quinn et al [7]). This is due to the fact that younger users create new linkages without much consideration. Relating to functional usage, a hypothesis was proposed that anomalies, identified by Quinn et al [8], were due to the fact that each cohort attached different values to different functionalities. Results of this study reveal that differing Facebook features are clearly identifiable in terms of their importance for each of the age groups. In asking about the prime time for activity, interpretation of results leads to the conclusion that younger users integrate SNS as a part of their daily life. For these users, online social networking activity occupies a dedicated time within each day, which has been clearly evidenced by the volume of users recorded in this study. Facebook is now an accepted communication modality adjudged to be part of the user’s routine. In this regard, younger users gave greater importance for using SNS for planning and broadcasting new events. However, the view of older users was more divided, with only a slim majority recording Neutral, followed by Important (171/473, 36.2% and 156/473, 33.0%, respectively). Results therefore disclose older users to be the more reflective users.

Questions concerning patterns of usage evaluated if users had a bias for Weekday or Weekend usage, following the user metric results contained within Quinn et al [7]. Results demonstrated a strong preference for weekend use among younger respondents when compared to older users. Twice as many older users selected Weekday as their preference. Results indicated that given that the majority of younger users were attending university, they accessed their accounts during weekdays. Older users are not bound by such restrictions and results are therefore reflective of such facts. Based on this new evidence for both cohorts, Facebook is now shown to be important for maintaining real-world connections. Results demonstrated that age cohorts are identifiable with particular functionalities. Discouraging factors united users in opposing subscription costs, with concerns relating to privacy/security, and continual platform changes. SNS were shown to strengthen relations, regardless of age, as both cohorts agreed upon its importance for keeping in contact with family and friends. In terms of emotional state, a definite shift was observed when a greater volume of users were recorded among the more positive emotions During and After usage. It is now shown that usage directly affects the emotional state of users as they engage, the limitation being that emotional state was self-reported. Given the content that users will frequently observe, such as pictures of friends and family or messages from friends, it is often emotive content that will directly stimulate the emotions of a user. As a social platform, it is clearly an established mode of communication. However, results demonstrated no loyalty to the brand, indicating a willingness by both cohorts to potentially switch to an alternative.

Given that older users are engaging extensively in online social media [38], a key aim of this study was to investigate the impact of such users who interact with a social networking application, namely Facebook. A particular focus was to establish what, if
any, relationship existed between using social networking technologies and their impact upon users’ QoL. Although a number of works have emerged in the area, it was identified that (1) results were the subject of conjecture and (2) no works addressed the real-world impact upon the QoL of end users and, more specifically, the impact upon older users. This is important since social technology has the potential to alleviate the burden of social isolation. Although generic traits could be shared across both cohorts, there were many characteristics which were identifiable to specific age ranges, as described in Textbox 1.

Textbox 1. Evidence-based personas of older and younger users.

<table>
<thead>
<tr>
<th>Younger persona</th>
<th>Older persona</th>
</tr>
</thead>
<tbody>
<tr>
<td>• They create connections with less consideration, largely due to their real-world social structures; subsequently, they will update profiles frequently due to their life updates (eg, relationships, jobs, and attainment).</td>
<td>• They give a lot of consideration to creating new connections and crucially operate a quality approach to posting; with fewer connections, there are fewer reasons to engage.</td>
</tr>
<tr>
<td>• They engage very frequently, due to the fact that the majority of their friends use the same application and the source, therefore, of the majority of social content; subsequently, they check for updates more frequently.</td>
<td>• They are more purposeful in their reason for engagement; they only log on for a direct purpose.</td>
</tr>
<tr>
<td>• They prefer weekday activity.</td>
<td>• As a cohort, their failure to continue engaging is explicable due to difficulties in using features on a multifaceted platform.</td>
</tr>
<tr>
<td>• They provide dedicated time to keep up-to-date with their peers and the news, which is facilitated by the fact that they find the interface easy to use.</td>
<td>• Older users encounter more usability problems with the user interface.</td>
</tr>
<tr>
<td>• They frequently share information on social network sites (SNS) for making plans.</td>
<td>• Contemporary technologies do not encourage older users to engage, most likely due to the low adoption rates of other technologies.</td>
</tr>
<tr>
<td>• They feel that the SNS positively impacts on their quality of life (QoL).</td>
<td>• They feel that the SNS positively impacts on their QoL.</td>
</tr>
</tbody>
</table>

In conjunction with previous research, results from 919 surveyed users—446 younger users (18-25 years) and 473 older users (50+ years)—form a new body of knowledge applicable to many domains, from policy makers to SNS designers. Results showed that older users have a quality, rather than a quantity, approach to SNS usage. This was directly in contrast to that of younger users. Although older users interacted with the SNS less frequently, they gained a significantly greater QoL and emotional benefit to using Facebook when compared to younger users. Future work could explore how SNS effectiveness can help users avoid social isolation.
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Abstract

Background: Depression is one of the most common mental health problems among adults, but effective treatments are not widely accessible. The Internet holds promise as a cost-effective and convenient delivery platform of interventions for depression. However, studies suggest that Internet interventions are not widely available in routine settings.

Objective: The aim of this study was to review the literature and examine whether there are systematic differences in reporting of the various implementation components on Internet interventions for depression, and then to examine what is known about and is characteristic of the implementation of these Internet interventions in regular care settings.

Methods: We performed a scoping review, drawing upon a broad range of the literature on Internet interventions for depression in regular care, and used the active implementation framework to extract data.

Results: Overall, the results suggested that knowledge about the implementation of Internet interventions for depression in regular care is limited. However, guided support from health professionals emphasizing program adherence and recruitment of end users to the interventions emerged as 2 main themes. We identified 3 additional themes among practitioners, including their qualifications, training, and supervision, but these were scarcely described in the literature. The competency drivers (ie, staff and user selection, training, and supervision) have received the most attention, while little attention has been given to organizational (ie, decision support, administration, and system intervention) and leadership drivers.

Conclusions: Research has placed little emphasis on reporting on the implementation of interventions in practice. Leadership and organizational drivers, in particular, have been largely neglected. The results of this scoping review have implications for future research and efforts to successfully implement Internet interventions for depression in regular care.

(J Med Internet Res 2016;18(9):e236) doi:10.2196/jmir.5670
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Introduction

According to the World Health Organization [1,2], about 350 million people have depression worldwide every year. However, less than 50% (in some countries, less than 10%) of those affected have access to or seek professional help [3]. Barriers to treatment include limited access to effective treatments, stigma, undertreatment, and lack of trained providers [4]. Internet interventions have been proposed as one innovate way to overcome such barriers, and systematic reviews show that people can benefit from both unguided and therapist-supported interventions [5-8]. Despite these findings, Internet interventions...
are not commonly used in practice, and their uptake and actual reach, among both practitioners and users, appears to be low (eg, see [9-11]). It is, therefore, necessary to understand factors that can explain the gap between our knowledge about the effects of Internet interventions and how to translate these findings into practice.

Barriers to Uptake of Internet Interventions

A lack of availability of Internet interventions and, thus, experience with such a treatment modality has been identified as one important barrier to their uptake and use in practice [12]. Thus, it makes sense that a lack of training in the delivery of Internet interventions is another barrier [9,13]. However, recent studies showed that discrete implementation strategies, such as availability or training, would not necessarily translate an innovation into sustainable changes in practice. In a study by Friesen et al [14], 12 graduate students completed a training workshop in the delivery of Internet-based cognitive behavioral therapy (iCBT) for depression, anxiety, and panic disorder; 1 year after the workshop, each student had treated, on average, only 3 clients. In another study, conducted by Wilhelmsen and colleagues [15], only 1 of 11 general practitioners deployed the guided MoodGYM program as prescribed after training, even though the general practitioners had expressed a desire to acquire iCBT as a tool in their treatment of depression. Thus, more multifaceted strategies for implementing Internet interventions seem necessary, especially for more complex interventions and large-scale implementation.

Earlier experiences from the Improving Access to Psychological Therapies program in the United Kingdom showed that iCBT can be implemented effectively using various configurations and setups (ie, implementation strategies; [16]). However, there were insufficient data to clearly demonstrate that any one configuration was superior to another, which necessitated setups based on the needs of the local population and services (ie, bottom-up implementation). A more recent examination of iCBT in primary care trusts across England [17] identified more-specific barriers to national implementation: (1) availability of alternative interventions, (2) supporter attitudes, and (3) organizational issues such as management support, funding, and intraorganizational communication. These findings allow for a more top-down implementation and emphasize the need for multifaceted, multilevel approaches to implementation (eg, see [18]); that is, a need to deploy several implementation strategies across different levels in a health care service, to ensure successful integration of an intervention in practice. This also means having models of service delivery that describe the practical implementation of Internet interventions as a part of health care services.

Service delivery models would not only describe the practical implementation of Internet interventions, but also provide the infrastructural, legal, managerial, and institutional frameworks needed to operate and maintain Internet interventions as a service. However, service delivery models have not been adequately described in the literature [19-22], although variations of stepped-care models have been proposed (eg, see eg [23]). In stepped care, Internet interventions are suggested as a first step, while reserving more intensive and resource-demanding treatment for those who do not respond and for the most severe cases. One study in the United Kingdom found that the implementation of computer-based cognitive behavioral therapy as stepped care within a specialist service actually increased service capacity by approximately 50% [24].

There are also alternatives to stepped care, such as the centralized unit model [25]. The centralized unit, which is responsible for the Web app, training and supervision of therapists, and screening and referral of patients to practitioners, is considered to be a cost-efficient model, providing a high degree of oversight and quality control. A similar model has been used in Sweden and has helped achieve desirable results [26], albeit in a small number of clinics. However, a centralized unit model with a high degree of control may not be viable for large-scale implementation, where a decreasing degree of control and more variability in performance may be expected (eg, see [27]). Thus, more work is needed to enable integration and dissemination of Internet interventions in practice. In this regard, a first step is to map the state-of-the-art of the implementation of Internet interventions in routine practice and to identify any knowledge gaps in the literature.

Aims of This Study

The overall aim of this study was to review what is known about the implementation of Internet interventions for depression in regular care, based on the scientific literature. More specifically, the goal was, first, to examine whether there are any systematic differences in the reporting of different aspects of the implementation of Internet interventions, and thereby identify any gaps in the literature. Second was to examine what characterizes the literature on implementation of Internet interventions for depression in terms of core implementation components.

Methods

Study Design and Search Strategy

We conducted a scoping review, which has the purpose of identifying gaps in the literature by systematically assessing the breadth of a body of literature in a particular area, rather than the narrow and specific research questions typical of systematic reviews such as meta-analyses [28,29]. The search was conducted by a medical librarian, using the following scientific databases: (1) ISRCTN registry, (2) OpenGrey, (3) Ovid MEDLINE, (4) PsycINFO, (5) PubMed, (6) Web of Science, (7) World Health Organization International Clinical Trials Registry Platform, (8) CINAHL, (9) ClinicalTrials.gov, (10) Cochrane, (11) Embase, and (12) Google Scholar. Google Scholar was only used for additional searches, as it is not a traditional scientific database and has been found unsuitable for systematic literature search [30].

Search terms consisted of the combination of (1) internet, (2) intervention, and (3) depression, including synonyms for all terms (for the complete search strategy, see Multimedia Appendix 1). The inclusion of the term implementation and its synonyms (eg, adoption, integration, and dissemination) often used in the literature produced a large and unmanageable number of irrelevant search results initially (ie, 35,000–45,000 articles...
per database) due to its inconsistent use and different definitions in various disciplines (also, see the Study Selection subsection below). Thus, it was not feasible to include implementation in the search strategy. The final search included references published between 1946 and March 24, 2014. After running an initial duplicate check, we imported the search results to Mendeley Desktop v1.13.8 (Mendeley Ltd). After the initial screening process, we also hand searched reference lists in identified reviews and meta-analyses, as well as relevant journals (for a list of journals, see Multimedia Appendix 2). We also contacted researchers involved in the European and international societies for research on Internet interventions [31,32].

Study Selection
Raters (HBB and LV) independently reviewed all references for eligibility based on their title, abstract, and author-provided keywords. Included references had to study (1) an Internet-based (2) intervention for (3) depression in (4) a regular care setting or (5) clearly indicate examining concepts relevant for implementation (eg, dissemination, fidelity, acceptability, and effectiveness). Systematic reviews and nonempirical references such as trial protocols, book reviews, editorials, magazine articles, and theoretical or methodological articles were excluded. Studies clearly identified as efficacy trials and offline interventions, such as desktop-based, computer-based, and CD-ROM interventions, were also excluded from this review. Efficacy trials are conducted in highly controlled settings and outside of regular care, and we did not expected them to contribute to our research questions. We included only references in English and Scandinavian languages in the coding process. In case of disagreements between the 2 reviewers, agreement was reached through discussion. Agreement between the 2 coders was estimated using Cohen kappa, resulting in a coefficient of 0.72 (95% CI 0.64–0.81), which is considered to be good [33].

Implementation Components
In order to systematically extract data, we applied the active implementation framework (AIF) developed by Fixsen et al [34]. In their comprehensive review, they identified a set of core implementation components, which they described as “the most essential and indispensable components of an implementation practice or program” [34]. These are (1) staff and client selection, (2) training, (3) supervision, (4) performance assessment, (5) decision support, (6) administrative support, (7) system intervention, and (8) leadership. These core components are considered universal and apply to all efforts of implementing an intervention in practice. However, they are also considered compensatory, such that weaknesses in one of the components may be overcome by the strengths in other components (eg, high-quality coaching and performance assessments may compensate for poor training). Thus, it is not the applied number of components (ie, the more, the better) that determines the quality of implementation, but rather the quality of how these components are carried out. We coded all references as either containing information (1 = yes) on the respective implementation components or not (0 = no). For each reference coded on an implementation component, we extracted corresponding information for the qualitative synthesis. According to the AIF, selection, training, supervision, and performance assessments (ie, treatment fidelity) are referred to as the competency drivers [35]. These are concerned with the development, improvement, and sustainment of, most often, the practitioners and supervisors’ abilities to work with an intervention in a competent manner. Implementation requires essentially a behavior change by means of training and coaching carefully selected staff in the initial stages of implementation whose performance is assessed (eg, how well practitioners work with the intervention). The context of an intervention also includes a clear definition of the population for whom the program is intended, and the application of inclusion and exclusion criteria to provide safer and better health services to end users. Thus, the competency drivers in this study may also pertain to selection, training, supervision, and assessment of end users.

Decision support, administrative support, and system intervention are the organizational drivers [35]. Organizational drivers are concerned with the planning and establishment of support systems, such that new interventions can be implemented effectively. This entails collecting data for continuous quality assurance and improvement (ie, decision support); reducing obstacles by establishing or making changes to internal policies, rules, procedures, routines, organizational culture, and climate (ie, administrative support); and developing strategies to cooperate with external systems to assure the availability of the financial, organizational, and human resources required to support and continue the intervention (ie, system intervention). Finally, the leadership driver is the final core component that is important in terms of setting priorities, establishing consensus, offering incentives, and managing the overall process of implementation [36].

We also coded the extracted analysis units on different organizational levels to account for multilevel approaches to implementation, based on the individual, group, leadership, and organizational levels (IGLO) framework [37]. To differentiate between individuals at the receiving end of the intervention and individuals delivering the intervention or providing supervision, we subdivided the individual level into users, practitioners, and supervisors. Certain components and organizational levels seemingly overlap (eg, supervision and leadership). However, adding the IGLO framework to the coding contributes to specifying whether the devised strategies are targeted at formal organizational structures, management, groups, or individuals, and who is the target of those strategies. So including the IGLO framework may help to distinguish units pertaining to, for example, the supervision component that describe the scope of supervision for supervisors and units describing who is being supervised (eg, practitioners).

Data Analysis
We used descriptive statistics to summarize the included studies. To examine whether there were any systematic differences in the reporting between implementation components, we used Cochran Q tests to account for pairwise data (ie, the same or dependent references), while we analyzed qualitative data according to the template approach to examine what
characterizes the implementation of Internet interventions in the literature [38].

A template analysis allows researchers to identify a priori themes, which are subsequently revised by theoretical concepts or perspectives that emerge during the analysis and, hence, inform the research question(s). The analysis in our study was consistent with template analysis described by King [39]: (1) defining a priori themes (ie, AIF), (2) extracting analysis units (by LV and HBB), (3) coding on a relevant theme, modifying an existing theme, or devising a new theme (LV and HBB), (4) producing the initial template (LV and FD), (5) developing the template (LV and FD), and (6) interpreting the final template (FD). Finally, each time we modified the template, we reanalyzed preceding units according to the modified template and, in order for a theme to be included in the final template, each theme had to include information from a minimum of 10 references. There are no formal procedures for determining the amount of information necessary to constitute a theme. However, it is generally important to avoid producing very narrow thematic structures and becoming too concerned with fine distinctions at lower levels of the coding hierarchy, which may not help to make sense of the data or re-present data in a disproportionate way. There is no perfect, final template, but a law of diminishing returns applies, and theme saturation is reached when continuing (re-)coding does not enrich the data. For each identified theme, we report the frequencies and percentages, and provide definitions and examples of the themes.

Results

As Figure 1 shows, the final list included 164 publications (for a complete list, see Multimedia Appendix 3). The main reason for excluding full-text articles was that they did not meet our inclusion criteria (ie, effectiveness or implementation study of an Internet intervention for depression in a regular setting). We also excluded 43 (11.9%) efficacy trials because they were conducted in a university clinic or laboratory or a research context. Hence, the results would have been explainable by the aim of these studies, since these were focused on assessing the effectiveness of interventions in a research context and would not contribute to identifying relevant information about implementation. In addition, we excluded full-text articles on the basis that they were theoretical or methodological articles (K=57, 15.8%) or unavailable in English or any of the Scandinavian languages (K=28, 7.8%).

Studies of Internet interventions for depression meeting our inclusion criteria were published from 2002 and up to the date of our final search on March 24, 2014. There was a modest increase in the number of publications during this period, with a marked increase and peak occurring in 2013 (K=51, 31.1%; Figure 2). Based on the first authors’ affiliation, the majority of publications originated from Australia and the United States (Figure 3). If categorized based on geographical region, Europe (K=69, 42.1%) generated most publications, followed by North America (K=52, 31.7%), Australia (K=41, 25.0%), and Asia (K=2, 1.2%).

Figure 1. Flow diagram of selection of studies on Internet interventions for depression in regular care settings, 2002 to March 24, 2014.
Implementation Components

Of the 164 included references, 122 (74.4%) were coded onto one or several of the implementation components, although none explicitly reported using the AIF. A Cochran Q test indicated a significant difference in the reporting of implementation components ($\chi^2, N=164 = 484.56, P<.001$; see Table 1). Of the 122 references, 120 (98.4%) were coded on the competency drivers (ie, selection, training, coaching, and performance) and 13 (10.7%) on the organizational drivers (ie, administrative support, system intervention, and decision support); none of the references reported any information on aspects of leadership (Table 1). These results were also reflected in the total of 302 analysis units that were extracted, of which 281 (93.0%) units concerned the competency drivers and 21 (7.0%) units concerned the organizational drivers (Table 1).
Table 1. Number and percentage of references and units coded on the initial implementation components.

<table>
<thead>
<tr>
<th>Implementation components</th>
<th>(K^a)</th>
<th>%</th>
<th>(K^b)</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selection</td>
<td>114</td>
<td>69.5</td>
<td>164</td>
<td>54.3</td>
</tr>
<tr>
<td>Training</td>
<td>28</td>
<td>17.1</td>
<td>44</td>
<td>14.6</td>
</tr>
<tr>
<td>Supervision</td>
<td>36</td>
<td>22.0</td>
<td>61</td>
<td>20.2</td>
</tr>
<tr>
<td>Performance</td>
<td>9</td>
<td>5.5</td>
<td>12</td>
<td>4.0</td>
</tr>
<tr>
<td>Decision support</td>
<td>2</td>
<td>1.2</td>
<td>4</td>
<td>1.3</td>
</tr>
<tr>
<td>Administrative support</td>
<td>7</td>
<td>4.3</td>
<td>8</td>
<td>2.6</td>
</tr>
<tr>
<td>System intervention</td>
<td>8</td>
<td>4.9</td>
<td>9</td>
<td>3.0</td>
</tr>
<tr>
<td>Leadership</td>
<td>0</td>
<td>0.0</td>
<td>0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

\(^a\)Unique references coded onto the various implementation components.
\(^b\)Analysis units extracted from the references.

As Table 2 shows, of the 164 included references, most contained information pertaining to the selection of users for an intervention, few reported information relevant for practitioners, and almost none reported on higher levels. However, it is interesting to note that almost all information was related to the competency drivers (ie, selection, training, supervision, and performance assessments), while there was barely any information reported on the organizational drivers (ie, decision support, administration, system intervention, and leadership). This may explain the lack of information about the implementation at higher or across organizational levels (ie, beyond the practitioner level).

Table 2. Number and percentage of references (\(K\)) coded onto the initial implementation components across organizational levels.

<table>
<thead>
<tr>
<th>Level</th>
<th>Selection, (K) (%)</th>
<th>Training, (K) (%)</th>
<th>Supervision, (K) (%)</th>
<th>Performance, (K) (%)</th>
<th>Decision support, (K) (%)</th>
<th>Administrative support, (K) (%)</th>
<th>System intervention, (K) (%)</th>
<th>Leadership, (K) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>User</td>
<td>100 (61.0)</td>
<td>8 (4.9)</td>
<td>28 (17.1)</td>
<td>2 (1.2)</td>
<td>0 (0.0)</td>
<td>1 (0.6)</td>
<td>1 (0.6)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Practitioner</td>
<td>13 (7.9)</td>
<td>14 (8.5)</td>
<td>15 (9.1)</td>
<td>8 (4.9)</td>
<td>1 (0.6)</td>
<td>1 (0.6)</td>
<td>1 (0.6)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Supervisor</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Group</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>1 (0.6)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Leadership</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Organization</td>
<td>1 (0.6)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>2 (1.2)</td>
<td>4 (2.4)</td>
<td>3 (1.8)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Residual(^a)</td>
<td>1 (0.6)</td>
<td>1 (0.6)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>1 (0.4)</td>
<td>4 (2.4)</td>
<td>0 (0.0)</td>
</tr>
</tbody>
</table>

\(^a\)References not accounted for by any of the organizational levels.

Similar to the results in Table 2, the extracted analysis units show that most of the reported information pertained to the user level (Table 3). In addition, it became clear that 283 (93.7%) of the analysis units were coded either on the user or the practitioner level (ie, the individual level). This shows that the included references did not take into account a multilevel perspective on Internet interventions or examined Internet interventions from an organizational perspective. Furthermore, 281 (93.0%) of the analysis units were also coded on one of the competency drivers. This suggests that key aspects of the overall performance of the organization itself, to support and assure the continuing implementation of an intervention, and the work of practitioners and supervisors has not been adequately addressed in the literature.
Table 3. Number and percentage of analysis units (k) coded onto the initial implementation components across organizational levels.

<table>
<thead>
<tr>
<th>Level</th>
<th>Selection, k (%)</th>
<th>Training, k (%)</th>
<th>Supervision, k (%)</th>
<th>Performance, k (%)</th>
<th>Decision support, k (%)</th>
<th>Administrative support, k (%)</th>
<th>System intervention, k (%)</th>
<th>Leadership, k (%)</th>
<th>Total, k (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>User</td>
<td>122 (40.4)</td>
<td>8 (2.6)</td>
<td>33 (10.9)</td>
<td>4 (1.3)</td>
<td>0 (0.0)</td>
<td>1 (0.3)</td>
<td>1 (0.3)</td>
<td>0 (0.0)</td>
<td>168 (55.6)</td>
</tr>
<tr>
<td>Practitioner</td>
<td>40 (13.2)</td>
<td>36 (11.9)</td>
<td>28 (9.3)</td>
<td>8 (2.6)</td>
<td>2 (0.7)</td>
<td>1 (0.3)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>115 (38.1)</td>
</tr>
<tr>
<td>Supervisor</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Group</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Leadership</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Organization</td>
<td>1 (0.3)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>2 (0.7)</td>
<td>4 (1.3)</td>
<td>4 (1.3)</td>
<td>0 (0.0)</td>
<td>11 (3.6)</td>
</tr>
<tr>
<td>Residual</td>
<td>2 (0.7)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>1 (0.3)</td>
<td>4 (1.3)</td>
<td>0 (0.0)</td>
<td>7 (2.3)</td>
</tr>
<tr>
<td>Total</td>
<td>164 (54.3)</td>
<td>44 (14.6)</td>
<td>61 (20.2)</td>
<td>12 (4.0)</td>
<td>4 (1.3)</td>
<td>8 (2.6)</td>
<td>9 (3.0)</td>
<td>0 (0.0)</td>
<td>302</td>
</tr>
</tbody>
</table>

*aAnalysis units not accounted for by any of the organizational levels.

Qualitative Synthesis
The implementation components served as a priori themes and were applied throughout the analysis to examine the characteristics of the implementation of Internet interventions for depression. After coding and revising the a priori themes, we broke the initial template down into 5 levels: (1) user, (2) practitioner, (3) group, (4) organization, and (5) residual. However, it was clear that many themes counted fewer than 10 references, indicating narrow thematic structures. Thus, we reduced the development of the final template to 2 levels and produced 5 main themes: (1) guided support and (2) user recruitment, both subsumed under the user level, and practitioner (3) qualifications, (4) training, and (5) supervision (Table 4) [16,40-52]. It is important to note that, despite the emergence of these themes, the units that these themes comprise were typically global and scarcely described in the original text. For example, Clarke et al [53] stated that they “employed the HMO’s [health maintenance organization’s] electronic medical record,” with no further information on how they were given access to the health maintenance organization’s medical records (ie, important system knowledge on access to the target population).
Table 4. The final template with meaningful themes, corresponding codes, definitions, and examples.

<table>
<thead>
<tr>
<th>Level</th>
<th>Theme</th>
<th>1st-level code</th>
<th>2nd-level code</th>
<th>$K^a$</th>
<th>%</th>
<th>Definition</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. User</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.1. Guided support</td>
<td></td>
<td>110</td>
<td>67.07</td>
<td></td>
<td></td>
<td>An Internet-based self-help program including minimal, but regular, human involvement and support.</td>
<td>“Program coaches...provided motivational support to participants and clarified information contained within the program” [40].</td>
</tr>
<tr>
<td></td>
<td>1.1.1. Program usage</td>
<td>26</td>
<td>15.85</td>
<td></td>
<td></td>
<td>Human support with guidance and direction on how to work through the intervention and its activities.</td>
<td>“…a weekly 10-minute telephone call from a telephone counselor. The purpose of these calls was to address any issues associated with the participants’ use of the intervention” [41].</td>
</tr>
<tr>
<td>1.2. Recruitment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.2.1. Direct-to-consumer marketing</td>
<td>101</td>
<td>61.59</td>
<td></td>
<td></td>
<td>Activities related to promoting and advertising the intervention to potential end users.</td>
<td>“Individuals were spontaneous visitors from around the world to an automated internet-delivered program (e-couch)” pg 344 in [42]</td>
</tr>
<tr>
<td></td>
<td>1.2.1.1. Multi-channel marketing</td>
<td>88</td>
<td>53.66</td>
<td></td>
<td></td>
<td>Efforts to promote the intervention directly to end users.</td>
<td>“Callers to Lifeline’s 24 hour telephone counselling service in four major Australian cities were invited to participate in the trial by a telephone counsellor either during or at the conclusion of a counselling call” pg 2 in [43].</td>
</tr>
<tr>
<td></td>
<td>1.2.1.2. Online</td>
<td>28</td>
<td>17.07</td>
<td></td>
<td></td>
<td>Efforts to promote the intervention directly using digital technologies mainly via the Internet.</td>
<td>“…recruited through press releases, banners and advertisements on the Internet, advertisements in magazines, referral by school doctors, through brochures and posters in schools, and through information to parents who are treated in mental health care” pg 2 in [44].</td>
</tr>
<tr>
<td></td>
<td>1.2.1.3. Print media</td>
<td>21</td>
<td>12.80</td>
<td></td>
<td></td>
<td>Efforts to promote the intervention directly by means of physical publications.</td>
<td>“Paid advertising with Google was directed at people who had searched for a short questionnaire online to find out whether they had depression” pg 412 in [45].</td>
</tr>
<tr>
<td></td>
<td>1.2.2. Professional referral</td>
<td>22</td>
<td>13.41</td>
<td></td>
<td></td>
<td>Transfer or direction of end users for an intervention, both directly and indirectly, by health professionals or treatment providers.</td>
<td>“Participants were recruited from 11 General Practices...A member of each of the eleven participating GP [general practitioner] Practices identified searched their patient record system to identify patients...Following identification of appropriate patients, a study information pack was sent by the practice” pg 642 in [47].</td>
</tr>
<tr>
<td></td>
<td>1.2.2.1. In-person</td>
<td>15</td>
<td>9.15</td>
<td></td>
<td></td>
<td>Direct transfer of end users for an intervention by health professionals or treatment providers.</td>
<td>“Two general practitioners and two psychologists, all in Sydney (Australia), referred individuals with symptoms of depression to the first author” pg 2 in [48].</td>
</tr>
<tr>
<td>2. Practitioner</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>46</td>
</tr>
<tr>
<td>Level</td>
<td>Theme</td>
<td>1st-level code</td>
<td>2nd-level code</td>
<td>$K^a$</td>
<td>%</td>
<td>Definition</td>
<td>Example</td>
</tr>
<tr>
<td>-------</td>
<td>-------</td>
<td>---------------</td>
<td>---------------</td>
<td>-------</td>
<td>----</td>
<td>---------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------</td>
</tr>
<tr>
<td>2.1.</td>
<td>Qualifications</td>
<td>37</td>
<td>22.56</td>
<td></td>
<td></td>
<td>Formal and informal background education or training, or both, among practitioners delivering Internet interventions.</td>
<td>“Psychological support can be provided by the following: • Graduate mental health worker • Practice nurse • GP • Assistant psychologist • Care worker • Other mental health professionals (Administrators/receptionists can offer some support to ensure that users are set up correctly on the programme but not psychological support)” pg 21 in [16].</td>
</tr>
<tr>
<td>2.1.1.</td>
<td>Therapists</td>
<td>20</td>
<td>12.20</td>
<td></td>
<td></td>
<td>A practitioner formally qualified and trained in psychological treatment methods.</td>
<td>“Coaches differed in their level of formal training, ranging from master’s level psychology students (n=1) and psychotherapists-in-training (n=1) to experienced CBT [cognitive behavioral therapy]-trained psychotherapists with more than 10 years of professional experience (n=3)” [49].</td>
</tr>
<tr>
<td>2.2.</td>
<td>Training</td>
<td>21</td>
<td>12.80</td>
<td></td>
<td></td>
<td>Acquisition of new knowledge, skills, and abilities required to work with Internet interventions.</td>
<td>“Therapists were given training and a treatment manual containing a broad guide of how to respond in their reviews (supporting progress, giving encouragement, specific feedback on activities shared)” [50].</td>
</tr>
<tr>
<td>2.2.1.</td>
<td>Method</td>
<td>11</td>
<td>6.71</td>
<td></td>
<td></td>
<td>Prescribed practice or process of acquiring new knowledge, skills, and abilities needed to produce desired outcomes with the Internet intervention.</td>
<td>“Training involved a mix of didactics and roleplay around conducting functional analysis in perinatal-specific domains with the chief investigator (H.O.), a clinical psychologist with specialty expertise in BA [behavioral activation] and perinatal depression, and an IAPT [Improving Access to Psychological Therapies] trainer (J.W.)” pg 3 in [51].</td>
</tr>
<tr>
<td>2.3.</td>
<td>Supervision</td>
<td>11</td>
<td>6.71</td>
<td></td>
<td></td>
<td>Coaching of practitioners working with users through some form of on-the-job training.</td>
<td>“Comments made by the health care staff to participants in the e-mail sessions were discussed beforehand … with the CBT specialists.” pg 497 in [52].</td>
</tr>
</tbody>
</table>

$^a$Number of references coded on a theme or subtheme.

**Guided Support (1.1)**

Guided support emerged as 1 of 2 main themes among users derived from the a priori coaching theme, where users were provided support online or by telephone, most often by a therapist. These contact points were typically regular (eg, weekly), therapist initiated, and brief (eg, 10–20 minutes). Guided support usually involved varying forms of nonclinical supervision, such as technical support ($K=1$), preparations for general practitioner visits ($K=1$), and help with homework assignments ($K=1$). Most often, however, it was not possible to determine the exact purpose, methods, or contents of guided support.

**Program Usage (1.1.1)**

Program usage emerged as the only subtheme under guided support. This specific type of support was related to direction and guidance of users on how to work through the intervention and its activities. In other words, program usage was concerned with assuring fidelity to the intervention. There were two ways of providing support for program usage: either by (1) attending an introductory course or being briefed by practitioners early on about the operations of the intervention, or (2) receiving ongoing help when facing any problems with the intervention or certain tasks.
Recruitment (1.2)

Recruitment was derived from the a priori selection theme that was concerned with activities related to selecting end users, practitioners, and organizations to use or work with an intervention. However, Table 3 shows, 122 (74.4%) of 164 units were related to end users. Thus, information initially pertaining to selection across multiple organizational levels was conceptualized as user recruitment and divided in 2 first-level subthemes: (1) direct-to-consumer marketing (DTC) and (2) professional referral.

Direct-to-Consumer Marketing (1.2.1)

DTC marketing refers to recruitment activities aimed directly at end users (ie, the consumer). There was a wide range of DTC recruitment strategies, from counseling services (K=4) to organizations (K=2) and school settings (K=2). However, a multichannel strategy, online recruitment, and recruitment using print media were most common and emerged as second-level subthemes.

Multichannel Marketing (1.2.1.1)

Multichannel DTC marketing involved the combination of two or more recruitment strategies. The studies using multichannel marketing often recruited users from a wider population and used more targeted marketing efforts. For example, in a study by Haga and colleagues [54], the researchers recruited pregnant women through midwives and public health nurses in well-baby clinics and hospitals, who, in turn, handed out brochures about the study and intervention. At the same time, pregnant women were also recruited through social media (ie, Facebook).

Online (1.2.1.2)

Online DTC recruitment strategies have mainly consisted of using and testing ads and banners, such as in the study of Barrera et al [55]. They examined the impact of Spanish and English keywords for a Google AdWords campaign to recruit pregnant women and found that broad descriptive words related to pregnancy, health, and distress resulted in higher international enrollment rates. For most recruitment strategies, however, more geographically targeted online advertisements may be necessary, as investigated by Jones and colleagues [56]. Interestingly, they found that between one-third and half of the ads were wrongly targeted by AdWords to nearby postal code areas. In a follow-up study [57], AdWords location targeting was still found to be more effective than posting ads at local organization websites, despite the misdirected ads. Organization websites may still be effective but need to be advertised through trustworthy, relevant, and familiar mental health organizations [58].

Print Media (1.2.1.3)

Use of print media consisted of ads and articles in national and local newspapers, and invitation letters by postal mail (eg, questionnaires, brochures, or study information). In contrast to multichannel marketing, marketing through print media mostly recruited users from the general public. Only 3 studies using print media appear to have used a more targeted approach [47,59,60]. For example, in the study of Woodford et al [47], general practices searched their patient records to identify patients with a diagnosis of depression or who may have experienced mild to moderate depression over the last 6 months.

Professional Referral (1.2.2)

Professional referral is the second first-level subtheme that emerged under the main theme selection. Referrals were either a part of a multichannel marketing strategy or, most often, direct-in-person referrals to an intervention. According to the AIF, routines for referral are usually related to system intervention because they entail collaboration with external agencies such as general practitioners. However, none of the articles using referrals contained any information on how interorganizational agreements and routines for referrals were established or evaluated, or how these were embedded in the larger system. Thus, we coded and analyzed these units only as a form of recruitment procedure.

In-Person (1.2.2.1)

Direct in-person referrals were most common where, for instance, patients were prescribed an Internet intervention directly by their general physician or mental health specialist (eg, see [61]).

Qualifications (2.1)

We identified qualifications as the first main theme among practitioners, derived from the selection theme. Of the 38 studies, 36 (94.7%) involved practitioners that either had a completed college or university degree or were in their last year of a formal training program, most of whom were therapists (see below). In 11 (28.9%) of the 38 studies, interventions were delivered by medical staff consisting of either nurses or general practitioners, or both; and, in 7 (18.4%) studies, interventions were delivered by various practitioners such as school teachers, mental health workers, or occupational health staff. Interestingly, according to 2 (5.3%) studies, such formal qualifications may not be necessary, and it appears that laypersons may administer Internet interventions just as effectively as therapists or mental health workers [62,63].

Therapists (2.1.1)

Of the 38 studies, 20 (52.6%) reported the use of therapists to deliver the interventions. Psychologists participated in 13 (34.2%) studies and an additional 2 (5.3%) studies involved psychologists in combination with other mental health professionals. The remaining 5 (13.5%) studies either involved mental health workers or did not specify the therapists’ formal training background.

Training (2.2)

Training emerged as the second main theme among practitioners, with 1 subtheme relating to how practitioners were trained in the administration of the Internet intervention (ie, method; Table 4). Of the remaining studies, 9 (23.7%) of 21 reported on the scope of training (ie, ranging from brief 1-hour training sessions to 5 days of training); 4 (17.1%) reported providing special training in the skills required to administer the Internet intervention, such as electronic, text-based communication (eg, see pg 210 in [64]); 3 (14.3%) mentioned that training was provided by either the intervention developers or the principal study investigator; and 1 (4.8%) arranged educational sessions.
In addition, 4 (17.1%) studies noted in passing that practitioners received training, but without providing any further information.

Method (2.2.1)
A variety of methods were used to train practitioners. Of 11 studies, 4 (36.4%) reported the use of video demonstrations (eg, see pg 186 in [65]). In 3 (27.2%) other studies, practitioners reviewed the contents of the intervention in order to adequately address participants’ questions and provide assistance with tasks and activities. Of 11 studies, 2 (18.1%) used a mix of didactics and practice in, for example, cognitive behavioral skills or responding to clinical emergencies (eg, pg 743 in [63]). Also, 1 (9.1%) study had a specialist in cognitive behavioral therapy provide a 3-hour lecture about it to practitioners, while 1 (9.1%) study provided newly educated psychologists with additional training in delivering the specific treatment manuals.

Supervision (2.3)
Supervision was the third main theme among practitioners that we derived from the initial coaching component. Information was mostly concerned with the who \( (K=8, 44.5\%) \) and the extent \( (K=6, 33.3\%) \) of supervision. That is, supervision was mostly provided regularly (eg, weekly) by psychologists or therapists. Beyond that, supervision was used for case management in 3 (16.7%) of the 18 studies (eg, discuss practitioners’ response to users in email sessions; see pg 497 in [52]), and 1 study reported using supervision to develop interview scripts for users [66].

Discussion

Principal Findings
The aim of this study was twofold: first, to examine whether there are any systematic differences in the implementation of Internet interventions for depression in the literature in terms of core implementation components and, thereby, identify any knowledge gaps; and second, to examine what characterizes the implementation in the literature. In total, we identified 164 references, of which 122 (74.4%) were coded onto the AIF. Overall, the results show that no studies had any hard data about which components are critical for implementation and which components may be adapted without compromising intervention outcomes in regular practice. Information related to the competency drivers (ie, selection, training, and supervision) was most frequently reported; however, in terms of the organizational drivers, fewer than 10 references were coded onto decision support, administrative support, and system intervention. No studies contained any information related to leadership.

Competency Drivers
Our results revealed that studies concerned with selection were focused on the recruitment of users for the intervention or study, rather than on finding the right personnel or organizations to carry out or support the new intervention [34]. This likely reflects a common practice of reporting on participant recruitment in studies (eg, see the CONSORT statement [67]), rather than that research has been genuinely concerned with investigating various recruitment strategies. This is supported by the few studies identified to actually investigate recruitment processes (eg, see [55,56]). Nevertheless, print media and online recruitment strategies were typically used, although a multichannel marketing strategy was most common. The predominance of DTC strategies (ie, self-referrals) supports the notion that Internet interventions for depression have yet to become an integral part of routine care.

Our review found that staff selection has not been studied, but that almost all practitioners had higher education in psychological, medical, or other health sciences. We also found that formal qualifications may not be necessary to administer Internet interventions effectively. However, regardless of qualifications, a strong and active implementation strategy, which integrates and addresses all of the implementation components, is important to maintain their quality and effectiveness [68]. As such, a lack of formal qualifications and practitioner heterogeneity may be compensated for by, for example, receiving high-quality training and supervision from highly competent and experienced practitioners. Training was, however, typically brief and consisted of lectures, videos, and written materials (eg, program review or treatment manuals). This does not tell much about the quality of training, and it can be argued that the technology does most of the work of delivering the interventions and, thus, extensive and complex training may not be required. However, a few small-scale studies have shown that brief training is insufficient to sustain changes in practice over time [14,15], while previous studies have demonstrated that frequently used training methods, such as reviewing treatment manuals, are not necessarily efficient for acquiring a new set of skills [69,70].

Supervision may compensate for brief training and has been shown to increase practitioner behavior change [71]. This may be particularly true when regular, ongoing supervision is provided by highly educated and experienced supervisors, which makes it possible for practitioners to embed new clinical skills into their existing repertoire and ongoing work. This may, however, depend on highly qualified and skilled supervisors and the methods that are used during supervision. There are many various labels for supervision, such as consultation [71], coaching [72], and auditing [73]. However, such implementation strategies were rarely defined, and often inadequately described in the literature. This also seemed to apply to guided support, which emerged as a theme among end users. Thus, it remains unclear what therapist support consisted of, and it appears that the contents of the therapist support that is provided are heterogeneous. Of 31 (18.9%) studies, only 1 subtheme—program usage—emerged. We could not determine whether this is because the purpose and clinical guidelines for therapist support are inadequately described in the literature, or whether the heterogeneity in therapist support is real.

Organizational Drivers
It is important to acknowledge that competency drivers do not exist in a vacuum, but rely on and are supported by an organization that provides management and administrative structures, and relates to external systems (ie, service delivery models), all of which can affect the implementation. However, there were no emerging themes among any of the organizational
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drivers, despite the importance of components, such as decision-support systems and leadership, for improving clinical practice [74,75]. This does not mean that systems for decision-making do not exist or that aspects of leadership have not been addressed in practice. It simply reflects that no studies have properly assessed these implementation components or implementation processes and quality more generally. Some studies did, however, report information related to administrative support (K=7) and system intervention (K=8), although there was insufficient information for any themes to emerge. However, Andersson and Hedman [19] identified several issues related to the implementation of iCBT in practice, and which are highly relevant for the administration of Internet interventions and system-related work with external agencies: (1) data security, (2) robust Web solutions, (3) online assessment procedures (including diagnostic interviews), (4) referral routes, patient management, and outcome monitoring, (5) the role of professional organizations, and (6) development of clearly formulated policies, procedures, and practice guidelines (see also [14]). In addition, Titov and colleagues [22] suggested technical support and legislation across federal, state, and international laws as barriers that become more actualized with Internet interventions. Most of these issues, however, have not been studied, except for referrals, in particular self-referrals, which are likely to affect the uptake of and, possibly, adherence to iCBT [76,77].

General Discussion

It is important to establish a robust evidence base for Internet interventions, but it is equally important to establish a robust evidence base for the delivery of Internet interventions in practice, by moving beyond studies of efficacy and effectiveness to implementation. This is a necessary step to scale up the dissemination and integration of Internet interventions in routine practice, and ultimately to provide better and safer health care services. Limited reporting on the different implementation components limits the value of these studies for decision makers and other stakeholders, as most of the studies did not include sufficiently relevant information to understand how to translate these results into practice. The lack of emphasis on organizational drivers, in particular, may impede effective implementation. Thus, stakeholders have to rely on and become dependent on the know-how of the relatively few communities working with Internet-based prevention and treatment of depression (ie, Australia, United States, the Netherlands, Sweden, United Kingdom, Canada, and Norway).

Implementation of Internet interventions in routine care is still in its infancy, and there is no strong evidence or methods for transferring Internet-based prevention and treatment to service delivery settings (see also [78]). Service delivery models have not been adequately developed or tested, even though governments and professional societies in several countries are recommending Internet interventions in their national guidelines (eg, Australia [79], United Kingdom [80], Sweden [81], and Norway [82]). Yet the obvious question is how to integrate Internet interventions into new or existing health care services for large-scale implementation [22]. Stepped-care models and other service delivery models have been proposed [23,25] but should be appraised critically. Technological advances and novel practices may not fit with existing models of health care service delivery and may need to be redefined [21]. Already in 2009, Bennett and Glasgow noted [20] that there has been relatively little discussion of contextual issues in eHealth. The results of our review suggest that this has not changed much since then. To date, studies have largely focused on testing the effects of Internet interventions on users, while more work remains to understand the organizational, system-wide, and contextual features of implementation. Thus, the important future lessons for Internet interventions are really those concerning the knowledge transfer from science to practice. This will support governments, researchers, and other stakeholders in implementing effective Internet interventions in practice, replicating studies, conducting independent research, building competence, and driving development of Internet interventions. Currently, however, Governments, researchers, and others are dependent on the few existing experts and research milieus in this field for the implementation of Internet interventions.

Strengths and Limitations

This study has several strengths and limitations. First, we used the scoping review methodology, which is effective in mapping the state-of-the-art and identifying gaps in the literature. However, in line with the methodology, we emphasized the breadth rather than depth of knowledge and did not assess the quality of the included studies [83].

Second, we constructed a comprehensive search strategy, but Internet interventions and implementation are relatively new areas of scientific inquiry. Thus, there is a tremendously wide range of terminology, which prevented us from combining search terms for Internet interventions and depression with implementation, which produced a large and unmanageable number of search results. Furthermore, the terms efficacy and effectiveness are sometimes used interchangeably, and it may be difficult to distinguish whether unguided interventions should be classified as efficacy or effectiveness trials. In contrast to guided interventions, unguided interventions may be offered directly to users from university clinics, private companies, or online, without being implemented in a health care setting (eg, see [84]). Consequently, we may have missed some relevant articles or included some efficacy trials.

Third, the extensive number of included studies and text material in this scoping review also means that we, most likely, have missed information relevant for implementation. This is mainly because none of the studies were de facto implementation studies, which means that much of the reported information has been scarce and thereby ambiguous. This has occasionally made it difficult to identify, assess, and code information from the studies, and has, most certainly, left some information unidentified or incorrectly classified and analyzed. However, the extensive number of studies and text material also means that a larger number of studies and data would be needed for substantial changes to occur in the results.

Fourth, we did not consider that publications are nested within authors. Different authors may emphasize and report on different aspects of the implementation of Internet interventions, and publish several articles based on 1 study. An author may also

http://www.jmir.org/2016/9/e236/
Future Research Directions

This scoping review has highlighted several important issues for future research. First, for Internet interventions for depression to become more widespread and embedded in regular practice, it is necessary to move from studies of efficacy and effectiveness to implementation. There is a clear need for more primary implementation studies that are based on clearly defined models and theories of implementation (for overview, see [85]), and preferably that link implementation outcomes with intervention outcomes. This will help distinguish between what is known about an effective treatment (ie, studies of effectiveness) and what is actually benefiting clients and providing safer and better health care services (ie, implementation [86]).

Second, there is an urgent need to improve reporting guidelines such as the eHealth CONSORT statement [87]. The lessons learned about implementation in randomized trials and other studies can increase sharply, simply by requiring that future studies regularly and systematically describe the implementation of the intervention.

Third, there is a need for experimental studies on the effects of specific implementation strategies—for example, which formal and informal qualifications are important for administration of Internet interventions among practitioners or what recruitment strategies are likely to be more efficient. However, probably the most striking gap in the literature is the lack of investigation of the interaction between the different implementation components and their relative influence over time [34]—for example, the relationship between the amount of training and duration of supervision necessary to administer an intervention in a competent and skillful manner.

Fourth, more research is needed at different organizational levels of implementation, including leadership and management practices. Much of the available information on implementation pertains to end users, and much less is known about the practitioners, organizations, and systems within which interventions are embedded.

Fifth, we would encourage authors and journals to routinely publish implementation protocols similar to study or intervention protocols. This would provide a greater understanding of what activities are necessary and how these activities need to be carried out to (re-)produce the achieved results from any given trial. It is, however, also important that implementation protocols use standardized reporting guidelines such as the assessment of transferability and adaptation of health promotion interventions (ASTAIRE) [88] to, among other things, ensure that they are directly applicable in practice. Implementation protocols may help explain why some intervention trials succeed and others do not and, most important, they would support independent research and knowledge transfer between different research communities and contexts.

Conclusions

This review aimed at investigating what is known about the implementation of Internet interventions for depression in the literature. Overall, the results showed that limited emphasis has been given to their implementation in practice and that leadership and organizational drivers have been largely neglected. Recruiting users for the interventions was, by far, most commonly reported and typically carried out by the use of print media, online recruitment, or multichannel marketing strategies and, to some extent, professional referrals. Therapist support to ensure program usage was also characteristic of Internet interventions and, although brief training and regular supervision may be sufficient for administering Internet interventions, more research is needed.

The Internet holds promise as an effective platform for the delivery of interventions for depression. However, to progress and make Internet interventions more widely available, it is of utmost importance that the field prioritize implementation practice and research, and move beyond studies of efficacy and effectiveness. Only by allocating research efforts to implementation may the field be able to provide stakeholders and decision makers with knowledge of which strategies promote effective implementation and, consequently, provide better health services for the target population.
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Abstract

Background: Dabbing is an emerging method of marijuana ingestion. However, little is known about dabbing owing to limited surveillance data on dabbing.

Objective: The aim of the study was to analyze Google search data to assess the scope and breadth of information seeking on dabbing.

Methods: Google Trends data about dabbing and related topics (eg, electronic nicotine delivery system [ENDS], also known as e-cigarettes) in the United States between January 2004 and December 2015 were collected by using relevant search terms such as “dab rig.” The correlation between dabbing (including topics: dab and hash oil) and ENDS (including topics: vaping and e-cigarette) searches, the regional distribution of dabbing searches, and the impact of cannabis legalization policies on geographical location in 2015 were analyzed.

Results: Searches regarding dabbing increased in the United States over time, with 1,526,280 estimated searches during 2015. Searches for dab and vaping have very similar temporal patterns, where the Pearson correlation coefficient (PCC) is .992 (P<.001). Similar phenomena were also obtained in searches for hash oil and e-cigarette, in which the corresponding PCC is .931 (P<.001). Dabbing information was searched more in some western states than other regions. The average dabbing searches were significantly higher in the states with medical and recreational marijuana legalization than in the states with only medical marijuana legalization (P=.02) or the states without medical and recreational marijuana legalization (P=.01).

Conclusions: Public interest in dabbing is increasing in the United States. There are close associations between dabbing and ENDS searches. The findings suggest greater popularity of dabs in the states that legalized medical and recreational marijuana use. This study proposes a novel and timely way of cannabis surveillance, and these findings can help enhance the understanding of the popularity of dabbing and provide insights for future research and informed policy making on dabbing.

(J Med Internet Res 2016;18(9):e252) doi:10.2196/jmir.5802
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Introduction

“Dabbing” is a colloquial term referring to the inhalation of vaporized marijuana concentrates and is an increasingly popular method of marijuana ingestion [1]. Marijuana concentrates contain high levels of delta-9-tetrahydrocannabinol (THC), which is the main psychoactive ingredient in marijuana. Butane hash oil (BHO), one of the major marijuana concentrates, is often produced by extracting THC from marijuana plants with liquid butane as the solvent. The resulting BHO products are
often called “shatter,” “honeycomb,” “crumble wax,” “budder,” and “earwax” according to their form and quality [2]. Generally, a “dab” is used to describe a small amount of marijuana extract that is vaporized and inhaled using an “oil rig” (a specific dabbing device), vaporizer, or electronic nicotine delivery system (ENDS, also known as e-cigarettes) [3,4]. Figure 1 illustrates dabbing with a screenshot of a YouTube video.

Although dabbing can reduce the ingestion of smoke-related toxins and carcinogens that are typically inhaled when smoking cannabis, there are potential risks of dabbing that have not been studied sufficiently [5]. First, the high THC concentration and novel means of administration might result in some psychological and physical problems [1,4,6,7]. Second, researchers have found that burn injuries associated with BHO manufacture have increased in recent years [8,9]. Finally, concentrated cannabis extract for dabbing may be contaminated by residual solvent and pesticide during commercial or homemade production.

Existing studies about dabbing are scarce. The earliest study on dabbing found that the use of BHO had been outside the medical marijuana user community and it is viewed as significantly more dangerous compared with other forms of cannabis use [1]. Another study discovered that many baby boomers were exploring alternative cannabis products including cannabis concentrates to improve well-being and to reduce the potential risks of traditional marijuana smoking, as they got older and less healthy [10]. A recent paper investigated the contamination concerns of cannabis concentrates and cannabinoid transfer efficiency during dabbing [11]. Additionally, several studies investigated some problems associated with using ENDS to vape cannabis [5,12,13].

Because current national surveys in the United States do not track the use of marijuana extracts [4,14], some studies collected data on dabbing from social media, such as Twitter and YouTube, and obtained several significant findings. For instance, a study based on Twitter data suggested the popularity of dabs was greater in the states that legalized recreational and medical use or only medical use of cannabis [4]. Another study analyzed the content of 116 dabbing videos on YouTube and found that dabbing-related videos on YouTube can be easily accessed [14]. However, little is known about the temporal evolution and regional distribution of public perceptions and interest about dabbing, as well as the association between public interest in dabbing and the interest in ENDS across the United States.

Internet data such as Google searches have filled many public health data gaps [15-17], especially in behavioral outcomes, where traditional data such as telephone surveys are rare and expensive to generate [18]. Hundreds of studies exploited Google search data to yield valid insights in public health research [19]. For instance, Google search data have been used to estimate influenza epidemics [20-25], to track tobacco or emerging products such as ENDS [26-30], to study psychology-related problems [31-33], and to analyze cancer-related information seeking [34-36].

Given the great value of Google search data in digital surveillance systems for public health, this study aimed to fill some of the aforementioned knowledge gaps about dabbing using Google search data. In particular, this study characterizes (1) the popularity, on the Web, of dabbing compared with other forms of cannabis use; (2) the popularity of dabbing across time compared with other forms of cannabis use; (2) the popularity of dabbing across the US states, including comparisons of searches across states with varying marijuana legalization policies; and (3) the correlations between dabbing-related searches and ENDS-related searches.

Figure 1. A YouTube video screenshot illustrating dabbing.
Methods

Data Collection

Data were collected from Google Trends [37], which provides a public and timely way to analyze the trends of certain search query terms by time, geographic location, and category. Each Google Trends curve consists of many weekly aggregated data points, and each data point indicates the fraction of searches for the chosen terms (or categories) in a geographic location at a particular time relative to the total number of searches at that time. Note that the value of each data point represents relative search volume (RSV). In a trend curve, all indices are scaled to the highest search week (RSV=100). Extremely low searches are normalized and scaled to be a zero volume (RSV=0). The study qualifies as nonhuman subjects research because this study does not involve data through intervention or interaction with a living individual or his or her identifiable private information.

To understand the popularity of dabbing on the Web, the search topic “dabbing” was compared with the topics relating to other forms of cannabis use: “cannabis smoking” and “cannabis edibles” (see Figure 2) [38]. Note that all topics were on the same RSV scale. To examine the variations of dabbing search terms, “dabbing” was roughly divided into 2 smaller topics: “dab” and “hash oil” (see Figure 2). As a supplement to RSV data, Google AdWords [39] was used to estimate the raw search volume of the topic “dabbing” during 2015, which was similar to some previous studies exploiting advertisement keywords for infodemiology studies [30,40]. Furthermore, “dab” and “hash oil” were compared with 2 topics relating to ENDS (ie, “vaping” and “e-cigarette”) in terms of Google search queries (see Figure 3). The comparison was done to compare their individual temporal patterns, so each of the topics was on its own RSV scale. The division of ENDS into 2 topics was similar to that in a previous study [30], and the reason was also to examine the variations of search terms. Note that the time interval covered by the aforementioned data was between January 2004 (when data were first available) and December 2015. Finally, the search data relating to “dabbing” during 2015 were gathered to understand the popularity of dabbing across the US states (see Figure 4).

During data collection, basic query terms were initially identified according to related literature (eg, “dab rig,” “marijuana smoking,” “cannabis edibles”), and then related terms suggested by Google Trends were added to form candidate terms. Candidate terms were sorted by RSV, and terms with higher RSV were chosen because Google Trends limits the maximum number of words in query terms for a topic to 30. Unclear terms (eg, the single term “dab” can refer to the name of a bank) were omitted. The chosen terms were combined with “+” to form a composite term to collect the search data for a topic. For example, the composite term “dab rig+dab rigs+make dabs...” was used for the collection of searches relating to the topic “dabbing.” The specific terms used in data collection are provided in Multimedia Appendix 1.

Figure 2. National trends for dabbing-related Google searches in the United States, 2004-2015. Panel A compared dabbing searches with searches for cannabis smoking and cannabis edibles, and panel B compared dabbing searches that included terms indicative of dab and hash oil.
Figure 3. Temporal pattern comparison of searches for the dabbing and ENDS topics (i.e., dab, hash oil, vaping, and e-cigarette). Each time series is on its own scale (i.e., not applicable for relative search volume comparison between different time series).

Figure 4. Choropleth map of raw searches regarding dabbing during 2015.

Data Analysis

The RSV of the topic “dabbing” for 2016 was predicted by using the autoregressive integrated moving average model and the R package called forecast [41]. To detect latent association between dabbing searches and ENDS searches, 2-tailed Pearson correlation coefficient (PCC) was adopted to analyze the pairwise correlations of the topics “dab,” “hash oil,” “vaping,” and “e-cigarette.”

The top 10 states with the highest RSV were obtained by sorting the raw search data relating to “dabbing” during 2015. The raw data for the 50 US states and the District of Columbia are provided in Multimedia Appendix 2. Differences in the 2015 raw dabbing data across US states with varying marijuana legalization policies were examined by 1-way ANOVA (analysis of variance) with 95% confidence interval. Similar to a prior study [4], states’ legal statuses before January 1, 2016, were grouped into 3 types: (1) type 1 includes 4 states and the District...
of Columbia that passed laws legalizing medical and recreational use of cannabis (Colorado, Washington, Alaska, Oregon, and District of Columbia); (2) type 2 includes 19 states that have legalized medical but not recreational use of cannabis (Arizona, California, Connecticut, Delaware, Hawaii, Illinois, Maryland, Maine, Massachusetts, Michigan, Minnesota, Montana, New York, Nevada, New Hampshire, New Jersey, New Mexico, Rhode Island, and Vermont); (3) type 3 includes 27 states that have not yet passed laws legalizing medical use of cannabis (Alabama, Arkansas, Florida, Georgia, Idaho, Indiana, Iowa, Kansas, Kentucky, Louisiana, Mississippi, Missouri, Nebraska, North Carolina, North Dakota, Ohio, Oklahoma, Pennsylvania, South Carolina, South Dakota, Tennessee, Texas, Utah, Virginia, West Virginia, Wisconsin, and Wyoming). Then the pairwise difference between the estimated group means was tested. Note that the time series plotting, correlation analysis, and ANOVA in this study were performed using MATLAB (Mathworks) [42].

## Results

As seen in panel A of Figure 2, searches relating to dabbing increased over time in the United States before 2014. The estimated dabbing searches during 2015 were 1,526,280. The predicted dabbing searches for 2016 were 22% (95% CI 19%-24%) more than dabbing searches during 2015. Before 2013, dabbing was less often searched than traditional cannabis smoking or cannabis edibles, but dabbing searches surpassed searches for cannabis smoking or cannabis edibles after the middle of 2013. For instance, searches regarding dabbing during 2015 were 28% (95% CI 25%-32%) more than searches regarding cannabis smoking and 58% (95% CI 54%-62%) more than searches regarding cannabis edibles.

As seen in panel B of Figure 2, hash oil searches occurred more often than searches for dab since 2004. Hash oil searches began increasing starting in 2008, and dab searches increased in the latter part of 2012. By the middle of 2014, searches regarding dab continued to increase, whereas searches for hash oil terms decreased. However, hash oil searches during 2015 were still 63% (95% CI 58%-68%) more than searches for dab.

In Figure 3, the search trends for hash oil and e-cigarettes show similar temporal patterns. Both had a wave peak in the early part of 2014. Similar results were also obtained between dab searches and vaping searches. The searches for dab and vaping showed a rapid increase beginning in 2013 and continued to show an increase.

Table 1 summarizes the temporal correlations between searches regarding dab or hash oil and searches regarding vaping or e-cigarettes. Searches for dab and hash oil have high correlations with searches of vaping and e-cigarette terms. For instance, the PCC for searches regarding dab and vaping is .992. The PCC for searches regarding hash oil and e-cigarettes is .931. Note that all P values for the abovementioned PCC values are less than .001.

### Table 1. Temporal correlation of searches regarding dab and related topics. Note that the value in each cell is the Pearson correlation coefficient and all P values are less than .001.

<table>
<thead>
<tr>
<th>Electronic nicotine delivery system</th>
<th>Dab</th>
<th>Hash oil</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vaping</td>
<td>.992</td>
<td>.783</td>
</tr>
<tr>
<td>E-cigarette</td>
<td>.600</td>
<td>.931</td>
</tr>
</tbody>
</table>

The 12 states with the highest raw RSV in 2015 were Colorado, Washington, Michigan, South Carolina, Nevada, Arizona, California, Oregon, Florida, Georgia, Missouri, and Massachusetts (see Figure 4). Note that Florida, Georgia, and Missouri had the same RSV. Among the Census Regions and Divisions of the United States, dabbing searches in the Pacific, East North Central, Middle Atlantic, and South Atlantic divisions were relatively higher than those in the other divisions.

During 2015, the means of searches for type 1, type 2, and type 3 were 55.800, 21.316, and 20.889, respectively. The group means of dabbing searches for type 1 and type 2 were significantly different at the 5% significance level (P=.02), and dabbing searches for type 1 and type 3 had similar results (P=.01). However, there was no significant difference at the 5% significance level between the group means of dabbing searches for type 2 and type 3 (P>.99; see Figure 5).
Discussion

Principal Findings

Dabbing searches are very common in the United States, and they have increased rapidly over time. Similar temporal patterns are found between searches for dab and vaping searches as well as searches for hash oil and e-cigarettes. Overall, dabbing was more frequently searched in the western states than other regions. The average dabbing searches were significantly higher in the states with recreational marijuana legalization than in the states without recreational marijuana legalization.

These findings fill some of the knowledge gaps regarding dabbing surveillance, but improved cannabis surveillance systems are needed to more fully understand the breadth and scope of variations in marijuana use. This study is the first to address the temporal associations between dabbing and ENDS. In general, the results based on search query monitoring can provide novel insights for further research and policy making.

Dabbing is becoming a popular alternative form of cannabis use. It became more popular than cannabis edibles and traditional cannabis smoking after the middle of 2013. When searches for dabbing are grouped into 2 categories, dab and hash oil, the searches demonstrate different developmental patterns over time. After 2014, searches for hash oil decreased, whereas dab searches increased. This suggests that the impact of the variations of dabbing-related terms used by cannabis users should be considered when designing survey questionnaires [30]. In addition, these temporal differences very likely reflect the changing technology opportunities afforded by the increased use of ENDS.

Previous studies have found that some dabbing users use ENDS for dabbing [5,12,13], which is a kind of emerging ENDS misuse. Its health risks and impact on cannabis control are still unknown. This study found that searches for dab and vaping searches have very similar temporal patterns, as do searches for hash oil and e-cigarettes. This finding suggests that there is a certain association between dabbing searches and ENDS searches. One possible reason is that a large number of people use ENDS for dabbing in the United States, but it still needs to be investigated further. In particular, searches for dab and vaping increased rapidly since 2013. Our results are almost consistent with the observations by a leading, popular marijuana magazine, High Times [43], which did a cover story on dabbing in July 2013. A senior editor stated that dabbing was an underground activity 5 months before the cover story [1].

On the basis of the editor’s claim, we can infer that the popularity of dabbing increased from an unobvious state before February 2013 to a relatively significant state in July 2013, which attracted the editor’s attention. However, the dabbing searches had begun to increase earlier than the time mentioned by the editor. One explanation is that the wisdom of crowds in Google Trends is more sensitive than individuals in terms of perceiving emerging phenomena, but the true reason still needs to be investigated. Considering the close associations between dabbing and ENDS, addressing dabbing issues together with ENDS may be an effective approach for a better understanding of how a variety of drugs are or can be delivered to the lungs using similar technology [5]. Further spatiotemporal analysis...
methods are needed to characterize their additional associations in the future [44,45].

Among the top 12 states with the largest raw RSV, all states legalized medical marijuana use except for South Carolina, Florida, Georgia, and Missouri. Some of these states (ie, Colorado, Washington, and Oregon) have already legalized recreational cannabis use. A recent study claims dabbing is more popular in states that have legalized medical marijuana use, which could be related to the emergence of vaporizer use among patients using medical marijuana and the recent increased availability of marijuana concentrates at medical marijuana dispensaries [4]. The claim was partially supported by the abovementioned results showing the temporal correlations between dabbing and ENDS.

This study found that dabbing searches are more prevalent on the West Coast of the United States, which is consistent with a prior study [4]. Previous analysis of Twitter data suggested that higher dabbing searches in western United States might be partially related to medical marijuana use laws that were passed much earlier there [4]. Another explanation was that the states on the West Coast have older and less strictly controlled medical marijuana programs. Besides, recreational marijuana legalization took effect in Washington after December 2012 and in Oregon after July 2015, so it is easier for people in these two states to do dabbing.

The average dabbing searches were significantly higher in the states with medical and recreational marijuana legalization than in the states with only medical marijuana legalization or the states without medical and recreational marijuana legalization. However, there was no significant difference in the means of dabbing searches between the states with only medical marijuana legalization and the states without medical and recreational marijuana legalization. The findings suggest greater popularity of dabs in the states that legalized medical and recreational marijuana use, which is partly consistent with the previous findings [4]. The comparison between this study and previous studies suggests that selecting suitable data and developing analytic standards are needed by those analyzing Web search data, social media, etc, just as those conducting surveillance and epidemiologic research have developed some standardized approaches.

Future research on dabbing and similar new technologies for drug delivery is needed to more fully understand use patterns that are tied to demographic characteristics, policy changes, drug availability, changes in technology, and other variables. In addition, there is a need to assess whether searches on topics such as dabbing are associated with actual use patterns (eg, as determined by sales patterns) and reports of adverse events (eg, via poison control or Food and Drug Administration reporting). If clear temporal relationships can be demonstrated between dabbing search changes over time and specific measurable behaviors or health outcomes, it will be possible to more fully characterize the public health value of tracking dabbing and other similar search outcomes as an early warning system of emerging substance use and abuse.

Limitations
Some limitations need to be taken into account when interpreting this study. First, the Google Trends data in this study are the adjusted relative search values, because Google Trends does not provide actual search volume data. Data for only popular terms are analyzed by Google Trends, which causes the RSV of search terms with extremely low volume to appear as 0. Google Trends data lack demographic information compared with survey data. Although Google Trends data include only search activities using Google, Google accounts for an estimated 65% of the market share of search engines in the United States between January 2008 and October 2015 [46]. Second, the data in this study are limited to the United States and English search terms, so caution is needed when generalizing our results to other countries. The selection of search term keywords might lead to some minor biases; however, nearly all of our search term keywords have almost reached the number limit of Google Trends search terms. Third, the search data have not been assessed relative to year-by-year trends in actual use of products, so we cannot at this time suggest that search trends on dabbing predicted eventual increases in actual use of those products, but future research will assess those relationships. Finally, our results demonstrate high correlations between dabbing and ENDS in terms of Google searches. The reasons for the positive correlations between dabbing and ENDS searches require additional research across a variety of disciplines, although we provided some possible explanations.

Conclusions
In recent years, the general public has increasingly accepted marijuana legalization, but the potential adverse effects and health risks of dabbing are still being researched. This study provides a novel and timely way of conducting cannabis-related surveillance that may complement the current but limited epidemiologic data on dabbing. In the future, fusing Web-based data, such as Google searches and Web-based surveys, and offline community-recruited samples may help enhance the understanding of dabbing and similar substance use and provide insights for relevant research and informed policy making.
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Abstract

Background: By recent estimates, the steady rise in health care costs has deprived more than 45 million Americans of health care services and has encouraged health care providers to better understand the key drivers of health care utilization from a population health management perspective. Prior studies suggest the feasibility of mining population-level patterns of health care resource utilization from observational analysis of Internet search logs; however, the utility of the endeavor to the various stakeholders in a health ecosystem remains unclear.

Objective: The aim was to carry out a closed-loop evaluation of the utility of health care use predictions using the conversion rates of advertisements that were displayed to the predicted future utilizers as a surrogate. The statistical models to predict the probability of user’s future visit to a medical facility were built using effective predictors of health care resource utilization, extracted from a deidentified dataset of geotagged mobile Internet search logs representing searches made by users of the Baidu search engine between March 2015 and May 2015.

Methods: We inferred presence within the geofence of a medical facility from location and duration information from users’ search logs and putatively assigned medical facility visit labels to qualifying search logs. We constructed a matrix of general, semantic, and location-based features from search logs of users that had 42 or more search days preceding a medical facility visit as well as from search logs of users that had no medical visits and trained statistical learners for predicting future medical visits. We then carried out a closed-loop evaluation of the utility of health care use predictions using the show conversion rates of advertisements displayed to the predicted future utilizers. In the context of behaviorally targeted advertising, wherein health care providers are interested in minimizing their cost per conversion, the association between show conversion rate and predicted utilization score, served as a surrogate measure of the model’s utility.

Results: We obtained the highest area under the curve (0.796) in medical visit prediction with our random forests model and daywise features. Ablating feature categories one at a time showed that the model performance worsened the most when location features were dropped. An online evaluation in which advertisements were served to users who had a high predicted probability of a future medical visit showed a 3.96% increase in the show conversion rate.

Conclusions: Results from our experiments done in a research setting suggest that it is possible to accurately predict future patient visits from geotagged mobile search logs. Results from the offline and online experiments on the utility of health utilization predictions suggest that such prediction can have utility for health care providers.
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Introduction

Over the past years, Internet search engines have changed the way people report health outcomes and/or seek information regarding symptoms, diseases, and treatments, resulting in a parallel growth of a large amount of medical information. The potential of addressing public health challenges and advancing medical research through the analysis of such information repositories, as well as the challenges inherent in working with such sources, are being recognized [1-4]. In a novel study, the use of click-through statistics generated by a commercial Web advertising service was shown to be an effective strategy for influenza surveillance [5]. As a Web-scale repository of patient-generated information, Internet search logs have been mined for diverse applications, such as screening patients with pancreatic adenocarcinoma [6] and discovering adverse drug events [7,8]. The use of Internet searches as an indicator of individuals’ interests and concerns related to health care has been studied for understanding the relationship between health anxiety and its effect on information-seeking behavior [9]. Notably, through the analysis of search logs collected from consenting users via a browser toolbar and complementary surveys, it has been shown that the analysis of long-term search behavior reveals patterns that may serve as markers for a transition to health care utilization [3].

Viewed against the backdrop of the recent tectonic shifts in the health care landscape in the United States, search log repositories present an opportunity to understand the nature of interactions between health care organizations and users—specifically interactions that result in utilization of health care resources. Gaining such an understanding is crucial for improving efficiencies and eventually, the accessibility of health care services [10,11]. Because search log data closely mirrors users’ daily concerns and activities, they contain embedded clues about imminent health episodes. As a result, predictions of health care utilization based on geotagged search histories provide a snapshot of future health care demand that is based on an aggregation of personalized health trajectories.

Logs of Internet searches initiated from mobile devices contain search text and time stamp information, as well as the location of where the search was initiated. The location information in search logs contains clues about the searcher’s interactions with the real world. For instance, consecutive searches from approximately the same location that are separated by a significant span of time could indicate an engagement at the particular location. The information utility of an individual’s approximate location within a virtual geographical boundary (referred to as a “geofence”) has been studied extensively within the ubiquitous computing community and forms the basis of several location-based services [7,9,12].

Based on deidentified searches and distances of searches from medical facilities, White and Horvitz [2] have argued that the evidence of health care utilization is related to the acuity of symptom searches. Although such observational analysis of Internet search logs has shown the feasibility of the approach for discovering population-level patterns, the utility of the endeavor to the various stakeholders in a health ecosystem remains unclear. Among other things, assessment of the utility of a predicted health outcome depends on the cost of making the prediction, the “actionability” of the prediction [13], as well as individual goals and value perception [14]. In general, the determinants of predictive utility are hard to measure and possibly subjective. As of this writing, we are not aware of a study that evaluates data mining experiments on Internet search logs from a utility standpoint.

In this study, we assess the utility of predicting health care utilization from the health care provider’s perspective in the context of behaviorally targeted advertising. Recent studies on Internet consumer behavior have sought to model the publisher’s and the advertiser’s payoffs in terms of the performance metrics of a behaviorally targeted advertising campaign [15,16]. The advantage of using such a framework is that it allows for a fine level of control on experimental parameters and produces a concrete measure of the impact of health care utilization predictions within a specific setting. We compute features representing different aspects of search behavior along with surrogate measures of health care resource use directly from users’ search logs and train statistical models to predict future health care utilization from search logs. Our models incorporate features that summarize temporal trends in the semantic and location patterns of searches and allow us to investigate the differential effect of various classes of features on utilization prediction. We then evaluate the impact on ad show conversion rates for search users who were shown ads and whose utilization prediction scores were computed from historical search logs. Our overall study design is depicted in Figure 1.
**Methods**

**Data**

Our dataset consisted of deidentified mobile Internet search logs representing more than 1 billion searches from 9.5 million search users of the Baidu search engine from March 2015 to May 2015, made accessible to the authors under a collaborative research program. The search logs contain search text (Chinese), the time stamp, and the location (latitude and longitude) of the search, and represent searches made from locations within China. Identifying health care utilization based on evidence of searches on mobile devices that were made close to hospitals is prone to false positives and negatives. Search users may work inside or close to hospital locations or may be passing by one, and may not be consumers of health care resources at the time they make the search from locations proximal to a hospital. Similarly, search users may visit a hospital as patients but not search during their visit. We acknowledge that it is not possible to completely eliminate false positives and false negatives when labels are assigned purely on the basis of searches made within the geofences of medical facilities. However, we have successfully reduced the number of false positives in our data by explicitly filtering out “weak” labels.

**Inclusion and Exclusion Criteria**

From all searches that took place between the aforementioned dates, we discarded search users who searched from within 200 meters of a hospital but the evidence of their presence in that location was less than 900 seconds. We also discarded search users who had more than 15 searches in a month from locations in the proximity of a medical facility because these may be individuals who lived or worked close by, or they may be health care professionals. Finally, we excluded users who searched more than five times in a month in the vicinity of different medical facilities. Search logs for the remaining 4 million search users were deemed to have been evidence of visiting a medical facility and 1.5 million distinct search users were randomly sampled from them. We drew a proportionate random sample from all searches, which did not originate within the geofence of a known medical facility, to obtain 8 million distinct search users with no evidence of visiting a medical facility, thus giving a total set of 9.5 million search users. In the absence of relevant user information, we matched our controls on the number of days of available search logs.

Because we were interested in studying the temporal characteristics of search logs that culminated in the visit to a medical facility, we selected those who had search logs for each of 42 or more days preceding their last visit to a medical facility (a higher threshold, we discovered, would reduce our cohort size significantly and adversely impact statistical power). In the remainder of our paper, we refer to this cohort as “patients.”

**Longitudinal Partitioning**

We partitioned the search logs for patients and controls by search days, in which search day $n$ is the $n$th day in the sequence of days for which logs are available for a search user, preceding an endpoint. For patients, we defined the endpoint as the date of their first visit to a medical facility. For controls, the endpoint was picked randomly from each user’s search log. After excluding the last day of visiting a medical facility, we could define an analysis window comprising 41 consecutive search days for patients. We defined a similar analysis window with 41 consecutive search days for controls with an endpoint coterminus with the first search day. Figure 2 illustrates the longitudinal partitioning of our search log data as previously described.
Feature Engineering

We chose three classes of features to study the discriminatory patterns in search logs across patients and controls over a succession of search days. The classes, as described in Table 1, represent general attributes of search logs, semantic properties of the search text, and the location attributes of search logs for each search day in the analysis window. We also created aggregated features that were based on counts of search log properties aggregated over the entire analysis window.

Figure 2. Longitudinal partitioning of search log data with analysis windows covering 41 search days. Control end points were selected randomly.

Table 1. Description of feature categories.

<table>
<thead>
<tr>
<th>Feature categories and description</th>
<th>Aggregate</th>
<th>Daywise</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of searches</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Number of health care-related searches</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Mean session duration</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Mean length of search text</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Session interval reduction score</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Semantic</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of searches for a disease</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Number of searches for a drug</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Number of searches for a medical device</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Number of searches for a medical procedure</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Number of searches containing one of 100 enriched (Chinese) words</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Location</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of searches mapped to one of 53 enriched location categories</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Number of searches whose location labels contain one of 113 words</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

General Features

It has been shown that the linguistic structure of Internet searches influences information retrieval from Web search engines [17]. In a study comparing search characteristics that originate from mobile devices to searches that originate from PCs, Jadhav et al [18] showed that health search queries tend to be longer than general search queries. We chose to include attributes related to the length of the text search and the duration of a search session among our general features. A search session represents several searches linked together by the most prominent themes returned in search results and longer sessions are likely to suggest the evolution of a search user’s interest from general to more specific concepts. We also included the number of searches and number of health care-related searches in both our aggregate and daywise features because a user’s level of concern about a health care issue is likely correlated to...
the number of times they search for information for reassurance or remedy.

**Interval Reduction Score**

Earlier studies on health information-seeking behavior of Internet users have studied the relationship between search behavior and health concerns of search users. For instance, it has been shown that physician information-seeking behavior, as assessed by the mean page view duration for specific websites, is distinct from general online media activity [19]. Health anxiety in patients has also been shown to be associated with specific search patterns, such as intense search activity punctuated by periods of calm [20]. With the intention of capturing differences in such patterns between utilizers and nonutilizers within our data, we computed an interval reduction score (please see Multimedia Appendix 1) for each search day for each user (Figure 3).

For search days with two or fewer searches, the interval reduction score was 1. We experimented with different values of w and obtained best results with small values close to 0.1 and by only considering health care-related searches in a search day.

**Figure 3.** Equation for the Interval Reduction Score (IRS).

We define IRS, $s(j, d)$ for search user $j$ on search day $d$ as

$$ s(j, d) = \frac{1}{n(j, d)} \left[ \sum_{i=2}^{n(j,d)-1} 1 + w \mathbb{1} \cdot (2t_i - t_{i+1} - t_{i-1}) \right] $$

$n(j, d)$ is the number of search logs for search user $j$ on search day $d$

t$_i$ is the starting time stamp for the $i^{th}$ search session for search user $j$ or search day $d$

$\mathbb{1} \cdot$ is the indicator function whose value is 1 if $2t_i - t_{i+1} - t_{i-1} > 0$ and 0 otherwise

w is a weight parameter such that $0 \leq w \leq 1$.

**Semantic Features**

The language of the search queries in our dataset posed a unique challenge to our analysis. On one hand, we could leverage advantageous aspects of the Chinese language, such as the lack of verb conjugation and plural forms. In addition, this allowed us to capture the meaning behind idiomatic expressions that could be challenging to translate. On the other hand, English tokens would enable us to use a wider variety of existing language analytic tools. Thus, we balanced the two approaches by analyzing our tokens in Chinese, and performing token translation and carrying out further analysis in English.

For our Chinese semantic analysis, we identified enriched tokens that were used by patients and controls using a Fisher test with Bonferroni correction. We also evaluated the number of patients and controls that searched for each token on any given day, and compared the term frequency between patients and controls.

We took the union of the tokens from these two analyses, and the best performing 100 tokens were included as features in subsequent analysis, after manually inspecting the features for procedure artifacts. Following this analysis, all tokens from health care queries were translated from Chinese to English for downstream analyses (Figure 4).

To model the variation in search content across search days for patients and controls, we further chose to explicitly characterize the medical content within the search text by using an approach that has been validated in clinical text mining research.

Although the form and structure of search text is fundamentally different from the free text in patients’ records, we noted that certain aspects of the two were strikingly similar from a linguistic standpoint. Intuitively, one may take advantage of this similarity by employing proven tools and techniques that have been used to characterize lexical coverage in the former for achieving similar goals with the latter. In particular, the use of ill-formed sentences, abbreviations, and spelling errors are common to both search text and clinical text, and motivated our choice of a biomedical terminology for identifying and delineating the use of medical terms in search text. We decided to use an extensive terminology of terms drawn from 22 clinically relevant ontologies from the Unified Medical Language System (UMLS) and BioPortal [21]. The lexicon represents more than 3.1 million terms that map to nearly 1.2 million concepts and a functional evaluation of annotations of clinical text based on the same have shown equivalence with more sophisticated natural language processing-based approaches [22]. Because the UMLS provides a mapping from each concept to one or more semantic types, by coalescing relevant semantic types into groups that represent diseases, drugs, devices, or procedures, one may achieve a fine-grained characterization of search terms by determining their group membership. However, because the semantic types as defined by the UMLS semantic network represent key relationships between biomedical concepts, inferring the medical semantics of search text using these semantic types is likely to be noisy. Results from our initial experiments showed many examples of misattributions on account of the domain specificity of our lexicon. For example, commonly occurring terms in search texts (eg, dame, gift, blade) are mapped to medical concepts that are grouped as a drug (D-Ala2-methionine enkephalinamide), a procedure (gamete in fallopian transfer), and a device, respectively. To address this issue, we investigated whether such misattributions were more pronounced for certain semantic groups than others. We segregated search texts in our training
set into health care and non-health care categories on the basis of whether a token in the translated text mapped to any one of the four high-level semantic groups mentioned previously. We then compared the segregation with an independent categorization based on Baidu’s knowledge graph. We then repeated the experiment, each time leaving out one of the four semantic groups for making the health care categorization of search texts.

We observed that leaving out the device subgroup results in an overall improved agreement between the two segregations (from 15.2% with all four groups to 40% when only using drugs, diseases, and procedures), whereas leaving out other groups did not show improvement. Therefore, we used membership counts of individual searches into the groups drugs, diseases, and procedures for features indicating the nature of the medical content in queries on a given search day. We noted that the semantic groups for drugs, diseases, and procedures represented the largest grouping of concepts within the UMLS [23-25] and, hence, are likely to be the most relevant groups in a lexicon-based semantic analysis approach. Similarly, membership counts across the full analysis window yielded the aggregated semantic features related to medical content.

Figure 4. Framework for search text translation and mapping.

Search Specificity
Information returned by medical searches is known to influence concerns related to health, which in turn modulates subsequent search behavior [20]. Concerns about common symptomatology have been shown to escalate into searches for serious and rare diseases [26] and anxiety regarding one’s health is likely to influence health care utilization intent [3], possibly precipitating a visit to a medical facility. Thus, we were interested in modeling the evolution of searches that progressed from a general inquiry regarding symptoms into a specific inquiry regarding a serious health condition. We chose to use the information content score of the most specific term in a search as an indicator of the generality of the subject matter of the search. The information content score takes advantage of the hierarchical structure of a medical ontology to ensure a monotonically nondecreasing measure of specificity and may be computed based on document-level frequency of a term in a corpus. For search terms that mapped to our medical terminology, we computed session-level information content scores from the segmented search texts. As with other semantic features, we chose the highest daywise score for all searches from a given search day for a daywise measure of search specificity.

Location Features
To build location features, we attached location labels to the latitude and longitude coordinates of searches. We used the Gecko Landmarks (Gecko Landmarks Ltd, Espoo, Finland) application program interface (API), which takes the latitude and longitude as input and outputs the 10 closest landmarks to this referenced location ranked by distance along with name and category labels for each landmark. For example, for a reference location given by latitude 39.903651 E, 116.415505 N, the Gecko API returns Beijing Hospital as the closest landmark with a category label of “hospital.”

We rounded each geographic coordinate to four decimal places and then filtered for uniqueness. This resulted in less than 10 million coordinate pairs without a significant loss of precision. Coordinates with accuracy up to four decimal places represented an accuracy of approximately 11 meters, which we considered adequate for our location features. We then obtained access to a rate-limited instance of a Gecko server and carried out a batchwise conversion of our unique, binned coordinates to obtain the respective location labels (Figure 5). The batchwise lists of landmarks were merged and mapped back to the original location coordinates from which we built our feature matrix. Specifically, the features were the number of searches made by a user from a given landmark category (eg, health, restaurant).
We also created features based on individual words in the location names. For example, searches from an educational building could have the words “elementary” or “university” in the location names that were identified by the Gecko API. Although both universities and elementary schools have a category label of “education,” they have opposite effects on predicting hospitalization; the former term is enriched whereas the latter is slightly depleted in patient’s search logs. We indicated the presence or absence of a word token in a search location name using a binary (0,1) variable. Features based on individual tokens in location names captured additional granularity without imposing a structure on the location names a priori.

Figure 5. Extraction of place category labels.

Building Prediction Models

We constructed a variety of supervised machine-learning models based on our aggregate and daywise features. In fitting our models, the aggregate feature set and the daywise feature sets were divided into 80% for training and the remaining 20% for testing. Given the sparsity and correlations within our features, we focused primarily on using regularized models to reduce the dimensionality of our feature set and to avoid overfitting. All machine-learning analyses were performed using R 3.2.0 (R Development Core Team, Vienna, Austria). We selected linear, nonparametric, and ensemble methods to evaluate the best fit to our data. For linear models, we built lasso, ridge, and elastic net models using the “glmnet” package. Five-fold cross-validation was applied to the training set to determine the optimal tuning parameter lambda for lasso and ridge classification. For elastic net, a grid search was performed to determine lambda and alpha. The lambda that was within 1 standard error of the lambda that produced the minimum cross-validation error was selected for these models to prevent overfitting. In addition to linear models, we built support vector machine (SVM) models with a Gaussian kernel (using e1071) and random forest models (using the “randomForest” package). For our SVM models, gamma was set to 1 divided by the number of features, and the cost was chosen via cross-validation. To evaluate the performance of our models, we constructed receiver operating characteristic (ROC) curves. We used the area under the curve (AUC) of the ROC curve to compare the performance of our classifiers in the held-out test sets.

Choosing the Most Informative Features

As described in the section on feature engineering, our initial feature design choices were guided by insights generated in prior work as well as by our experience of mining medical content. Our three feature categories attempt to discriminate between utilizers and nonutilizers based general search use, search contents, and search locations, respectively. Learning spatial trajectory patterns from location tags and learning linguistic patterns from embedded search texts requires the use methods from different subfields within machine learning, each an area of active research by itself. To guide further work on feature design and improvement, we measured the individual contribution of each of three feature categories on prediction performance. We trained three models on three different feature matrices, each containing features from only two of the three feature categories. Each model was tested against the held-out test data, featured in the same way.
Measuring the Impact of Utilization Prediction

We validated our prediction model through an experiment conducted in Baidu’s mobile search ads system, which charges advertisers based on user clicks. The model used in online evaluation is modified to comply with commercial limitations (such as the use of location APIs). However, the model contains similar category of features, reconstructed from the raw search log data. Medical facilities that advertise via the system are interested in a low cost per conversion (CPC) and a higher show conversion rate, which implies more efficient use of the advertising budget. Our objective was to measure the relationship between ad conversions and the prediction of health care utilization. In particular, we wished to evaluate if displaying medical facility advertisements to predicted health care utilizers results in higher show conversion rate, “conversion” being defined as a single health care utilization by a search user, satisfying the following two conditions: (1) the search user had no utilization of the same medical facility within 1 month before the conversion, and (2) the utilization took place within 2 weeks after the search user was shown the ads from this specific hospital.

Intuitively, the first condition restricts the conversion to be a new hospital utilization rather than a readmission, while the second encourages a relationship between ads display and hospitalization. A rigorous argument establishing the linkage between condition 2 and causality is beyond the scope of this paper. Instead, we refer the interested reader to relevant work in this area [27,28] and the references therein.

Offline Evaluation

We carried out an offline evaluation prior to deploying the model in a production setting. Our goal was to ascertain the efficacy of the predicted health care utilization scores on real posterior conversion data. We first collected logs of all search users who had been shown medical facility advertisements between June 1 and June 7, 2015. Using our prediction model, we generated health care utilization scores for these users based on their search logs from May 2 through May 31, 2015. For each search user \( A \), we obtained a predicted health care score (a real number between 0 and 1) and a conversion label (0 or 1). We adopted the following metric, which is considered to be more interpretable for the evaluation task at hand compared to the conventional AUC. We ranked these search users by their predicted scores and plotted the show conversion rate versus risk score. The local show conversion rate for a search user is defined as the conversion proportion within a T-person window centered at the risk score for the user (Figure 6). This local show conversion rate at a given risk score represents the approximate conversion probability of people with scores close to the given risk score and is aligned with the way our model was adopted in the online experiment (described in the following sections).

Figure 6. Equation for local show conversion rate.

\[
\text{Prediction score for a search user } A_i \text{ is denoted } \hat{p}_{A_i}
\]

\[
\hat{p}_{A_1} \leq \hat{p}_{A_2} \leq \ldots \leq \hat{p}_{A_n}
\]

The local conversion rate for a search user \( A_i \) is denoted as \( r(\hat{p}_{A_i}) \)

Formally

\[
r(\hat{p}_{A_i}) = \sum_{S \in W_T(A_i)} L_S / |W_T(A_i)|,
\]

where

\[
W_T(A_i) = \left\{ A_j: i - \frac{T}{2} \leq j \leq i + \frac{T}{2} \right\}
\]

Online Evaluation

Health care utilization prediction scores were generated on a daily basis from search users’ previous day’s logs. Feature generation and prediction was carried out using Baidu’s MapReduce framework. MapReduce jobs running on a cluster with 50 HPC machines, composed of 550 physical cores and 6.4 terabytes of memory in total typically take 3 hours for feature and score generation. The predicted scores are stored in Baidu’s online k-v servers with 70 gigabytes of memory, where the online ads system can use them to modify the ads bidding coefficients. The online evaluation was carried out on approximately 10 million mobile users of Baidu apps. The user pool for this experiment is large enough to avoid user-to-user variations. We split these users into two parts to conduct the A/B test. For each user in the treatment group B, the predicted score was mapped to a coefficient in the interval (0.7, 1.3), which was then used to adjust the probability that a health care ad was displayed, whereas the control group A was left unchanged.

Results

Predictive Model for Health Utilization

The AUCs for our feature sets across all models are shown in Table 2. Our models showed the poorest performance with the aggregate features, with the highest AUC at 0.627 from the lasso model. On the daywise features, we observed the best performance with random forest, reaching an AUC of 0.796. The AUC when a single feature category was omitted was 0.781, 0.789, and 0.779 when the omitted categories were semantic, general, and location, respectively. Omission of location features caused the largest drop in AUC, followed by the omission of semantic and general features. We used a random forests classifier with daywise features for measuring the individual contribution of the feature categories.
Predicting Utilization by Specialty
Many of the geofenced locations allow sublocalization of searches via network access points that served as sublocation indicators. For medical facilities where this was feasible, the user search logs could be tagged with access point identifiers that were, in turn, mapped to hospital departments. We collapsed department tags into four broad categories covering treatments related to male utilizers, treatments related to female utilizers, beauty treatments, and other specialty treatments, and investigated the feasibility of learning search log predictors that may classify a health care utilization by visit type. For a random forests classifier trained on our daywise features, we obtained a held-out test accuracy of 0.632 and AUC of 0.592, where AUC for the multiclass classification was computed as a mean of all pairwise comparisons as discussed by Hand and Till [29].

Feature Importance
An examination of the top 30 positive and negative features from our daywise models (tabulated in Multimedia Appendix 2) indicates a high degree of overlap among the top ranking features. The overlap increased if we disregarded the day for which the feature was selected. All features pertained to search log events within 15 search days preceding the outcome (health care utilization). The number of search sessions per search day was among the top features for all models except the elastic net. The interval reduction score feature, which summarizes the lengthening/shortening of search intervals for all searches made by a user per day, appeared among the top 30 positively associated features in two of our models. The number of visits to place categories labeled as accommodation or health care facility appeared as important features in three of the daywise models.

Offline Evaluation
Figure 7 shows the expected change in the show conversion rate with changes in the prediction risk score. Note that the horizontal axis has been normalized and represents the percentile of population with increasing predicted scores. Therefore, the AUC approximates the proportion of all converted ad views. Our offline experiment using data from May 2 through May 31, 2015, resulted in a monotonically increasing curve confirming that a high predicted score implies a high show conversion rate; thus, justifying our online experiment.

Table 2. Areas under the curve for aggregate and daywise feature sets.

<table>
<thead>
<tr>
<th>Model</th>
<th>Aggregate</th>
<th>Daywise</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>training</td>
<td>Test</td>
</tr>
<tr>
<td>Lasso</td>
<td>0.899</td>
<td>0.627</td>
</tr>
<tr>
<td>Ridge</td>
<td>0.890</td>
<td>0.598</td>
</tr>
<tr>
<td>Elastic net</td>
<td>0.901</td>
<td>0.601</td>
</tr>
<tr>
<td>Support vector machine, radial kernel</td>
<td>0.983</td>
<td>0.590</td>
</tr>
</tbody>
</table>
Online Evaluation

Several metrics including show conversion (the ratio between number of ads shown and hospital visits) and the cost per action (CPA) for shown conversions were tracked in the online experiment for the time period between August 24 and September 27, 2015. The reported numbers are the relative change between the experiment group and the control group. For reasons of confidentiality, we do not disclose the revenue of the advertisers. Two models were applied separately on two experiment groups, one had location-based features and the other did not. As expected, the model with location features showed a higher conversion (3.96% vs 0.67%) and lower CPA (−1.77% vs 1.61%).

Discussion

The value of Internet search logs as valuable repositories of patient-generated biomedical information is widely appreciated. Because location data offer an opportunity to link search users’ virtual behavior with their real-world activities, it holds promise for many areas of medical research that have heretofore remained impregnable to conventional research techniques.

Principal Results

The experiments described in our study demonstrate the relationship between predicted health care utilization and show conversion rate of targeted advertising (our surrogate measure of utility). The show conversion evaluates how many hospital visits happen after we show health care-related ads to the users and demonstrates that our online evaluation results are in good agreement with the model. Both models (with or without location-based features) have higher show conversion, suggesting users in experiment groups are prone to be affected by those advertisements. The model with location-based features has higher change of show conversion, which is consistent with results that the performance drops most suddenly when omitting the location features. The CPA is a similar metric to the CPC, which considers the cost per show conversions. It is observed that the location-based features helped lower CPA.

Limitations

With its high sparsity, missingness, and vulnerability to contamination, geotagged search data also pose unique challenges for informatics research. A key limitation is the vulnerability to noise from searches close to the observation boundaries, as well as from false negatives that arise from our labeling approach. We expect that search data that span larger observation windows will allow creation of clear feature sets. Methods that attempt to learn from only positive labeled data may also be explored to control for false negative labels. Although feature sparsity in longitudinal patient histories is an active area of research in clinical informatics, search log texts add a new dimension to the challenge in at least two ways. First, given the “consumer” nature of the search texts, identifying biomedical content requires the use of a consumer health lexicon as well as session-level context detection, unlike patient notes where a term within the context of the note unambiguously represents a concept. Secondly, the “Internet scale” of the data and the approximated truth labels result in long-tailed distributions of potential health care concepts (eg, the occurrence of the token “gift” in health care utilizers’ searches versus in nonutilizers’ searches).

The relationship between the performance of prediction algorithms and the impact on utility—analogous to net reclassification in clinical studies [30]—has not been examined in our work. Specifically, the decision rules mapping a health care utilization prediction score to the probability of a health care advertisement being served impacts the overall show conversion rate. For example, a prediction model with a high AUC (capable of a high true positive rate and a low false positive rate simultaneously) coupled to a decision rule that results in advertisement displays to searcher users with low prediction scores would be inefficient. In general, this holds true in many health care prediction tasks where a high AUC may be a misleading indicator of the utility of the prediction model as it effectively leads to no net reclassification [30,31]. A full investigation into dynamic calibration of decision rules for mapping prediction scores to advertisement views and the impact on CPC metrics is beyond the scope of this study.

Comparison With Prior Work

We note that mining of search texts for the purposes of syndromic surveillance has been actively studied in the past [32-34]. The study by Wang et al [35] in forecasting new outpatient visits related to dementia based on predictive tokens in search texts focuses on the problem of predicting health care utilization from the provider’s perspective. Nagar et al [36] have constructed spatiotemporal models based on tweets localized to New York for influenza surveillance. Our experiments suggest that in addition to using tokens as semantic predictors, features based on the location of the search improve the performance of utilization prediction models. Further, we were able to link click-throughs with subsequent geolocation search data to improvise a metric for assessing prediction impact.

Our work on predicting health care utilization from geotagged search logs is conceptually similar to the privacy-sensitive analysis of geotagged data from mobile devices by White and Horvitz [2] in that we make use of biomedical lexical resources to characterize the medical content in a search. However, our approach is novel in the use of a stack of temporal features based on a fixed analysis window of search days. The higher resolution of our approach is able to capture the progression of a wide variety of search attributes. Among our top daywise features, the number of queries on the search day preceding the day of a medical visit is selected by both the random forests and the ridge regression models and is in agreement with the results from White and Horvitz.

The association between health care utilization and temporal news trends has been examined previously [37]. A key finding in earlier studies on search log-characterized patient behavior is the escalation of health-related anxiety in the period leading to a health care utilization episode [8,21]. We believe that characterizing the temporal progression of relevant search features can reveal markers of anxiety escalation that precipitate health care utilization. In this work, we relied on the information content of search text tokens as a measure of the specificity of the text and compute the mean of the highest information content
score (most specific token) of all searches made by a user within a search day. The mean information content score a few weeks prior to the hospital visit is selected by our L1 penalized logistic regression model as one of the top predictors. Given the sparse feature space (consisting of more than 1 million tokens), the L1 penalty results in the shrinkage of all but a small set of predictors. The mean information content score is unable to survive the selection criterion in models that do not have such sparsity-handling mechanisms.

In addition, we define another measure of anxiety—the interval reduction score. The interval reduction score, as defined in the Feature Engineering section, is the mean (daywise) shortening or lengthening of the interval between consecutive health care-related searches. For two of our daywise models, the interval reduction score in the 2 weeks prior to the hospital visit is among the top predictors. The models trained on daywise features for predicting health care utilization performed better compared to the models trained on aggregate features suggesting that daywise progression of search attributes better represents search behavior that signals health care resource utilization.

Conclusions
Overall, the results of the two sets of experiments—first the proof-of-concept done in a research setting and second the offline as well as online experiments on the utility of health utilization predictions—support the claim that it is possible to accurately predict future patient visits from geotagged mobile search logs and that such prediction can have utility for health care providers.
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Abstract

Background: Most research on how to enhance response rates in physician surveys has been done using paper surveys. Uncertainties remain regarding how to enhance response rates in Internet-based surveys.

Objective: To evaluate the impact of a low-cost nonmonetary incentive and paper mail reminders (formal letter and postcard) on response rates in Internet-based physician surveys.

Methods: We executed a factorial-design randomized experiment while conducting a nationally representative Internet-based physician survey. We invited 3966 physicians (randomly selected from a commercial database of all licensed US physicians) via email to complete an Internet-based survey. We used 2 randomly assigned email messages: one message offered a book upon survey completion, whereas the other did not mention the book but was otherwise identical. All nonrespondents received several email reminders. Some physicians were further assigned at random to receive 1 reminder via paper mail (either a postcard or a letter) or no paper reminder. The primary outcome of this study was the survey response rate.

Results: Of the 3966 physicians who were invited, 451 (11.4%) responded to at least one survey question and 336 (8.5%) completed the entire survey. Of those who were offered a book, 345/2973 (11.6%) responded compared with 106/993 (10.7%) who were not offered a book (odds ratio 1.10, 95% CI 0.87-1.38, P=.42). Regarding the paper mail reminder, 168/1572 (10.7%) letter recipients, 148/1561 (9.5%) postcard recipients, and 69/767 (9.0%) email-only recipients responded (P=.35). The response rate for those receiving letters or postcards was similar (odds ratio 1.14, 95% CI 0.91-1.44, P=.26).

Conclusions: Offering a modest nonmonetary incentive and sending a paper reminder did not improve survey response rate. Further research on how to enhance response rates in Internet-based physician surveys is needed.

(J Med Internet Res 2016;18(9):e244) doi:10.2196/jmir.6318
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Introduction

Surveys remain a widely used, cost-effective means of assessing the attitudes, beliefs, and practices of physicians. However, conducting physician surveys is challenging. Response rate, a benchmark commonly used in appraising survey quality, is typically 10% lower in physician surveys than in nonphysician surveys [1,2] and appears to be decreasing for many physician
subgroups [3,4]. Although a high response rate may not be the best predictor of overall survey quality [5,6], low response rates raise concerns about study precision, nonresponse bias, and the overall inferential value of study findings.

Recent reviews of the literature on physician survey response behavior have identified the method of initial contact, mode of administration, and approach to nonrespondent follow-up as important determinants of response rate [4,7-10]. Electronic survey methods, and Internet-based surveys in particular, are becoming increasingly popular owing to their potential for reduced time spent in collecting data, immediate availability of data once collected, improved data quality, and overall cost savings [11-16]. However, electronic modalities often have lower response rates than paper mailed surveys [4,7,11,15-24].

Although uncertainties remain regarding how to enhance physician response rate in Internet-based surveys, incentives constitute one possible support. Incentives increase the perception of value, trust, reciprocity, and appreciation on the part of the respondent [4,25]. Research indicates that incentives improve response rates and that monetary incentives are more effective than nonmonetary incentives [3,7,8,26,27], yet most studies investigating the impact of incentives on physician survey response have done so in the context of mailed, paper-based forms [11]. There remains a paucity of evidence concerning how incentives work in the context of electronic surveys of physicians.

Physician survey response can also be improved through multiple follow-up contacts, although the optimum number of contact attempts remains unclear [27]. In the context of an Internet-based survey, sending follow-up reminders via email to invitees who fail to complete an Internet-based survey after the initial invitation costs virtually nothing [11]. However, repeated email reminders may backfire, hardening prospective respondents’ resistance to future requests. Thus, email reminders may be less desirable than reminders via other methods (eg, mail or telephone). In one study, even after sending the nonresponding physicians 4 emailed reminders, the overall response rate improved substantially after investigators sent nonresponding physicians a paper letter with a printed URL that the physicians used to access the Internet-based survey [12]. Little consensus exists regarding what reminder approaches are most efficient and effective in increasing response rates among physicians, regardless of data collection mode. This investigation is a response to specific calls for further testing in this area [28,29].

Despite the importance of physician surveys and ongoing concerns over participation, few randomized trials have examined potential strategies to address nonresponse [7,25]. Moreover, even when physician surveys are optimally executed (and enjoy high levels of participation) the investigators infrequently describe the challenges they encountered [3,28]. As such, significant gaps remain in our understanding of best practices in physician survey research. We sought to address these knowledge gaps.

We hypothesized that a low-cost nonmonetary incentive and a paper mail reminder would improve response rates in an Internet-based survey of physicians. We also hypothesized that a personalized formal letter would have only a slightly greater benefit than a personalized postcard. We tested these hypotheses using a factorial-design randomized experiment in the context of a nationally representative Internet-based physician survey. To our knowledge, no one has applied such a design to study the process of conducting physician surveys.

Methods

Survey Procedures

From September to December 2015, we conducted a self-administered Internet survey among a random sample of licensed physicians in the United States. The survey sought physician opinions regarding 2 topics that we believed they would perceive as personally important, namely, maintenance of certification and continuing medical education. Maintenance of certification is presently a matter of controversy and debate [30,31], and both this and continuing medical education [32,33] directly affect the professional lives of nearly all physicians. Details of survey development and results will be published separately.

The survey was administered using Qualtrics (Qualtrics LLC, Provo, UT, USA). All invitees received an email (Textbox 1) inviting them to complete the survey, accessible via an embedded URL link unique to each invitee. Consistent with the protocol used by Braithwaite and colleagues [15] in which it took 5 reminder emails to achieve a 52% response rate, we sent 6 reminder emails on days 11, 20, 31, 36, 48, and 58. A subset of participants also received 1 paper reminder as outlined below.
**Textbox 1. Initial invitation email.**

[Email subject line: CME and MOC – Survey of physicians' needs]

Dear Dr. [last name],

Continuous professional development (CPD), including maintenance of certification (MOC), affects all physicians. Our group is trying to promote changes to make CPD easier and more effective.

We invite you to participate in a nation-wide survey, and make your voice heard on these important issues! Those who complete the survey can request a free copy of the “Mayo Clinic Handbook for Happiness: A Four-Step Plan for Resilient Living.”

This survey asks physicians' opinions about MOC, continuing medical education, and online learning. We want to understand what you do to maintain your professional knowledge and skills, what challenges you face, and—most importantly—what needs to change.

We anticipate this will take about 7 minutes to complete. Your responses will be anonymous. We would be grateful to receive responses by October 21, 2015.

Click here to start the survey.

We thank you in advance for your participation. Feel free to contact any of us if you have questions.

Sincerely,

[study investigators]

This study has been approved by the Mayo Clinic Institutional Review Board. All responses will be anonymous (unless otherwise explicitly noted) and strictly confidential.

-------------------------

Editorial note: The italicized text was deleted in the “no book offer” group for the initial email and all subsequent reminders. The email text varied slightly for each follow-up email, but the incentive text remained unchanged. CME = continuing medical education.

---

**Interventions**

This factorial-design study tested 2 interventions (Figure 1). First, we systematically altered the emails inviting physicians to participate, with one version offering a book (the *Mayo Clinic Handbook for Happiness: A Four-Step Plan for Resilient Living* nominal cost about US $10) upon completion of the survey and the other version making no mention of any tangible incentive (Textbox 1). Although the wording of the reminder emails varied slightly, the presence or absence of the book offer remained constant. We randomly assigned 75% of invitees to receive emails with the book offer. All respondents were offered the book upon completion of the survey; the intervention in this case was the up-front notification regarding the book.

Second, 7 days after the first email we sent a reminder via paper mail to a subset of invitees using two formats. We timed this mailing to arrive at approximately the same time as the first email reminder. The invitees in one group received a personalized letter (Multimedia Appendix 1, Box 1), printed on institution letterhead bonded paper and sealed in an envelope, asking them to complete the survey using the link they had received via email, or to contact the study investigators if they had not received or had deleted the email. A second group received a similar message via a personalized postcard (Multimedia Appendix 1, Box 2) that included the institution logo on both sides and was signed by one of the investigators. A third group received no paper reminder. We randomly assigned 40% of the initial sample to the letter group, 40% to the postcard group, and 20% to the no paper reminder group. Only 1 paper reminder was sent.
Human Subjects
We obtained a sample of 4648 names and email addresses selected at random from the LexisNexis Provider Data Management and Services database of all licensed US physicians (LexisNexis Risk Solutions, Alpharetta, GA). This study was approved by the Mayo Clinic Institutional Review Board. Survey response was tracked but responses were deidentified before analysis. Randomization for both interventions was done at the same time before the survey began by a research assistant using a random number generator (Microsoft Excel).

Outcomes and Data Collection
The primary outcome of this study was the survey response calculated using the American Association for Public Opinion Research formula RR2 (Response Rate 2) [34], that is, the number answering at least one survey question divided by the number of surveys sent less those returned as undeliverable. Secondary outcomes included the number of respondents who completed the entire survey, those who actually claimed a book, and time to response (defined as the number of days between the initial survey mailing and the response date). We obtained demographic information on physician sex, age, degree, specialty, and practice location from the LexisNexis database. For analysis purposes we dichotomized physician specialty as generalist (family medicine, general internal medicine, or general pediatrics) and nongeneralist.

Data Analysis
We compared response rates between interventions and across physician subgroups using the chi-squared test and report odds ratios with 95% confidence intervals for dichotomous variables. We used logistic regression to explore potential interactions between the interventions and physician demographic subgroups. We graphed time to response to visually explore its association with reminder emails. We performed statistical analyses using SAS version 9.4 (SAS Institute, Inc, Cary, NC, USA), using two-sided tests and \( P \leq .05 \) as the threshold of statistical significance. To achieve 80% power to detect an absolute improvement of 5%, we estimated we would need to invite 4000 physicians (providing 81% power assuming baseline response rate of 10%, 87% power assuming baseline rate of 25%). All participants were analyzed in the groups to which they were originally assigned (“intent to treat”).

Results
Survey Response
We obtained the email addresses of 4648 licensed physicians, randomly assigned these to intervention arms (Figure 1), and sent them an email invitation. We received notification that 682 emails were undeliverable, leaving 3966 potential respondents (Table 1). Of these 3966 physicians, 451 (11.4%) responded to at least one survey question during the study period and 336 (8.5%) completed the entire survey. Twenty-six physicians clicked the survey link but did not answer any questions, and...
84 opted out of the survey. We received no response during the study period for the remaining 3405 emails.

Of the undeliverable emails, for 673 we received notice that the email address was invalid and for 9 we received automated messages indicating that the physician would only accept emails from approved senders. One representative message read, “To control spam, I now allow incoming messages only from senders I have approved beforehand. If you would like to be added to my list of approved senders, please fill out the short request form (see link below).” We did not fill out such forms.

**Impact of Book Incentive Offer**

Of 2973 physicians who were offered a book in the email invitation, 345 (11.6%) responded to at least one survey question compared with 106 of 993 (10.7%) physicians who were not offered a book (odds ratio 1.10, 95% CI 0.87-1.38, \( P = .42 \)); see Figure 2. Converting this odds ratio to absolute rates relative to the baseline rate for those not offered a book, the 95% CI for response among those offered a book ranged from 9.5% to 14.2%.

Among the 336 respondents who completed the entire survey, 224 (66.7%) requested a book. Those who had been offered a book ultimately requested one slightly more often (177/257, 68.9%) than those who had not been offered a book (47/79, 59.5%; odds ratio 1.51, 95% CI 0.89-2.54, \( P = .12 \)).

**Table 1. Demographics of invitees and respondents.**

<table>
<thead>
<tr>
<th>Demographic feature</th>
<th>Invitees (N=3966)(^a)</th>
<th>Respondents (N=451)(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (SD; interquartile range)</td>
<td>54.9 (11.5; 46-63)</td>
<td>55.3 (10.5; 47-62)</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>2637 (66.5)</td>
<td>290 (64.3)</td>
</tr>
<tr>
<td>Degree, MD(^b), n (%)</td>
<td>3791 (95.6)</td>
<td>442 (98.0)</td>
</tr>
<tr>
<td><strong>Specialty(^c), n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General medicine or pediatrics</td>
<td>1244 (31.5)</td>
<td>117 (25.9)</td>
</tr>
<tr>
<td>Surgery or anesthesia</td>
<td>1041 (26.4)</td>
<td>128 (28.4)</td>
</tr>
<tr>
<td>Nongeneral clinical</td>
<td>1412 (35.8)</td>
<td>174 (38.6)</td>
</tr>
<tr>
<td>Diagnostic</td>
<td>253 (6.4)</td>
<td>32 (7.1)</td>
</tr>
<tr>
<td><strong>Region(^d), n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Northeast</td>
<td>852 (21.5)</td>
<td>98 (21.7)</td>
</tr>
<tr>
<td>Midwest</td>
<td>803 (20.3)</td>
<td>97 (21.5)</td>
</tr>
<tr>
<td>South</td>
<td>1364 (34.4)</td>
<td>151 (33.5)</td>
</tr>
<tr>
<td>West</td>
<td>941 (23.8)</td>
<td>105 (23.3)</td>
</tr>
</tbody>
</table>

\(^a\) Invitees are physicians who were sent an email that was not returned as undeliverable; respondents are those who answered one or more survey questions. Responses may not sum to column total N owing to missing data.

\(^b\) MD: doctor of medicine. Non-MD degrees were doctor of osteopathy (DO).

\(^c\) General medicine includes family medicine and internal medicine; surgery includes ophthalmology and obstetrics/gynecology; nongeneral clinical includes medical subspecialties (cardiology, pulmonology, etc), dermatology, emergency medicine, neurology, and physical medicine, among others; diagnostic includes radiology and pathology and their subspecialties.

\(^d\) Regions are classified according to US Census Bureau definitions.
Figure 2. Survey response rate with different incentives and reminders. Dark gray bars show response rate by incentive (book offer or none), \(P=0.42\). Light gray bars show response rate by paper reminder (letter, postcard, or none), \(P=0.35\). Error bars indicate the 95% confidence interval for the binomial proportion.

Impact of Paper Reminders
Sixty-six physicians responded before receiving the mailed paper reminders. Among the remaining 3900 physicians, the mailed paper reminders had no significant impact on response rates, with 168/1572 (10.7%) letter recipients, 148/1561 (9.5%) postcard recipients, and 69/767 (9.0%) email-only recipients responding to at least one survey question \(P=0.35\). When dichotomized as any paper reminder (316/3133, 10.1%) versus none, the results were again not statistically significant (odds ratio 1.13, 95% CI 0.86-1.49, \(P=0.36\)). Converting this odds ratio to absolute rates relative to the baseline rate for those not receiving a paper reminder, the 95% CI for response among those receiving any paper reminder ranged from 7.9% to 12.8%. Comparison of the response rate for those receiving letters or postcards was likewise not statistically significant (odds ratio 1.14, 95% CI 0.91-1.44, \(P=0.26\)).

Results for both the book incentive and paper reminder were similar when only those who completed the entire survey were counted as respondents (data not shown).

Associations of Response Rate With Demographic Features
We explored associations between response rate and several demographic features. Response rate varied significantly by age \(P<0.001\), with both younger (response rate 8.8% for age < 45 years) and older (9.0% for age ≥65 years) physicians responding less frequently than others (12.8% for age group 45-54 years, 14.9% for age group 55-64 years). We found no significant difference in response rates across specialties as classified in Table 1 \(P=0.06\); however, generalist (family medicine, internal medicine, and pediatric) physicians responded less often (9.4%) than nongeneralist physicians (12.3%; \(P=0.007\)). Physicians with a doctor of medicine (MD) degree were twice as likely (442/3791, 11.7%) to respond as those with a doctor of osteopathy (DO) degree (9/174, 5.2%, \(P=0.008\)). We found no significant difference by sex \(P=0.30\) or geographic region \(P=0.90\).

In multivariate analysis simultaneously accounting for all 5 demographic variables, namely, age, specialty (generalist vs nongeneralist), degree, sex, and region, statistically significant predictors of response were age \(P<0.001\), specialty \(P=0.003\), and sex (161/1329, 12.1% female, 290/2637, 11.0% male; \(P=0.02\)).

Interaction Between Interventions and Demographic Features
We explored interactions between the study interventions and demographic features as well. Independent adjustment for age, specialty (generalist or nongeneralist), sex, and geographic
region did not change the finding of no effect from the book incentive or the reminder. We found no significant interaction between any intervention and any of these demographic features ($P_{interaction} \geq .09$).

**Influence of Email Reminders**

Figure 3 shows a timeline of cumulative responses and illustrates the continued favorable impact of repeated reminder emails.

**Discussion**

**Summary of Findings**

Optimizing the response rate of Internet-based surveys is a matter of great importance to survey researchers. In this randomized experiment, we found that offering a modest incentive had no impact on response rate in an Internet-based survey. We also found that paper reminders had no impact on response rate, whether in the form of a formal letter or a postcard. Generalist (family medicine, internal medicine, and pediatric) physicians responded less often than nongeneralist physicians, and middle-aged physicians responded more often than younger or older physicians, but we found no significant interaction between the study interventions and specialty or age. We observed a meaningful number of additional responses after each of the 6 reminder emails.

**Limitations**

The greatest limitation of this study is the overall low response rate. A recent meta-analysis [4] estimated the average survey response rate among health professionals at 53%; however, a review focused on Internet surveys of physicians found that response rates <20% are not uncommon [11]. Although the low response rate does not affect the internal validity of the study findings, it could affect the generalizability of these results to other survey contexts. We note that despite the low response rate, the confidence intervals exclude what would be considered by most researchers to be a meaningful difference in response rate.

One possible explanation for the overall low response rate is that email addresses were invalid or not monitored, but we were not notified. If true, this would not affect our conclusions unless there were a systematic bias in the distribution of invalid emails (which seems unlikely). Another possibility is that physicians perceived relatively low value in this incentive—perhaps they simply were not interested in this particular book. Research suggests that an unappealing incentive in some situations may be worse than no incentive at all. For example, one study found that offering free continuing medical education credit to Internet survey respondents actually resulted in lower response rates compared with no incentive [35]. Alternatively, the promise that the book would be delivered at a later date might have been
less motivating than an immediately present, tangible incentive. The logistical difficulty of providing an immediate meaningful incentive reflects a limitation of Internet-based surveys generally [36,37] and among physicians specifically [11]. A third possibility is that the invitees did not find the survey topic interesting. Like other professionals, physicians will not complete a survey if the topical importance (eg, unclear or perceived as low [25]). Although maintenance of certification and continuing medical education appear prominently in current physician discussion venues, it is possible that the invited physicians perceived low personal salience in these topics.

Strengths of our study include the randomized design and adequate power to detect even small intervention effects, if present.

Integration With Prior Work
Prior investigations of methods for physician surveys, conducted primarily in the context of paper surveys, indicate that incentives increase participation. Our findings suggest that in Internet-based surveys the incentive may play a smaller role, perhaps because the promise of a future reward prompts less motivation than would a tangible gift. This suggestion is supported by prior research [38-40] indicating that noncontingent prepaid monetary incentives (eg, including US $5 with an initial paper survey invitation) yield higher response rates than contingent postcompletion offers, such as that used in our investigation.

Research also suggests that sending paper reminders after an initial email invitation or offering the opportunity to complete the survey via the Internet or on paper increases physician survey response rates [19,41]. We hoped that a single paper reminder might have a similar effect, but unfortunately, such was not the case.

The field of electronic surveys continues to evolve. Tools to conduct such surveys have become more ubiquitous, more powerful, and more user-friendly in recent years. While these improvements make it easier for health service researchers to conduct Internet-based survey research, it also makes it easier for everyone else to do the same. Thus, physicians (along with many other people) often feel overwhelmed by survey invitations (“surveyed to death”) and other unsolicited emails (“spam”) and may indiscriminately ignore, delete, or opt out of all survey requests. In addition, the increasing prevalence and awareness of electronic threats (eg, computer viruses, phishing, and identity theft) lead people to protect themselves from emails arising from unknown senders. A small percentage of the physicians invited to participate in our survey blocked all emails from unknown senders, a solution that may become more popular in coming years. The evolving landscape of Internet-based surveys will continue to challenge those using this mode of administration.

Conclusions and Implications for Research Methods
Our study has several implications for best practices in survey research. First, the book incentive did not improve response rates. Because this contradicts prior work on incentives in paper surveys, it remains to be seen whether this finding was simply related to the particular incentive or survey topic or whether it indicates a general lack of benefit from contingent nonmonetary incentives in the context of Internet-based physician surveys.

Second, the paper reminder also did not help, whether in the form of a postcard or a formal letter. Assuming this finding replicates in future work, it suggests that researchers using electronic surveys will need to find other ways to encourage response. Mixed-modality surveys using both paper and Internet will likely achieve the best results.

Third, repeated email reminders continued to work, at least through 6 reminders spaced at approximately 10-day intervals. The long-term impact of such reminders (eg, potential negative impact on physicians’ response to other surveys) could not be evaluated in this study.

The methods of Internet-based survey research continue to evolve. What was once a powerful and easily accessible tool may no longer continue to be such, given the current state of electronic threats and excessive surveys from marketing, customer satisfaction, and political pollsters as well as health care service researchers. Extra effort may be required to follow other approaches known to improve survey response, such as highlighting the salience of the topic, having someone known to the invitee champion the survey, broadening the options for survey completion to include additional modes (eg, fax, telephone, interactive voice response telephone, or face-to-face), and decreasing the burden of survey completion by utilizing the briefest forms possible.
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Abstract

Background: An enormous amount of information relevant to public health is being generated directly by online communities.

Objective: To explore the feasibility of creating a dataset that links patient-reported outcomes data, from a Web-based survey of US patients with multiple sclerosis (MS) recruited on open Internet platforms, to health care utilization information from health care claims databases. The dataset was generated by linkage analysis to a broader MS population in the United States using both pharmacy and medical claims data sources.

Methods: US Facebook users with an interest in MS were alerted to a patient-reported survey by targeted advertisements. Eligibility criteria were diagnosis of MS by a specialist (primary progressive, relapsing-remitting, or secondary progressive), ≥12-month history of disease, age 18-65 years, and commercial health insurance. Participants completed a questionnaire including data on demographic and disease characteristics, current and earlier therapies, relapses, disability, health-related quality of life, and employment status and productivity. A unique anonymous profile was generated for each survey respondent. Each anonymous profile was linked to a number of medical and pharmacy claims datasets in the United States. Linkage rates were assessed and survey respondents’ representativeness was evaluated based on differences in the distribution of characteristics between the linked survey population and the general MS population in the claims databases.

Results: The advertisement was placed on 1,063,973 Facebook users’ pages generating 68,674 clicks, 3719 survey attempts, and 651 successfully completed surveys, of which 440 could be linked to any of the claims databases for 2014 or 2015 (67.6% linkage rate). Overall, no significant differences were found between patients who were linked and not linked for educational status, ethnicity, current or prior disease-modifying therapy (DMT) treatment, or presence of a relapse in the last 12 months. The frequencies of the most common MS symptoms did not differ significantly between linked patients and the general MS population in the databases. Linked patients were slightly younger and less likely to be men than those who were not linkable.

Conclusions: Linking patient-reported outcomes data, from a Web-based survey of US patients with MS recruited on open Internet platforms, to health care utilization information from claims databases may enable rapid generation of a large population of representative patients with MS suitable for outcomes analysis.
Introduction

The Internet and social media are driving a revolution in communication and information sharing, with a fundamental impact on health care. Patients’ voices have become more influential through the exchange of information in the form of conversations, blogs, tweets, and other postings on social media. This development is changing the power balance in decisions regarding health care, requiring traditional stakeholders to recognize patients’ perspectives in the provision and evaluation of treatments [1-3].

An enormous amount of information relevant to public health is being generated directly by online communities [4,5]. Epidemiology [6,7], pharmacovigilance [8,9], identification of malpractice [10], and the support of health behavior changes [11] are only a few examples of areas where informal data have been successfully applied. Moreover, the Internet and particularly social networks represent a large number of individuals with shared interests, nationalities, or characteristics that can be reached by relatively modest financial or human resources.

We have previously reported on the feasibility of applying social media listening (defined as the mining and analysis of information gathered from social media) to retrospective analyses in outcomes research, specifically the use of patient-reported reasons for switching between different treatment modalities for multiple sclerosis (MS) [12]. The ability to include patient-reported information to enhance prospective analyses of sources such as claims databases would appear to have great promise in outcomes research. We present here an approach to create a dataset that contains both patient outcomes data (from a Web-based survey of US patients with MS recruited on an open Internet platform) and health care utilization information from claims databases. A linkage analysis has recently been performed on data from dedicated patient resources. That can be reached by relatively modest financial or human resources.

Methodology

Study Aim and Design

The primary aim of this pilot study was to explore the feasibility of creating a dataset that links patient-reported outcomes data, from a Web-based survey of US patients with MS recruited on open Internet platforms, to health care utilization information from health care claims databases. The representativeness of the linked populations was validated by a comparison with the characteristics of known MS populations in the United States.

This study was designed, implemented, and reported in accordance with the Guidelines for Good Pharmacoeconomics Practices of the International Society for Pharmacoeconomics [14], the Strengthening the Reporting of Observational Studies in Epidemiology (STROBE) guidelines [15], and the ethical principles laid down in the Declaration of Helsinki [16]. The secondary data source used for the analysis meets all of the US Health Insurance Portability and Accountability Act (HIPAA) compliance standards, ensuring patient anonymity. As such, approval from an institutional review board was not necessary.

The defined target population was a broad, US-based, commercially insured population with MS diagnosed and treated by a specialist. All participants took part in the survey entirely of their own volition, and complete information regarding how the data would be used was provided before patients agreed to take part. Full anonymity was guaranteed at all points of the process of running the survey and performing the linkage and subsequent analysis.

Recruitment and Survey

The survey process is shown schematically in Figure 1. US Facebook users with an interest in MS were alerted to a patient-reported survey by targeted advertisements. The identification of users with a high interest in MS for the placement of advertisements was performed by Facebook as a commercial service and was beyond the control of the researchers. Users clicking on the survey advertisement were provided a disclaimer on the study and how data would be used, followed by options to decline or consent to proceed to the survey. Users were anonymous until the time at which they consented to taking the survey and passed the screening criteria. No identifiable information was collected from users who declined to take the survey. Users who agreed to participate were redirected away from the Facebook domain to the survey, which was hosted on a secure third-party site accessed using an https (hypertext transfer protocol, secure) protocol. Neither the advertisements nor the survey was branded by any commercial entity.

Before completing the survey, patients were screened for eligibility. Screening questions are presented inTextbox 1. The predefined criteria were a diagnosis of MS by a specialist; ≥12 months of history of diagnosed disease before taking the survey; 18-65 years of age; and commercial health insurance, both current and in the ≥12 months before study entry. The disease could be primary progressive, relapsing-remitting, or secondary progressive MS.

KEYWORDS

Internet; multiple sclerosis; outcomes assessment; linkage analysis
Textbox 1. Screening questions.

**Screener questions**

In which country do you currently live?

*(In the US / Outside of the US)*

Are you currently between the ages of 18 and 65 years of age?

*(Yes / No)*

Have you been diagnosed with Multiple Sclerosis by a specialist?

*(Yes / No / Not Sure)*

How long have you had diagnosed Multiple Sclerosis?

*(< 1 year, 1 year, > 5 years, > 10 years)*

What type of Multiple Sclerosis do you have?

*(Relapsing-remitting Multiple Sclerosis (RRMS), Primary Progressive Multiple Sclerosis (PPMS), Secondary Progressive Multiple Sclerosis (SPMS), I don’t know)*

Do you have health insurance through a commercial health plan?

*(Yes, No—I currently do not have health insurance, No—I am on a Medicare or Medicaid health plan)*

How long have you been with your current health insurance provider?

*(< 1 year, 1 year, > 5 years, > 10 years)*

If the defined criteria (italics) are not met, the patient will be excluded from the survey.

The survey was designed to provide information on demographics and disease characteristics, current and earlier therapy use, relapses, disease severity and disability, health-related quality of life (on the EQ-5D-3L and EQ-VAS scales), and employment status and productivity. The survey is included in Multimedia Appendix 1. Survey participants were informed about data handling, anonymity, and the right to revoke consent in a disclaimer, provided in Multimedia Appendix 2.

All data were hosted in a secure data enclave using network firewalls. Access was provided only to named users who had successfully completed training on the handling of health information and signed data nondisclosure agreements. Before the linkage testing, all data collected from the Web-based survey were deidentified by a trusted third party (Management Science Associates Inc, Pittsburgh, PA), using patient deidentification software, encrypting patients’ protected health information data elements in accordance with the Expert Determination De-Identification methodology of the HIPAA Privacy Rule law. The linkage to claims data and subsequent analyses were performed on the deidentified survey population.

**Figure 1.** Survey and linkage analysis process. MS: multiple sclerosis.

**Linkage Analysis**

We included 3 claims databases in the linkage analysis: the preadjudicated provider- and pharmacy-level (open-source) medical claims (Dx) and prescription claims (Rx) databases and the commercial health plan PharMetrics Plus database of adjudicated medical and pharmacy claims. The databases are characterized in Multimedia Appendix 3. The Dx and Rx databases were merged for the linkage analysis (forming the Dx/Rx database). The quality of the records in the adjudicated, plan-level PharMetrics Plus database is overall higher than the open-source Rx pharmacy and Dx medical claims databases. The latter has the advantage of covering a larger number of patients. An overview of the different types of information captured in the survey and in the individual databases is shown in Figure 2.
To link a completed survey to an entry in any of the claims databases, survey respondents’ data (e.g., name, address, zip code, date of birth, sex) were deidentified by means of a multilevel encryption process that was combined with administrative, physical, and technical safeguards to generate unique, encrypted, deidentified tokens that could not be reidentified. The tokens were used in a deterministic matching process to similarly anonymized patients with claims in the IMS Health database. A detailed review of the anonymization and linking methodologies is beyond the scope of this paper, but the methodologies have been used extensively, including in the study cited above [13]. For details, the reader is referred to earlier publications available on the Web [17]. Successful linkage was defined as a match in the claims database to the same anonymous profile in a deterministic process.

Figure 2. Overview of the data available in the different sources included in the linkage analysis. The cohorts identified in the medical claims (Dx) and prescription claims (Rx) databases were merged for the linkage analysis. *Via International Classification of Diseases, Ninth Revision, codes. **All claims may not have been captured owing to the possibility of patients using providers or pharmacies not in the database. PMTX+: PharMetrics Plus; QoL: quality of life.

Validation

A total of 4 cohorts were generated for the linkage analysis: cohort 1, all survey participants; cohort 2, survey population successfully linked to the PharMetrics Plus or Dx/Rx claims; cohort 3, survey patients not linkable to claims sources; and cohort 4, patients with MS in PharMetrics Plus. Cohort 4 was made up of all patients with MS in the PharMetrics Plus database aged 18-65 years with ≥1 MS diagnosis and ≥1 month of health plan enrollment between January 1, 2013, and March 31, 2015. For further characterization of linked populations, a subset of linked patients was selected with claims from 2014 or 2015. This was in order to take into account availability of newer therapies and to reduce the discrepancy between the dates of the survey and those of historical claims.

An index date of March 31, 2015 was assigned for all survey patients. For the overall MS population in PharMetrics Plus, the index date was the last month of enrollment between January 1, 2013 and March 31, 2015. For all patients, demographic and clinical characteristics were analyzed and compared for 12 months before the index date.

To validate the representativeness of the cohort identified in the linkage analysis, the degree of concordance between the characteristics of the survey population and those identified in the claims databases was analyzed. Concordance was estimated by calculating the positive predictive values (PPVs; the probability that a claimed characteristic in the survey corresponded to the presence of same characteristic in the linked data). Positive predictive values were calculated as follows: \[ \frac{a}{a+b} \times 100 \], where \( a \) = the number of survey respondents with a specific claim also found in the linked database and \( b \) = the total number of survey respondents with the claim. Positive predictive values were calculated for the variables MS diagnosis, current use of disease-modifying therapies (DMTs), prior DMT use, and relapses.

Furthermore, the means and distribution profiles of disease characteristics of all included cohorts were analyzed and compared between the cohorts as follows: cohorts 1 and 4 were compared on demographic characteristics. Cohorts 2 and 4 were compared on clinical characteristics before the index date: use of DMTs, dalfampridine, and corticosteroids (all databases), and comorbidity profiles and Charlson score, use of magnetic resonance imaging of the brain and spine, and relapse rates (PharMetrics Plus only). Cohorts 2 and 3 were compared on all survey results.

Sample Size

Data on around 302,000 patients with MS were available from the open-source Dx/Rx MS database. The PharMetrics Plus MS database includes data on >100,000 patients in a given year. On the basis of preliminary data and pilot study experience, a 10%-15% linkage rate was expected between the survey and PharMetrics Plus MS cohorts and a linkage rate of >50% to the Dx/Rx cohort. On the basis of these assumptions, a survey sample size of 1000 participants was targeted.
Statistical Methods
Demographic data were analyzed descriptively. Categorical variables are presented as frequency and percentage (%) of total patients observed in each category. Continuous variables are presented as mean (SD) as well as the median. Statistical significance testing used the chi-square test for categorical variables and the Wilcoxon rank sum test for continuous variables. A $P$ value of $<.05$ was considered statistically significant.

Results

Facebook Survey Participants
The flow of respondents to the Web-based advertisements and the survey is shown in Figure 3. The Web-based survey was run between July 21, 2015 and September 15, 2015. During this time, the advertisement was placed on 1,063,973 Facebook users’ pages. The advertisements generated a total of 68,674 clicks leading to 3719 attempts at the survey. After filtering out respondents who did not meet the criteria for the survey, 685 respondents completed the survey successfully. The characteristics of 34 respondents were indicative of duplications; thus, 651 unique surveys were included in the linkage analysis (651/1040; 62.60% response rate among eligible respondents who passed screening).

Figure 3. Flow of respondents.
Data Linkage and Validation

Of the 651 unique patients completing the survey, 453 (69.6%) could be linked with the Dx/Rx database and 73 (11.2%) were linkable to the PharMetrics Plus MS database. A total of 198 survey participants could not be linked; a major reason for this was incorrectly entered data, mostly dates of birth that were missing or incorrect for 67 respondents.

The subset of linked patients with claims from 2014 or 2015 used in further characterization consisted of 440/651 patients (67.6%), 387 of whom (88.0%) were linked to the Dx/Rx database only and 53 (12.0%) to the PharMetrics Plus MS database.

There was a high degree of concordance between the linked patients and the PharMetrics Plus database (Table 1), whereas concordance with Dx/Rx plus PharMetrics Plus was moderate. The PPV for MS diagnosis in the linked patients was 98.1% with PharMetrics Plus (88.0% for all 3 databases), that for current DMT use was 86.5% (51.7%), and that for prior DMT use was 70.0% (47.7%). The PPV for relapses, 34.6%, was lower than that for the other variables.

Table 1. Concordance between data from the Web-based survey and the PharMetrics Plus and Dx/Rx + PharMetrics Plus databases.

<table>
<thead>
<tr>
<th>Variable</th>
<th>PPV\textsuperscript{a} with PharMetrics Plus, %</th>
<th>PPV with Dx/Rx\textsuperscript{b} or PharMetrics Plus, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiple sclerosis diagnosis</td>
<td>98.1</td>
<td>88.0</td>
</tr>
<tr>
<td>Any current DMT\textsuperscript{c}</td>
<td>86.5</td>
<td>51.7</td>
</tr>
<tr>
<td>No current DMT</td>
<td>68.8</td>
<td>86.4</td>
</tr>
<tr>
<td>Any prior DMT</td>
<td>70.0</td>
<td>47.7</td>
</tr>
<tr>
<td>Relapse in past 12 months</td>
<td>34.6</td>
<td>34.6</td>
</tr>
</tbody>
</table>

\textsuperscript{a}PPV: positive predictive value.
\textsuperscript{b}Dx/Rx: merged medical claims (Dx) and prescription claims (Rx) databases.
\textsuperscript{c}DMT: disease-modifying therapy.

Generalizability of Survey Data

A comparison of those linkable to the PharMetrics Plus or the Rx/Dx databases in 2014 or 2015 and those not linkable can be found in Table 2. Overall, patients linkable to the open-source databases had slightly greater mean and median age and were more likely to be men than those linkable to PharMetrics Plus. Patients not linkable to the PharMetrics Plus database were more evenly distributed geographically across the United States, a consequence of underrepresentation of this database in the western states (IMS Health internal data). No significant differences were found for educational status, ethnicity, current or prior DMT treatment, or presence of a relapse in the last 12 months between linkable and not linkable individuals.

Because of the complete coverage of health care claims (eg, low likelihood of missing claims compared with open-source databases) captured in the PharMetrics Plus, the additional analysis presented below focuses on the survey patients linked to the PharMetrics Plus MS database.

Among the most common MS symptoms, the frequencies of a majority of symptoms did not differ significantly between the linked patients and the general PharMetrics Plus MS population (Figure 4). The rate of gait, balance, and coordination problems was higher in the linked population (16/53 or 30% vs 14,500/82,845 or 17.50%; $P=0.015$) as was rate of bladder dysfunction (12/53 or 23% vs 9421/82,845 or 11.37%; $P=0.0098$). The rate of numbness was lower in the linked population, but this result was not statistically significant (5/53 or 9% vs 16,452/82,845 or 19.86%; $P=0.057$). Among comorbidities, only rates of depression differed significantly between the groups, with 21/53 (40%) linked patients reporting depression compared with 22.21% (18,402/82,845) of the overall PharMetrics Plus MS population ($P=0.0023$). The proportion of patients with relapses based on a claims-based algorithm in the linked cohort was comparable to that in the overall PharMetrics Plus MS cohort: 11/53 (21%) in the linked cohort versus 15,723/82,845 (18.98%) in the claims database ($P=0.7417$).

Medication use was analyzed for the different populations, displayed graphically in Figure 5. The use of DMTs and corticosteroids was highly similar in the linked cohorts and the overall PharMetrics Plus MS population, whereas more patients in the linked cohort than in the overall population reported dalfampridine use. However, dalfampridine was low in all study populations.
Table 2. Demographic and clinical characteristics of the population included in the linkage analysis and the general multiple sclerosis population in the PharMetrics Plus and the Dx/Rx databases, respectively.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Not linkable to PharMetrics Plus or Dx/Rx&lt;sup&gt;a&lt;/sup&gt; (N=211)</th>
<th>Linkable to PharMetrics Plus (N=53)</th>
<th>Linkable to Rx/Dx (N=387)</th>
<th>Linkable to PharMetrics Plus</th>
<th>Linkable to Rx/Dx</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (SD)</td>
<td>46.0 (14.7)</td>
<td>48.9 (8.6)</td>
<td>51.2 (8.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median age, years</td>
<td>50</td>
<td>49</td>
<td>.79</td>
<td>52.0</td>
<td>.004</td>
</tr>
<tr>
<td>Female sex, n (%)</td>
<td>178 (84.4)</td>
<td>46 (87)</td>
<td>.66</td>
<td>318 (82.2)</td>
<td>.50</td>
</tr>
<tr>
<td>Region, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Northeast</td>
<td>37 (17.5)</td>
<td>18 (34)</td>
<td>75 (19.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Midwest</td>
<td>51 (24.2)</td>
<td>16 (30)</td>
<td>114 (29.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South</td>
<td>64 (30.3)</td>
<td>17 (32)</td>
<td>128 (33.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>West</td>
<td>59 (28.0)</td>
<td>2 (4)</td>
<td>&lt;.001</td>
<td>70 (18.1)</td>
<td>.0435</td>
</tr>
<tr>
<td>Ethnicity: white, n (%)</td>
<td>186 (88.2)</td>
<td>50 (94)</td>
<td>361 (93.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Educational status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>5 (2.4)</td>
<td>1 (2)</td>
<td>.92</td>
<td>7 (1.8)</td>
<td>.25</td>
</tr>
<tr>
<td>Completed high school</td>
<td>43 (20.4)</td>
<td>11 (21)</td>
<td>71 (18.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some college</td>
<td>78 (37.0)</td>
<td>17 (32)</td>
<td>141 (36.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completed college</td>
<td>65 (30.8)</td>
<td>17 (32)</td>
<td>106 (27.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Graduate school</td>
<td>20 (9.5)</td>
<td>7 (13)</td>
<td>62 (16.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MS&lt;sup&gt;b&lt;/sup&gt; subtype, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RRMS&lt;sup&gt;c&lt;/sup&gt;</td>
<td>173 (82.0)</td>
<td>46 (87)</td>
<td>.22</td>
<td>317 (81.9)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>PPMS&lt;sup&gt;d&lt;/sup&gt;</td>
<td>14 (6.6)</td>
<td>5 (9)</td>
<td>25 (6.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SPMS&lt;sup&gt;e&lt;/sup&gt;</td>
<td>24 (11.4)</td>
<td>2 (4)</td>
<td>45 (11.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time since diagnosis, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;1 year</td>
<td>47 (22.3)</td>
<td>9 (17)</td>
<td>.04</td>
<td>119 (30.7)</td>
<td>.06</td>
</tr>
<tr>
<td>&gt;5 years</td>
<td>79 (37.4)</td>
<td>11 (21)</td>
<td>118 (30.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;10 years</td>
<td>85 (40.3)</td>
<td>33 (62)</td>
<td>150 (38.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DMT&lt;sup&gt;f&lt;/sup&gt; treatment, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No DMT</td>
<td>45 (21.3)</td>
<td>16 (30)</td>
<td>72 (18.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Copaxone and interferons</td>
<td>84 (39.8)</td>
<td>12 (23)</td>
<td>140 (36.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oral DMT&lt;sup&gt;g&lt;/sup&gt;</td>
<td>57 (27.0)</td>
<td>17 (32)</td>
<td>130 (33.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Infused DMT&lt;sup&gt;h&lt;/sup&gt;</td>
<td>21 (10.0)</td>
<td>8 (15)</td>
<td>41 (10.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Duration of current treatment, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-5 years</td>
<td>145 (68.7)</td>
<td>41 (77)</td>
<td>295 (76.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6-10 years</td>
<td>40 (19.0)</td>
<td>7 (13)</td>
<td>50 (12.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11-15 years</td>
<td>12 (5.7)</td>
<td>2 (4)</td>
<td>24 (6.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16-20 years</td>
<td>10 (4.7)</td>
<td>1 (2)</td>
<td>14 (3.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;20 years</td>
<td>4 (1.9)</td>
<td>2 (4)</td>
<td>4 (1.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prior DMT treatment, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No DMT</td>
<td>67 (31.8)</td>
<td>16 (30)</td>
<td>.83</td>
<td>99 (25.6)</td>
<td>.11</td>
</tr>
<tr>
<td>Copaxone and interferons</td>
<td>148 (70.1)</td>
<td>43 (60)</td>
<td>296 (76.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oral DMT</td>
<td>21 (10.0)</td>
<td>11 (21)</td>
<td>32 (8.3)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 2. Frequencies of the most common multiple sclerosis (MS) symptoms based on International Classification of Diseases codes on paid claims in the cohort linked to the PharMetrics Plus MS database (blue bars) and the overall PharMetrics Plus MS population (red bars). Only symptoms with prevalence >10% are shown. Asterisk indicates *P* < .05.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Not linkable to PharMetrics Plus or Dx/Rx a (N=211)</th>
<th>Linkable to PharMetrics Plus (N=53)</th>
<th><em>P</em> value</th>
<th>Linkable to Dx/Rx (N=387)</th>
<th><em>P</em> value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infused DMT</td>
<td>22 (10.4)</td>
<td>5 (9)</td>
<td></td>
<td>34 (8.8)</td>
<td></td>
</tr>
<tr>
<td>≥1 Relapse, n (%)</td>
<td>117 (55.5)</td>
<td>26 (49)</td>
<td></td>
<td>230 (59.4)</td>
<td></td>
</tr>
</tbody>
</table>

aDx/Rx: merged medical claims (Dx) and prescription claims (Rx) database.

MS: multiple sclerosis.

RRMS: relapsing-remitting multiple sclerosis.

PPMS: primary progressive multiple sclerosis.


DMT: disease-modifying therapy.

bOral DMTs include Gilenya, Tecfidera, and Aubagio.

cInfused DMTs include Tysabri and Lemtrada.

Figure 4. Frequencies of the most common multiple sclerosis (MS) symptoms based on International Classification of Diseases codes on paid claims in the cohort linked to the PharMetrics Plus MS database (blue bars) and the overall PharMetrics Plus MS population (red bars). Only symptoms with prevalence >10% are shown. Asterisk indicates *P* < .05.

Figure 5. Use of multiple sclerosis (MS)–specific medication in the 1-year index period in the overall PharMetrics Plus MS cohort (red bars) and in the cohorts linked to the PharMetrics Plus MS (light blue bars) and Rx/Dx (dark blue bars) databases. DMT: disease-modifying therapy; Rx/Dx: merged prescription claims (Rx) and medical claims (Dx) database.
Discussion

Principal Findings

The aim of this study was to explore the feasibility of creating a dataset that contains both patient outcomes data (from a Web-based survey of US patients with MS recruited on an open Internet platform) and health care utilization information from pharmacy and medical claims databases. The initial results presented here indicate that this aim was fulfilled and that the survey population is broadly representative of the general MS patient population in the United States.

People with MS are highly active on social media [18,19]. We have previously shown that the demographics of cohorts of patients with MS identified by their activities on social media correspond well with cohorts identified in other sources, indicating that social media data analysis can be usefully applied to outcomes research [12]. Facebook, forums, and blogs have been used previously to recruit participants into surveys of health outcomes and lifestyle interventions in MS [20-22]. Our work differs in a number of important aspects from previous reports, however. First, patients were recruited through unbranded advertisements placed on Facebook pages, not by active, personal invitations sent to specific target groups. Although this approach led to a markedly lower rate of successfully completed surveys than that reported with patients invited directly, the absence of active targeting of participants can be expected to reduce the scope for bias and generate a more representative population.

The same differences apply to a very recent report that described successful linking of data from invited patients on a dedicated online patient community (PatientsLikeMe) with administrative claims data [13]. In contrast to our approach, targeted invitations were sent to eligible patients identified on the social network by email and private messages. Both approaches have their merits, but the population from the online patient community may well have been less diverse than patients who can be reached by untargeted advertisements on open Internet platforms such as Facebook.

The growing interest in linking health care–related social media content to information obtained by traditional means, for example, claims databases, reflects the realization that such linked data may provide a rapid, cost-effective, and credible method to capture patient outcomes, behavioral data, and health care claims. Our use of a standardized survey allowed us to overcome a common limitation of data from open Internet platforms: a lack of structured clinical, socioeconomic, and demographic data necessary for observational research [23]. The survey allowed us to obtain structured, disease-specific information on disease duration, medications, disabilities, and impact of the disease on quality of life as well as work productivity. The linkage to claims databases generated a dataset that combines patient-reported MS-related information and standardized data driven by the claims classification system. The linked database thus includes a wealth of information that is typically only available in separate databases. This could enable deeper and more rounded insights into burden of illness and other outcomes beyond what is possible with conventional database approaches. For example, complementing claims databases with patient-derived information on MS disease type would enable analyses of the impact of different types of MS on productivity or disability. Such information cannot be obtained from either data source in isolation. The potential to derive outcomes data was not assessed in this study but is currently being explored in future analysis of the database.

In our analysis, the concordance of the data, measured as PPV, between survey responses and both the claims databases used was high for diagnosis and current and prior DMT but lower for relapses. In the open-source database, relapse was based on a claims-based algorithm [24,25]. The survey was based on patient recall, which is typically less exact than data entered into claims databases.

The size of the cohort and the percentage of survey respondents linkable to the PharMetrics Plus database were relatively modest. There are several reasons for this, none of which invalidates the approach. The odds of successful linkage depend on the size and population coverage of the databases selected. Although it has a lower likelihood of missing claims, PharMetrics Plus is an order of magnitude smaller than the open-source databases and underrepresents patients from the western United States, which reduced the potential to link survey respondents from this region. These are weaknesses specific to the specific database, not to the method.

When expanding the linkage methodology to include databases such as electronic medical records [26], it is important to take the privacy aspect into account. It has been strongly argued that important privacy concerns must be interpreted alongside the social good that can come from this kind of health research [27-30]. In this study, the patient survey required active opt-in from the participants and no data were obtained from participants’ Facebook accounts.

Limitations

There are weaknesses in the analysis. The sample size of 53 patients linked to the PharMetrics Plus database is too small to read much into the data, and the main value of this particular dataset is in demonstrating the feasibility of the method. The high linkage rates but low concordance with the Dx/Rx databases are noted, attributable to the open-source nature of the databases. As social media content is user driven, there is no independent verification of the correctness of the data, although the concordance analysis indicates that the social media information reflected patients’ actual situations. This limitation applies to all social media analyses [31]. There is a wide range of trust in Web-based information [19], and differences in attitudes toward social media among patients with MS may produce a certain bias in the survey population toward those more willing to use and trust social media. All data are for US populations and the generalizability of the methods has yet to be established. There is a possibility of selection bias as participants were recruited by Web-based advertisements. From the survey results, the Facebook-recruited survey participants may have been somewhat more severely affected by their illness than the overall population. More symptomatic patients may be more motivated to complete a Web-based survey. Such bias toward more severely affected patients would also affect an
analysis of MS-related costs. It should also be underlined that the survey relied on patient recall, which is less than 100% reliable [32]. The date for an event recorded by a patient in the survey may not correspond to the time point for the same event in the PharMetrics Plus database. However, given the large number of participants and the relatively high degree of linkage, these two risks do not seem to have invalidated the collected data.

With these limitations in mind, this study shows that the combination of advertisements on open Internet platforms and Web-based surveys may enable rapid gathering of real-life data on a large US population of representative patients with MS. The applicability of the approach to diseases other than MS would need independent verification.

Acknowledgments
This study was funded by Novartis Pharma AG, Basel, Switzerland. The study and questionnaire were designed collaboratively by Novartis and IMS Health. The authors thank Pelle Stolt, PhD, for editorial assistance.

Authors' Contributions
Data were collected and analyzed by IMS Health and interpreted by all authors. The manuscript was drafted by VR. All authors provided comments and additional interpretations at the writing stage. All authors approved the final manuscript.

Conflicts of Interest
VR, JM, and MO are employees of Novartis.

Multimedia Appendix 1
Survey questionnaire. The EQ-5D-3L and EQ-VAS instruments are proprietary and cannot be displayed in publicly available materials.

[PDF File (Adobe PDF File), 94KB - jmir_v18i9e249_app1.pdf ]

Multimedia Appendix 2
Disclaimer presented to survey participants explaining confidentiality and handling of the data.

[PDF File (Adobe PDF File), 47KB - jmir_v18i9e249_app2.pdf ]

Multimedia Appendix 3
Description of the databases used in the analysis.

[PDF File (Adobe PDF File), 29KB - jmir_v18i9e249_app3.pdf ]

References


Abbreviations

DMT: disease-modifying therapy
HIPAA: Health Insurance Portability and Accountability Act
https: hypertext transfer protocol, secure
MS: multiple sclerosis
PPV: positive predictive value
STROBE: Strengthening the Reporting of Observational Studies in Epidemiology

©Valery Risson, Bhaskar Ghodge, Ian C Bonzani, Jonathan R Korn, Jennie Medin, Tanmay Saraykar, Souvik Sengupta, Deepanshu Saini, Melvin Olson. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 22.09.2016. This is an open-access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/2.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Original Paper

Australian Gay Men Describe the Details of Their HIV Infection Through a Cross-Sectional Web-Based Survey

Ian Down¹, MPH; Garrett Prestage¹, PhD; Jeanne Ellard², PhD; Kathy Triffitt¹, PhD; Graham Brown², PhD; Denton Callander¹,³, PhD

¹Kirby Institute, University of New South Wales Australia, Sydney, Australia
²Australian Research Centre in Sex, Health and Society, La Trobe University, Melbourne, Australia
³Centre for Social Research in Health, University of New South Wales Australia, Sydney, Australia

Corresponding Author:
Ian Down, MPH
Kirby Institute
University of New South Wales Australia
Wallace Wurth Building
Sydney, 2052
Australia
Phone: 61 2 9385 9954
Fax: 61 2 9385 0920
Email: iodown@kirby.unsw.edu.au

Abstract

Background: With emerging opportunities for preventing human immunodeficiency virus (HIV) transmission, it remains important to identify those at greatest risk of infection and to describe and understand the contexts in which transmissions occur. Some gay and bisexual men with recently diagnosed HIV infection are initially unable to identify high-risk behaviors that would explain their HIV infection. We explored whether Web-based data collection could assist them in identifying the circumstances of their infection.

Objective: To assess the capacity of a Web-based survey to collect reliable self-report data on the event to which gay and bisexual men ascribe their HIV infection.

Methods: The HIV Seroconversion Study included a Web-based survey of gay and bisexual men with recently diagnosed HIV infection in Australia. Participants were asked if they could identify and describe the event they believe led to their infection. Men were also asked about their sexual and other risk practices during the 6 months before their diagnosis.

Results: Most (403/506, 79.6%) gay and bisexual men with newly diagnosed HIV infection were able to identify and describe the circumstances that likely led to their infection. Among those who were initially unable to identify possible exposure events, many could nonetheless provide sensible information that ostensibly explained their seroconversion. Free-text responses allowed men to provide more detailed and contextual information, whereas questions about the totality of their sexual behavior before diagnosis provided opportunities for men to describe their sexual risk behavior in general. Overall, 84.0% indicated having engaged in condomless anal intercourse before their HIV diagnosis, including 71.8% in the receptive position.

Conclusions: This study demonstrates the effectiveness of using Internet-based technologies to capture sensitive information about the circumstances in which HIV infection occurs among gay and bisexual men. By providing a range of opportunities for relaying experience, this research reveals some of the complexity in how individuals come to understand and explain their HIV infection. These findings may assist in obtaining detailed sexual history in the clinical setting.

(J Med Internet Res 2016;18(9):e227) doi:10.2196/jmir.5707
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Introduction

The diagnoses of human immunodeficiency virus (HIV) infection among gay and bisexual men continue to increase in Australia, and elsewhere [1,2]. Epidemiological studies have provided measures of per-contact probability of HIV transmission through various transmission modes [3,4]. Among gay and bisexual men, condomless anal intercourse presents the highest HIV risk exposure, particularly for those men who take the receptive position [4] and if their partner ejaculates inside the rectum [3]. Trends in condomless anal intercourse with casual partners have been found to be a strong predictor of trends in HIV infections among gay and bisexual men [5]. Furthermore, the presence of some sexually transmissible infections can facilitate HIV transmission [6].

Many gay and bisexual men have adapted their sexual behaviors to minimize the potential of HIV transmission [7-9]. The use of condoms during anal sex continues to be the primary method to reduce HIV transmission among gay and bisexual men [10-12]. In Australia, about a third of gay and bisexual men report no recent condomless anal intercourse (within the previous 6 months), whereas around 1 in 5 restrict condomless anal intercourse to seroconcordant regular partners [10]. However, recent behavioral surveillance data suggest that a sizeable proportion of men, more than a third, are engaging in condomless anal intercourse with casual partners [13].

While injecting drug use remains a common mode of transmission in many other settings [14], the practice has been attributed to fewer than 3% of all new HIV diagnoses in Australia over the past 5 years [2]. Although gay and bisexual men report injecting drug use at rates higher than their heterosexual peers [15], the actual proportion is nonetheless small and has been declining somewhat over the past decade [13]. Moreover, most Australian gay and bisexual men appear to adhere to safer injecting practices and are less likely than their heterosexual peers to share injecting equipment [16].

Studies of recent seroconverters have found HIV risk to be associated with sexual adventurism [17], the use of sex venues to meet partners [18,19], using illicit drugs while having sex [20,21], and the presence of sexually transmissible infections [6]. Data have also provided evidence of men acquiring HIV while attempting, and in the absence of, non-condom-based HIV risk reduction strategies [22]. In Australia, gay and bisexual men tend to have a fairly well-developed sense of the level of risk involved in particular sexual practices [23], and this perceived hierarchy of risks appears to broadly reflect what is known of relative risk [24].

The collection and analysis of reliable behavioral surveillance data is an essential part of an effective response to HIV. Self-report survey responses to measure sexual risk behaviors raise questions about reliability, with the potential effects of recall bias due to participants’ inability to accurately recall their sexual behavior, sensitivity about answering questions concerning sexual practices, and the unwillingness of some to acknowledge having engaged in risk behavior [25-27]. In clinic settings, when individuals provide this information to their doctor, what they describe may be no less subject to recall and social desirability bias. Indeed, there has been some suggestion that when collecting sensitive information, doing so in a clinic setting may inhibit full disclosure [27].

Such limitations may be even more pronounced when the data being collected concern a recent HIV diagnosis experience [28]. Previous research has indicated that between 20% and 36% of men are unable to identify a risk behavior that may have led to their infection [28,29]. One study found that men who were reluctant or unable to disclose information about condomless anal intercourse during surveys were later able to identify such events during face-to-face interviews [30].

Previous studies of HIV seroconversion in Australia have relied on clinical referral, involved clinic-based data collection, and were limited to sites in Sydney and Melbourne. Between 1993 and 2001, a total of 92 participants were interviewed (an average of 11.5 per year), whereas from 2003 to 2006, a total of 158 men were recruited (an average of almost 53 per year) [22,31]. These studies predated, or did not use, Web-based data collection, which may resolve these issues around recruitment and the sensitivity of data collection processes.

We sought to assess whether gay and bisexual men with recently diagnosed HIV infection could provide consistent and reliable information about their sexual risk behavior before their HIV diagnosis, using Web-based data collection techniques to capture information about possible exposures. Here, we report on sexual and other risk behavior data collected from these men, and compare these with known modes of transmission.

Methods

Eligibility Criteria

The HIV Seroconversion Study included a Web-based survey of people in Australia with recently diagnosed HIV infection. Eligibility criteria were being older than 18 years, living in Australia, and having been diagnosed HIV positive within the 2 years before enrollment. Ethics approval was obtained from the University of New South Wales and La Trobe University Human Research Ethics Committees.

Recruitment

A convenience sample was obtained through a range of recruitment strategies: referrals from the staff of state AIDS Councils and organizations for people living with HIV, referrals from clinics (mostly sexual health services), or direct Web-based enrollment by individuals who have found a link to the survey posted on another website. The study was promoted on the websites of gay community organizations and in gay press. The only direct contact to recruit individuals took place either in a clinic setting or via a community-based organization. Eligible participants were directed to a dedicated study website, which provided information about the study, its purpose, and what participation involved. Participants were told that the survey was anonymous and would take around 20 minutes to complete. Participation was voluntary, and no incentives were offered. Those who chose to consent to participate were invited to begin the survey. As the survey was anonymous, participants’ consent is implied by their continuation. The study methods have been described in more detail elsewhere [32].
Survey Questionnaire

The survey questionnaire was developed in consultation with community partners and was pilot-tested for usability and reliability. The questionnaire included demographic characteristics, details of participants' HIV diagnosis, and their sexual and drug-taking behaviors both before and since their diagnosis. Respondents were able to navigate back to previous answers, should they wish to review their responses. Only key questions required a response, to ensure participants were only asked questions relevant to their circumstances.

Participants were asked if they could identify one or more events that they believed may have led to them acquiring HIV. Those who were not immediately able to identify an event were provided with information about potentially risky activities, such as anal intercourse without a condom, sharing a needle or other injecting equipment, or any other activity where they may have been exposed to someone's body fluids (such as blood or semen), and then asked again if they could identify an event that may have exposed them to HIV. Those who could identify their most likely highest-risk event were then asked questions about their sexual and other risk behavior at that event.

To capture additional detail, the behavioral survey questions were complemented by optional free-text questions, with men invited to provide further detail in their own words of any factors they believe contributed to their infection. These free-text responses were reviewed for sexual practices that may have facilitated the transmission of HIV and coded accordingly. Sex practices other than anal or oral intercourse were coded as semen-related (for example, ejaculating around the anus and then inserting a finger into the anus using the ejaculate as a lubricant) or blood-related (for example, fisting and sharing sex toys). An in-depth analysis of the free-text data collected through the Web-based survey is reported separately [33].

Finally, and separately, participants were asked about their sexual and injecting drug use behavior in the 6 months before diagnosis. They were asked specifically about anal intercourse, with and without condoms, according to their sexual position, with both regular and casual partners.

Analysis

The quantitative data were analyzed with SPSS version 22 software. We report the range of behaviors that occurred at the highest-risk event as they were provided in participants’ survey responses— including those revealed in free-text responses—and other risk practices reported in the 6 months before their diagnosis.

Results

Study Participation

From December 2007 to March 2013, a total of 506 unique male respondents who reported that their HIV infection was due to homosexual contact had enrolled in the study. Most men (449/506, 88.7%) reported the year they received their diagnosis (Table 1). On average, over the time of these analyses, (449/5298) 8.47% of the eligible population enrolled in the study.

<table>
<thead>
<tr>
<th>Year</th>
<th>Survey respondents, n</th>
<th>Number of Australian diagnoses recorded, attributed to sex between men, N</th>
<th>Proportion of eligible population that participated in survey, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>2006</td>
<td>19</td>
<td>678</td>
<td>2.8</td>
</tr>
<tr>
<td>2007</td>
<td>53</td>
<td>702</td>
<td>7.5</td>
</tr>
<tr>
<td>2008</td>
<td>83</td>
<td>670</td>
<td>12.4</td>
</tr>
<tr>
<td>2009</td>
<td>82</td>
<td>691</td>
<td>11.9</td>
</tr>
<tr>
<td>2010</td>
<td>83</td>
<td>679</td>
<td>12.2</td>
</tr>
<tr>
<td>2011</td>
<td>69</td>
<td>806</td>
<td>8.6</td>
</tr>
<tr>
<td>2012</td>
<td>56</td>
<td>867</td>
<td>6.5</td>
</tr>
<tr>
<td>2013</td>
<td>4</td>
<td>205&lt;sup&gt;a&lt;/sup&gt;</td>
<td>2.0</td>
</tr>
<tr>
<td>Total</td>
<td>449</td>
<td>5298</td>
<td>8.5</td>
</tr>
</tbody>
</table>

<sup>a</sup>Survey recruitment occurred only in the first 3 months of 2013, therefore we have provided one-fourth of the number of new diagnoses that occurred in 2013.

Describing Risk Behaviors

Most of the 506 men (403/506, 79.6%) were able to identify one or more high-risk events that they believed may have led to their HIV infection without any prompting. Among those not immediately able to identify such an event, a further 51 men were able to recollect occasions where they may have been exposed to HIV after prompting. Of the 454 who could recall one or more high-risk events, almost half (202/454, 44.5%) identified one such event, whereas for the remaining men there was more than one occasion that may have resulted in their HIV infection (mean 7.32; standard deviation, SD, 12.06). These men were asked to select the event that was the most “risky” based on their own assessment using provided information about relative risk, with consideration to the time since their last HIV-negative test result, as well as a time when they may have experienced seroconversion-like symptoms. On the basis of this assessment, they were then asked to describe the event they felt was most likely to be their seroconversion event. A total of 403 men were able to describe a single highest-risk event. For these
analyses, we included those 403 men, as well as an additional 62 men who provided free-text responses describing risk or responses to questions about their behaviors in the 6 months before diagnosis. Overall, (258/465), 55.5% were unable to describe the HIV status of their sex partner at the time of the highest-risk event, whereas (140/465) 30.1% believed him to be HIV negative and (67/465) 14.4% believed him to be HIV positive.

The 465 men included in these analyses ranged in age, at the time of their HIV diagnosis, from 16 to 73 years, with a mean of 34.5 (SD 9.5) years. Most men (306/465, 65.8%) completed the survey within 12 months of receiving their diagnosis, including (179/465) 38.5% who did so within 3 months of receiving their diagnosis. The vast majority of the men identified as gay (425/465, 91.4%), more than half (249/465, 53.6%) had some university education, and most had been born in Australia (364/465, 71.8%).

Details of the men’s HIV risk behaviors are presented in Table 2. In response to the direct survey questions about the sexual practices that occurred at their highest-risk event, most men reported anal intercourse at the time (384/465, 82.6%), with (322/465) 69.2% reporting condomless anal intercourse. Men most commonly (280/465, 60.2% of the men in these analyses) reported that they were the receptive partner, and (177/465) 38.1% reported that their partner ejaculated in their rectum. Among the men, (193/465) 41.5% were exclusively receptive during condomless anal intercourse, whereas (49/465) 10.5% were exclusively insertive. A small proportion of men (63/465, 13.5%) reported only condom-protected anal intercourse as their highest-risk event. Overall, 1 in 6 men (76/465, 16.3%) reported receptive oral intercourse with their partner ejaculating in their mouth. Of the 40 men (40/465, 8.6%) who reported injecting drug use as part of their highest-risk event, 5 indicated that they shared injecting equipment at the time.

In free-text responses, 94 men provided details about engaging in condomless anal intercourse at the highest-risk event. Few men (54/465, 11.6%) attributed their infection to sexual practices other than anal intercourse. Practices that may result in the transfer of blood between partners, such as fisting or sharing sex toys or douching equipment, were described by 21 men (21/465, 2.4%). The possibility of semen or pre-ejaculatory fluid entering the rectum was believed to be the mode of acquisition for 13 men, who described the brief, partial insertion of their partner’s penis into the anus without a condom (“dipping”) or their partner ejaculating around their anus and then inserting a finger into the anus. In their text responses, 1 in 10 men commented on abrasions on the skin or mucosal membranes in the mouth, anus, or penis that they believed might have facilitated infection. For 28 men, their responses were sufficient to reasonably imply that they had engaged in condomless anal intercourse; for example, when asked about what may have contributed to their acquiring HIV, one response was “my stupidity and horniness” and another was “too drunk, so didn’t take proper care.” These sorts of comments were often not accompanied by quantitative survey data or were accompanied by data that did not correspond.

In describing their sexual behavior during the 6 months before their HIV diagnosis, more than half of men (272/465, 58.5%) reported having engaged in condomless anal intercourse during that period. Men were more likely to report having been the receptive partner in condomless anal intercourse (241/465, 51.8%) than the insertive partner (191/465, 41.1%). Most men who reported receptive condomless anal intercourse had also done so to the point of ejaculation inside their rectum. There were 8 men who were unable to identify a highest-risk event and went on to describe occasions of condomless anal intercourse with casual partners in the 6 months before their diagnosis.

Validating Responses

The 3 sources of information in the men’s responses were combined and reallocated according to their relative risk. These data are presented in Table 3 as a hierarchy of risk. We identified that (372/465) 84.0% of the men in this sample reported some condomless anal intercourse in the 6 months before their diagnosis. Almost three-fourths of the sample (334/465, 71.8%) reported receptive condomless anal intercourse, and (272/465) 58.5% of men had engaged in receptive condomless anal intercourse with ejaculation. Despite some discrepancies, and the provision of additional information in one set of questions versus other questions, there was broad consistency between the behaviors men reported through the survey responses and the descriptions provided in the free-text responses. Individual responses to the survey questions are compared with the individual free-text responses in Table 4.
Table 2. Risk behaviors reported at the highest-risk event and during the preceding 6 months.

<table>
<thead>
<tr>
<th>Risk behaviors</th>
<th>Direct response in survey (HRE&lt;sup&gt;a&lt;/sup&gt;) n (%)</th>
<th>Text responses (about HRE) n (%)</th>
<th>Behavior in the preceding 6 months n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Anal intercourse</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Any anal intercourse</td>
<td>384 (82.6)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Any receptive anal intercourse</td>
<td>317 (68.2)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Any insertive anal intercourse</td>
<td>174 (37.4)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Receptive anal intercourse only with a condom</td>
<td>39 (8.4)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Condom slippage or breakage during receptive anal intercourse</td>
<td>25 (5.4)</td>
<td>10 (2.2)</td>
<td>-</td>
</tr>
<tr>
<td>Insertive anal intercourse only with a condom</td>
<td>35 (7.5)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Condom slippage or breakage during insertive anal intercourse</td>
<td>12 (2.6)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Any condomless anal intercourse</td>
<td>322 (69.2)</td>
<td>-</td>
<td>272 (58.5)</td>
</tr>
<tr>
<td>Any receptive condomless anal intercourse</td>
<td>280 (60.2)</td>
<td>-</td>
<td>241 (51.8)</td>
</tr>
<tr>
<td>Receptive condomless anal intercourse with ejaculation</td>
<td>177 (38.1)</td>
<td>31 (6.7)</td>
<td>189 (40.6)</td>
</tr>
<tr>
<td>Receptive condomless anal intercourse (ejaculation unspecified)</td>
<td>-</td>
<td>13 (2.8)</td>
<td>-</td>
</tr>
<tr>
<td>Receptive condomless anal intercourse withdrawal</td>
<td>103 (22.1)</td>
<td>8 (1.7)</td>
<td>-</td>
</tr>
<tr>
<td>Any insertive condomless anal intercourse</td>
<td>136 (29.2)</td>
<td>8 (1.7)</td>
<td>191 (41.1)</td>
</tr>
<tr>
<td>Unspecified condomless anal intercourse</td>
<td>-</td>
<td>34 (7.3)</td>
<td>-</td>
</tr>
<tr>
<td><strong>Other sex activities identified as potentially leading to infection</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Receptive oral sex with ejaculation in mouth</td>
<td>76 (16.3)</td>
<td>5 (1.1)</td>
<td>-</td>
</tr>
<tr>
<td>Receptive oral sex (ejaculation unspecified)</td>
<td>-</td>
<td>20 (4.3)</td>
<td>-</td>
</tr>
<tr>
<td>Blood-related (eg, fisting, sharing toys)</td>
<td>-</td>
<td>21 (4.5)</td>
<td>-</td>
</tr>
<tr>
<td>Semen-related (eg, ejaculate as lubricant, nudging or dipping)</td>
<td>-</td>
<td>13 (2.8)</td>
<td>-</td>
</tr>
<tr>
<td>Wound, sore, or infection</td>
<td>109 (23.4)</td>
<td>50 (10.8)</td>
<td>-</td>
</tr>
<tr>
<td>Risk implied although not specified</td>
<td>-</td>
<td>28 (6.0)</td>
<td>-</td>
</tr>
<tr>
<td><strong>Nonsexual risk</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Injecting drug use—without sharing equipment</td>
<td>36 (7.7)</td>
<td>-</td>
<td>35 (6.5)</td>
</tr>
<tr>
<td>Injecting drug use—with shared equipment</td>
<td>4 (0.9)</td>
<td>2 (0.4)</td>
<td>7 (0.2)</td>
</tr>
<tr>
<td>Tattoo, medical, or other blood to blood</td>
<td>-</td>
<td>5 (1.1)</td>
<td>-</td>
</tr>
<tr>
<td><strong>Could not identify likely risk</strong></td>
<td>59 (12.7)</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

<sup>a</sup>HRE: highest-risk event.
Table 3. Highest-risk behavior reported either at the highest-risk event or during the preceding 6 months.

<table>
<thead>
<tr>
<th>Behavior</th>
<th>n</th>
<th>(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N=465</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Receptive condomless sex with ejaculation</td>
<td>272</td>
<td>58.5</td>
</tr>
<tr>
<td>Receptive condomless sex (ejaculation unspecified)</td>
<td>7</td>
<td>1.5</td>
</tr>
<tr>
<td>Receptive condomless sex withdrawal</td>
<td>46</td>
<td>9.9</td>
</tr>
<tr>
<td>Condom slippage or breakage during receptive anal intercourse</td>
<td>9</td>
<td>1.9</td>
</tr>
<tr>
<td>Insertive condomless sex</td>
<td>54</td>
<td>11.6</td>
</tr>
<tr>
<td>Condom slippage or breakage during insertive anal intercourse</td>
<td>3</td>
<td>0.6</td>
</tr>
<tr>
<td>Semen-related sex act (eg, ejaculate as lubricant, nudging, or dipping)</td>
<td>5</td>
<td>1.1</td>
</tr>
<tr>
<td>Blood-related sex act (eg, fisting, sharing toys)</td>
<td>1</td>
<td>0.2</td>
</tr>
<tr>
<td>Receptive oral sex with ejaculation</td>
<td>6</td>
<td>1.3</td>
</tr>
<tr>
<td>Receptive oral sex (ejaculation unspecified)</td>
<td>3</td>
<td>0.6</td>
</tr>
<tr>
<td>Wound, sore, or infection</td>
<td>12</td>
<td>2.6</td>
</tr>
<tr>
<td>Injecting drug use—with shared equipment</td>
<td>2</td>
<td>0.4</td>
</tr>
<tr>
<td>Injecting drug use—without sharing equipment</td>
<td>4</td>
<td>0.9</td>
</tr>
<tr>
<td>Tattoo, medical, or other blood to blood</td>
<td>5</td>
<td>1.1</td>
</tr>
<tr>
<td>Only condom-protected anal intercourse</td>
<td>19</td>
<td>4.1</td>
</tr>
<tr>
<td>No clear evidence of risk</td>
<td>17</td>
<td>3.7</td>
</tr>
</tbody>
</table>
Table 4. Risk behaviors described in survey responses and free-text responses.

<table>
<thead>
<tr>
<th>Risk behaviors</th>
<th>Anal intercourse, n</th>
<th>RCLAI&lt;sup&gt;a&lt;/sup&gt; ejaculation</th>
<th>RCLAI withdrawal</th>
<th>Condom break RAI&lt;sup&gt;b&lt;/sup&gt;</th>
<th>ICLAI&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Condom break IAI&lt;sup&gt;d&lt;/sup&gt;</th>
<th>RAI with condom</th>
<th>IAI with condom</th>
<th>Other, n</th>
<th>Total, N</th>
</tr>
</thead>
<tbody>
<tr>
<td>RCLAI with ejaculation</td>
<td>20</td>
<td>3</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>31</td>
</tr>
<tr>
<td>RCLAI (ejaculation unspecified)</td>
<td>4</td>
<td>5</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>13</td>
</tr>
<tr>
<td>RCLAI withdrawal</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>Condom slippage/breakage during RAI</td>
<td>0</td>
<td>2</td>
<td>5</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>ICLAI</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>6</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>Unspecified CLAI&lt;sup&gt;e&lt;/sup&gt;</td>
<td>18</td>
<td>5</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>30</td>
</tr>
<tr>
<td>Semen-related sex act (eg, nudgeing)</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>13</td>
</tr>
<tr>
<td>Blood-related sex act (eg, fisting)</td>
<td>5</td>
<td>4</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>21</td>
</tr>
<tr>
<td>Receptive oral sex with ejaculation</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Receptive oral sex (ejaculation unspecified)</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>13</td>
</tr>
<tr>
<td>Wound, sore, or infection</td>
<td>6</td>
<td>8</td>
<td>2</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>31</td>
</tr>
<tr>
<td>Injecting drug use-sharing</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Tattoo, medical, or other blood to blood</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Risk implied, although not specified</td>
<td>11</td>
<td>11</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>28</td>
</tr>
<tr>
<td>Only condom-protected anal intercourse</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>No clear evidence of risk</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Unspecified anal intercourse</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Unspecified RAI</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>No reference to risk in text response</td>
<td>102</td>
<td>55</td>
<td>2</td>
<td>24</td>
<td>2</td>
<td>9</td>
<td>2</td>
<td>44</td>
<td>240</td>
<td>465</td>
</tr>
</tbody>
</table>

<sup>a</sup>RCLAI: receptive condomless anal intercourse.
<sup>b</sup>RAI: receptive anal intercourse.
<sup>c</sup>ICLAI: insertive condomless anal intercourse.
<sup>d</sup>IAI: insertive anal intercourse.
<sup>e</sup>CLAI: condomless anal intercourse.
Discussion

Principal Findings
We successfully employed Internet-based technologies to recruit a much larger and geographically extensive sample than obtained from earlier Australian seroconverter studies [22,31]. Aside from being a broader sample, the data we collected indicate that most men are both capable of and willing to identify and report their risk behavior in ways that make sense and appear reasonably reliable as a representation of their recollection and understanding of what occurred.

We were able to recruit on average nearly 100 men per year from across Australia, with fewer numbers recruited in later years as recruitment became less intensive because of reduced funding. This compares favorably with previous studies, which collected 15 and 53 participants per year in previous studies, all of those being from Sydney or Melbourne. The size of the sample recruited to this study is much larger than obtained from earlier studies, demonstrating that Internet-based studies can have much wider reach. During recruitment, a common resistance from some sites to refer patients to the study was concern about “burdening” people soon after diagnosis. That almost two-fifths of men completed the survey within 3 months of receiving their diagnosis suggests there is a willingness to participate in this kind of study, even while dealing with the impacts of their recent diagnosis.

The majority of men in this sample identified an occasion of receptive condomless anal intercourse as the mode through which they acquired HIV and, for most of those men, their partner ejaculated in their rectum at the time. This finding accords with what is known about the relative risk for HIV infection of specific practices, which suggests that most men in our sample appear capable of and willing to recall and report risk behavior. Some men identified multiple risk events, but most of them were able to identify what they believed was the highest-risk event. Additionally, some men reported having engaged in condomless anal intercourse during the 6 months before their diagnosis, some of which events may not have been identified by the men as potentially leading to their infection. Furthermore, a small number of men described practices that would otherwise be considered as safe, and these are explored in more detail through the qualitative data collected as part of this study [33]. A small number of men, however, were unable to identify a risk event to explain their infection, which has been noted in previous studies of people with recently diagnosed HIV infection [28,29]. In our study, recall was improved by the use of probing devices and free-text questions, and we were able to identify risk behaviors for many of these same men. In the end, most men reported receptive condomless anal intercourse in the period before their HIV diagnosis. This rate of receptive condomless anal intercourse, and particularly where ejaculation occurs in the rectum, was much higher than what has been found in surveys of Australian gay and bisexual men generally, particularly among HIV-negative gay and bisexual men, and even when compared with HIV-negative gay and bisexual men who engaged in condomless anal intercourse [10]. Although a small number of men reported injecting drug use during their highest-risk event, only a minority of those men reported sharing injecting equipment with others. This is consistent with what has previously been found among gay and bisexual men in Australia [16]. Nonetheless, after our detailed analysis of men’s responses, it is clear that the only identifiable risk behavior for a small number of men was injecting drug use.

In the end, most men were both capable of and willing to identify and report their risk behavior in ways that make sense and appear reasonably reliable as a representation of their recollection and understanding of what led to their HIV infection. This study was able to identify rates of condomless anal intercourse at least as high as previous similar studies [28,29].

Limitations
We excluded from our detailed analysis 41 men who could not identify a risk event or provide detail about their sexual behaviors in the 6 months before their diagnosis. We cannot know why they did not complete these sections of the survey, nor can we account for them. Our descriptions here, though, are of men who were at least able to recognize, or describe, something that had happened that put them at risk of infection. Although we did not identify any duplicate entries, it is possible that individuals may have entered their responses more than once.

We cannot determine from these data that the events men believed led to their infection were the actual source of their infection. More than half of the men reported multiple possible events.

Over the last decade, there have been significant changes in how gay men connect with each other [34] and their sense of community [35]. These changes have run parallel to changes in HIV prevention, with focus on emerging biomedical approaches [36-38]. It is therefore understandable that for some men there may be uncertainty about the current relative risk of particular practices [39]. Definitions of what is safe and what is not safe may differ between men and may be changing for individual men. In addition, the ways that the relative risk of specific sex practices are assessed within gay communities appear to be changing, further adding to the possibility of confusion for individual men [40].

Although self-report data on sexual risk behavior are subject to limitations, anonymous Web-based surveys that present culturally appropriate questions have been found to produce reliable data [25]. There are particular challenges to accurately measuring sexual behavior, given that “the object under consideration—sexual practice and its change—is fluid, embedded in specific social formations, and involves the negotiation of meaning” [41,42]. Surveys are discursive and iterative in that they can often imply narrow meanings and interpretation in ways that do not always reflect what was intended, and may miss important mediating factors or contextual influences. Some of the men who did not provide responses to the set survey questions about the activity that occurred at the time they became infected did utilize the free-text component of the survey to describe and explore other events.
that may have led to infection, including less common explanations for their transmission, which is the subject of a separate analysis [33].

Given this interpretive variability, even well-developed survey questions can lead to confusion between the researchers’ intention and the respondents’ interpretation. With opportunity, many men can and will offer further contextual explanations in relation to what they believe led to their HIV infection, demonstrating the value of including free-text opportunities in survey questionnaires where possible. This contextual detail suggests that some men require an opportunity to articulate their story in greater detail, including the reasons they found themselves in a particular situation. Motivation for participants’ sexual behavior was not asked in the survey questionnaire.

### Conclusions

These findings suggest that seroconverter studies could take advantage of Internet-based technologies to obtain a broad sample of individuals with recently diagnosed HIV infection. Our data demonstrate a willingness for people with recently diagnosed HIV infection to engage in such research and that this method can collect, what appear to be, reasonably reliable data. Individuals with newly diagnosed HIV infection are generally able to identify and describe the likely circumstances that led to their infection. However, for some individuals, this may not always be so straightforward. Providing multiple and accessible methods for people to describe how they believe they were infected may allow some people to explain what they believe happened, even if they could not do so using one particular method. Providing diverse opportunities for relaying experience can sometimes elicit more detailed and contextual information. Given that identifying the circumstances that led to a person’s HIV infection is a high priority, providing opportunities for alternative ways of describing the details of what occurred, within survey instruments and through qualitative methods such as narrative interviews, strengthens the evidence base for more effective HIV prevention and support work. In the changing environment, where the circumstances of seroconversion are likely to be more complex, the capacity to reliably collect sensitive information remains important. In the context of limited resources, this appears to be an efficient and reliable method.

In addition to clinic-based data collection, Internet-based technologies should be employed to obtain detailed data about the circumstances in which individuals believe they were infected with HIV.
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Abstract

Background: Type 2 diabetes is a serious, pervasive metabolic condition that disproportionately affects ethnic minority patients. Telehealth interventions can facilitate type 2 diabetes monitoring and prevent secondary complications. However, trials designed to test the effectiveness of telehealth interventions may underrecruit or exclude ethnic minority patients, with language a potential barrier to recruitment. The underrepresentation of minorities in trials limits the external validity of the findings for this key patient demographic.

Objective: This systematic review examines (1) the research reporting practices and prevalence of ethnic minority patients included in telehealth randomized controlled trials (RCTs) targeting type 2 diabetes and the trial characteristics associated with recruiting a high proportion of minority patients, and (2) the proportion of included RCTs that report using English language proficiency as a patient screening criterion and how and why they do so.

Methods: Telehealth RCTs published in refereed journals targeting type 2 diabetes as a primary condition for adults in Western majority English-speaking countries were included. Ethnically targeted RCTs were excluded from the main review, but were included in a post hoc subgroup analysis. Abstract and full-text screening, risk of bias assessment, and data extraction were independently conducted by two reviewers.

Results: Of 3358 records identified in the search, 79 articles comprising 58 RCTs were included. Nearly two-thirds of the RCTs (38/58) reported on the ethnic composition of participants, with a median proportion of 23.5% patients (range 0%-97.7%). Fourteen studies (24%) that included at least 30% minority patients were all US-based, predominantly recruited from urban areas, and described the target population as underserved, financially deprived, or uninsured. Eight of these 14 studies (57%) offered intervention materials in a language other than English or employed bilingual staff. Half of all identified RCTs (29/58) included language proficiency as a participant-screening criterion. Language proficiency was operationalized using nonstandardized measures (eg, having sufficient “verbal fluency”), with only three studies providing reasons for excluding patients on language grounds.

Conclusions: There was considerable variability across studies in the inclusion of ethnic minority patients in RCTs, with higher participation rates in countries with legislation to mandate their inclusion (eg, United States) than in those without such legislation (eg, United Kingdom). Less than 25% of the RCTs recruited a sizeable proportion of ethnic minorities, which raises concerns about external validity. The lack of objective measures or common procedures for assessing language proficiency across trials implies that language-related eligibility decisions are often based on trial recruiters’ impressionistic judgments, which could be subject to bias. The variability and inconsistent reporting on ethnicity and other socioeconomic factors in descriptions of research participants could be more specifically emphasized in trial reporting guidelines to promote best practice.
Introduction

Diabetes, a chronic metabolic condition, is on the rise, placing growing resource pressures on health care systems worldwide [1]. With the risk of developing diabetes increasing with obesity, sedentary behavior, and age, type 2 diabetes accounts for roughly 90% of diabetes cases. Behavioral changes (eg, diet, exercise), coupled with medication aiming to lower blood sugar levels and blood pressure, can reduce the risk of developing diabetes-related complications [2]. Due to its prevalence and the benefits of effective disease management, type 2 diabetes is frequently targeted in studies aiming to promote lifestyle modification through behavioral interventions and education [3].

Telehealth, broadly defined as remote health care delivery using technology [4], can partially alleviate the growing pressures associated with aging populations and rising rates of chronic conditions [5]. Technological advances have led to the availability of wide-ranging telehealth options to support patients as an alternative or supplement to traditional outpatient care, with presumed benefits including cost reduction, increasing convenience and access, and promoting patient self-management [6,7]. For example, diabetes-related telehealth services often involve platforms for measuring and communicating blood glucose information and receiving feedback from an automated system or remote professional. Other services involve structured self-management education or peer or motivational support [8]. Although findings from randomized controlled trials (RCTs) testing the effectiveness of telehealth interventions have been mixed and tend to vary by condition, systematic reviews focusing on type 2 diabetes specifically have generally yielded positive results, including modest but significant improvements for glycemic control and favorable outcomes for patient quality of life and treatment satisfaction [8-15].

Due to its flexibility, telehealth has the potential to reach underserved patients who may experience difficulties accessing traditional health services [16,17]. This extends to ethnic minorities, who are particularly vulnerable to developing type 2 diabetes [18], tending to do so at a younger age and with a lower body mass index than the general population in Western countries [19]. In the United Kingdom, for example, South Asians have up to six times higher prevalence of type 2 diabetes compared to people from Caucasian backgrounds, with incidence up to three times higher in people of African or African-Caribbean descent [20]. Ethnic minority groups also experience poorer long-term outcomes for diabetes, such as worse glycemic control and higher rates of complications [21], even when patients have access to health care at minimal cost [22] and after adjusting for age and socioeconomic status [19,23]. Ethnic minorities may also experience impaired self-management and underuse services due to a combination of socioeconomic factors, including a less developed understanding of diabetes, differing attitudes toward medication, culturally specific dietary practices, and/or language barriers to accessing care [13,24,25].

Despite having a higher incidence of diabetes, ethnic minority patients tend to be underrepresented in trials [26-28]. This means that they cannot receive the potential health benefits from trial participation [29,30], including access to improved treatments and closer monitoring during the trial period. In addition, studies are not able to adequately assess the effectiveness of new treatments for these higher-need groups. For example, telehealth technologies trialed on a disproportionately Caucasian sample may not be generalizable to a diverse patient demographic, with implications for the service-level adoption of such interventions [31,32]. Low participation rates of ethnic minority diabetes patients have been reported in systematic reviews focusing on telehealth interventions, although the ethnic composition of the recruited sample is often unreported. In a 2006 review, only eight of 26 included studies reported on the ethnic composition of trial participants, of which the median proportion of ethnic minority patients was 39% (range 5%-100%) [33]. Similarly, two 2014 reviews found that only half of 16 included studies [34] and four of nine included studies [3] reported on the ethnic makeup of the recruited sample, with variable minority participation across these studies (range 15%-100% and range 24%-100% of total participant population, respectively).

Although the results of these reviews [3,33,34] are revealing in terms of prevalence and research reporting practices, they have several limitations. First, the included studies were restricted to a narrow range of computer-based telehealth interventions—a subset of the wide variety of the telehealth technologies available. For example, they excluded trials that were phone-based or included glucose monitoring, which are pervasive in telehealth diabetes research [15]. Next, two reviews included studies that targeted both type 1 and type 2 diabetes [33,34]. Because ethnic minorities are not disproportionately affected by type 1 diabetes, it is important to identify the prevalence of minority participants in studies that exclusively focus on type 2 diabetes. Third, two of the reviews included trial designs other than RCTs [3,33], with different designs potentially affecting the type of patients who had opted to take part (eg, due to time commitments) [35,36] in addition to not providing the same design safeguards against bias [37]. Finally, both 2014 reviews included studies that specifically recruited from one or more ethnic minority communities [3,34]. The
inclusion of these ethnically targeted studies likely inflated ethnic minority patient prevalence estimates relative to studies recruiting from the general population. This systematic review addresses these limitations by focusing on telehealth RCTs targeting type 2 diabetes in adults recruited from the wider patient population. The telehealth medium used in the RCTs was not restricted in order to more comprehensively survey research reporting practices across the range of technologies. A central aim of this review was to explore the barriers and facilitators to ethnic minority inclusion in telehealth RCTs.

Among the factors that could affect ethnic minority participation in RCTs, language and literacy are often identified as potential obstacles [26,31]. Of foreign-born people living in the United States, 29% reported speaking English “not well” or “not at all” [38] compared to more than 12% in Australia [39]. In England and Wales, nearly 19% of adults from the four largest ethnic minority communities were estimated to speak little or no English [40]. Poor language skills are also related to higher levels of undiagnosed diabetes and to difficulties accessing services [13,41]. Ensuring that patients have the requisite language ability to understand the conditions for trial participation is an ethical imperative in all research (eg, obtaining informed consent). Because communication is a key part of the treatment in telehealth trials, language could act as a barrier to telehealth’s ability to provide more accessible, equitable modalities for delivering care. For example, telehealth interventions often necessitate basic literacy skills (eg, understanding and inputting written text) or enhanced communication skills (eg, communicating on the phone with no access to nonverbal cues), potentially barring the participation of patients without adequate language skills to engage with the intervention in the absence of translation or interpretation services [42].

There is a pressing need to examine the role of language in telehealth interventions, especially in countries where a sizeable portion of the population has limited ability in the official language. This is particularly the case for conditions such as type 2 diabetes, to which ethnic minority communities are particularly vulnerable. Yet little is known about whether and how patients are screened for language proficiency or literacy nor the extent to which these factors are cited among the participant inclusion or exclusion criteria in telehealth RCTs targeting type 2 diabetes [30,43]. In light of these gaps, the goals of this systematic review were to investigate (1) the research reporting practices and prevalence of ethnic minority patients included in telehealth RCTs targeting type 2 diabetes and trial characteristics associated with successful minority patient recruitment, and (2) the proportion of included RCTs that report English language proficiency as a participant-screening criterion and how and why proficiency was assessed.

Methods

This review followed the Cochrane Collaboration’s handbook on conducting systematic reviews [44] and the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines [45]. Full methodological details, including MEDLINE search strategy terms, are reported in the published protocol [46].

Search Strategy and Study Screening and Selection

The search, which was conducted in late August 2015, included studies published from January 1, 2000 to July 31, 2015 using MEDLINE, PsycINFO, EMBASE, CINAHL, and CENTRAL. Keywords and inclusion criteria from recent related reviews were examined [15,34,47,48] and a medical librarian was consulted to verify the search strategy (eg, keywords, choice of databases). Abstract and full-text screening were independently performed by two reviewers (LE, KB, or DW), with discrepancies resolved through discussion. Multiple outputs from the same dataset were linked for included studies and imported into Endnote X7.

Included studies were peer-reviewed English-language journal articles on telehealth RCTs recruiting adult (≥18 years) type 2 diabetes patients from Western countries where English is both an official and the majority language (ie, Australia, Canada, Ireland, New Zealand, United Kingdom, United States). All other research designs and publication types were excluded, as were RCTs that included type 1 or gestational diabetes patients, or that had explicitly targeted one or more ethnic minority groups in their recruitment strategy. Interventions could comprise any telehealth medium designed to treat or improve type 2 diabetes as the primary condition. Studies focusing on secondary diabetes-related complications (eg, retinopathy) or mental health were excluded as were telehealth interventions solely targeting health professionals rather than patients.

Data Collection

The data extraction form Multimedia Appendix 1 was developed using Cochrane guidelines [44] to describe study details, participant demographics, and intervention characteristics. Outcome data were extracted using Microsoft Excel and independently checked by two reviewers (DH, DW). The Cochrane Collaboration’s risk of bias (ROB) tool [49] was adapted to assess all 79 included articles using Cochrane’s Review Manager software (RevMan, The Cochrane Collaboration, Copenhagen, Denmark). Two of three authors (LE, DH, DW) independently evaluated each article for low, unclear, or high ROB, with discrepancies resolved through discussion. The assessment criteria were random sequence generation (selection bias), allocation concealment (selection bias), blinding of participants and personnel (performance bias), blinding of outcome assessment (detection bias), incomplete outcome data (attrition bias), selective reporting (reporting bias), and other sources of bias (other bias).

Due to the nature of telehealth interventions, patient and personnel blinding is generally unfeasible. Hence, for the purpose of this review, high risk of performance bias was interpreted as situations where unblinded research personnel interacted with participants across study groups, allowing for differential treatment. Assessment of detection bias focused on primary outcome detection. Studies that used an objective primary outcome measure (eg, laboratory-based blood test, administrative record of number of hospital visits) were assessed as low ROB because knowledge of participants’ allocation is...
unlikely to seriously affect the outcome. Conversely, studies where the primary outcome was subjectively assessed (eg, self-report measures) were deemed high ROB.

**Data Analysis**

Data analysis of included studies addressed the following primary outcomes:

1. Proportion of studies that report on the ethnic composition of recruited participants and, where available, the overall prevalence of ethnic minority patients (between-study median and range);

2. Characteristics of studies that recruit a high proportion (≥30%) of ethnic minority participants (eg, telehealth medium, access to translation);

3. Proportion of studies that include English language proficiency or reading and writing literacy as a participant-screening criterion and, where available, the ways in which proficiency/print literacy is operationalized as a screening criterion; and

4. Language-related reasons for patient exclusion, if given (eg, informed consent, lack of resources).

In line with categorizations of race and ethnicity in the United States census [50] and conceptualizations of nonwhite or non-Caucasian respondents in other majority English-speaking countries (eg, United Kingdom [51]), ethnic minorities were defined as those of nonwhite ethnicity, including Hispanics, who may or may not be newcomers to the host country. In the case of studies reporting only the proportion of white patients recruited, all other participants were assumed to be ethnic minorities. In other studies that listed the proportion of participants belonging to an “other” group, “other” was interpreted as patients from an ethnic minority background not specified elsewhere in the study.

A narrative synthesis [52] was conducted to examine the characteristics of RCTs that reported a 30% or greater threshold of ethnic minority participants as a proportion of the total sample (considered relatively high), which is in line with the median prevalence of minority recruitment reported in earlier related reviews [3,33,34]. We would also note that this threshold is close to the proportion of ethnic minorities in the United States population. In the 2015 census, the "white alone, not Hispanic or Latino" category was reported at 61.6%, which implies that the remaining 38.4% are ethnic minorities [53]. After systematically extracting and tabulating the data, groupings and textual descriptions were used to explore heterogeneity within those studies and between studies with higher and lower proportions of ethnic minority participants. Exploration of relationships in the data was iteratively conducted to reveal factors that may promote or impede ethnic minority recruitment.

Finally, a post hoc subgroup analysis was conducted for studies that had explicitly targeted one or more ethnic minority groups as part of their recruitment strategy and that had been excluded from the systematic review for that reason only [54-65]. This additional retrospective analysis of ethnically targeted studies was undertaken to further examine recruitment strategies and features of trials that specifically recruited ethnic minority participants. This analysis involved the same methods as the synthesis described previously, but did not contribute to calculations reported in the main analysis.

**Results**

**Study Selection**

The search yielded 2332 records after removing duplicates, which were submitted to abstract screening. After assessing 212 full-length articles for eligibility, 79 articles, consisting of 58 discrete RCTs, met the inclusion criteria (see Figure 1).
Characteristics of Included Studies

Multimedia Appendix 2 summarizes the characteristics of included studies in the review. The total number of participants across included RCTs was 12,916, with sample sizes ranging from 14 to 1665 (median 160). Nearly three-quarters (43/58) were recruited from the United States, whereas the rest were carried out in Australia (5/58), Canada (5/58), the United Kingdom (4/58), and one in both the United States and Canada. The studies involved a wide range of telehealth media and devices, the most popular of which was phone-based telehealth interventions. Other frequently used telehealth tools included Internet technologies (eg, static and interactive webpages, email, instant messaging), computerized self-management programs, and glucose meters integrated with mobile apps. Several studies combined different media and communication types as part of the intervention, including electronic medical records, educational websites, home monitoring, and videoconferencing (eg, [66]).

Methodological Quality

Parts A and B of Multimedia Appendix 3 show the ROB summary table and graph for included studies. Of the 79 articles, 34 described an appropriate randomization procedure, two [67,68] reported inadequate randomization, and the remainder provided insufficient detail for assessing risk of selection bias (judged unclear). Similarly, allocation concealment reporting was frequently insufficient to determine the ROB (eg, not clear whether allocation envelopes were opaque and sequentially numbered [69]). Most studies reported designs intended to reduce performance bias (within the parameters of unfeasible patient and interventionist blinding), with studies judged as having a high ROB in cases when nonblinded staff delivered both the telehealth intervention and usual care [69-83] and also collected follow-up measures [84,85]. Included studies employed both subjective and objective outcome measures, with objective glycated hemoglobin (HbA1c) levels being the most common primary outcome. Approximately half of the studies included patient attrition information, with unclear ROB assigned when reasons for attrition were not given, attrition was not broken down by group allocation, or it was unclear how substantial missing data were dealt with in data analysis. Several studies were assessed as having a high ROB due to a large difference in attrition between study arms that was attributed to the intervention [86,87] or that had only presented outcomes for patients who had completed the intervention and/or all follow-up measures [88-91]. There was generally a low risk of reporting bias, with most studies reporting on prespecified outcomes. A high ROB was noted in studies where reported outcomes deviated from the protocol or specified methodologies [70,85,91-97] or insufficiently reported statistical or summary data [67,68,71,72,83,98-105]. Most studies were free of other sources of bias. However, some failed to report treatment dosage (eg, frequency of calls [74,90,106,107]) and its effect on...
outcomes even when adherence was low. Others were pilot studies or had small convenience samples, limiting their generalizability [71,85,95,101,108,109].

**Ethnic Minority Participation**

Thirty-eight of the 58 included RCTs (or 56 of the 79 articles) provided information on the ethnic composition of the sample [66-78,80,85,89-101,103-130], of which the median proportion of ethnic minority participants was 23.5% (range 0%-97.7%). Two of these recruited no ethnic minority patients [71,77]. The remaining studies (n = 20) provided no ethnicity information, including all five Canadian studies [79,81-84,88,90,99,131-144]. Figure 2 shows that the number of included studies in the review markedly increased after 2005, with eight up until that year and 50 thereafter. The proportion of the studies that reported on the ethnicity of recruited patients was 38% (3/8) up to and including 2005 and more than doubled to 70% (35/50) after that date.

**Figure 2.** Number of included studies (n=58) reporting on the ethnic composition of the recruited sample by year of publication.

**Language Proficiency**

Half of the included RCTs (29/58) reported English language proficiency as a patient inclusion or exclusion criterion, with six of these studies alternatively requiring proficiency in Spanish [66,94,105,106,110,111] and one in either Spanish or Cantonese instead of English [118]. In the 29 remaining RCTs, language ability may have been considered in recruitment but not reported in the published article, including one study that did not list any screening criteria at all [72]. Alternatively, language might not have been taken into account in recruitment. Although being able to engage with the intervention may be an implicit reason for including language as an eligibility criterion, only three studies provided explicit explanations for excluding prospective participants on language grounds. In two, this pertained to understanding study information and providing informed consent [99,109]. In the third, this related to language demands required for the intervention, which involved patients receiving tailored feedback through an automated interactive phone service [142].

Of the studies that included language proficiency as an eligibility criterion, there was little consistency in the way that this was defined. More than a third (11/29) emphasized being able to communicate in or fluently speak (and in two cases also understand) English, whereas another specified language without reference to the written medium. Of these, two studies further specified that the context for this was over the phone [91,142], which is more difficult than face-to-face communication [42]. Four other studies referred to participants needing to be able to read and speak English, seven required reading and writing, and two referred to reading and understanding (ie, receptive skills), placing no apparent emphasis on speaking or writing. Finally, five studies emphasized having English (or Spanish) as a main or primary language, implying that membership to the target language community (ie, native speaker status) was the key criterion.

From these descriptions, there were no indications that any objective measures (eg, temporal measures of fluency or oral comprehension questions) were used to establish whether prospective participants had the necessary skills to meet the specified language criterion for inclusion in the study. Reference to commonly used benchmarks of language proficiency or defined levels (eg, Canadian Language Benchmarks, Common European Framework of Reference for Languages) were not given [145]. The grounds on which a patient was determined to be linguistically eligible to participate were also unspecified. Two studies administered previously validated health literacy instruments to patients [75,118]. However, this was used to assess study outcomes in relation to health literacy and there was no threshold health literacy level required for participation. In sum, there were no explicit or standardized measures of language proficiency across included studies—a variable which could directly affect the ethnic minority patient participation [146].

**Narrative Synthesis**

Of the 79 articles reporting on 14 distinct RCTs, 28 recruited a high proportion of ethnic minority patients, with the threshold for this set at 30% or greater (median 53.3%, range 30.0%-97.7%; see Table 1) [66,70,75,85, 87,94,103,105,106, 110,111,116, 118,119]. They all took place in the United States, mostly in urban settings, with only one study exclusively recruiting from a rural setting [70]. These studies frequently recruited in medically underserved and financially deprived areas [66,70,106,110,111] and described their target populations...
as predominantly uninsured [75,106,111,118]. In addition to including ethnic minorities, these studies also had high numbers of patients with no insurance or who received government-sponsored Medicare or Medicaid benefits. For example, of the three studies recruiting patients from safety-net clinics, which treat uninsured patients, more than 89% were nonwhite [75,110,118]. Two studies required health care coverage as a patient screening criterion [87,103] and one solely recruited low paid health care worker union members insured through their employer [105].

Table 1. Summary of characteristics of 14 parent studies with a high proportion (≥30%) of ethnic minority patients.

<table>
<thead>
<tr>
<th>Study</th>
<th>Intervention</th>
<th>Setting and patient characteristics</th>
<th>Benefits of participation</th>
<th>Tailoring of intervention</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anderson et al [106]</td>
<td>Phone</td>
<td>PC</td>
<td>Yes Yes Yes Yes</td>
<td>Yes Yes Yes</td>
</tr>
<tr>
<td>Arora et al [110]</td>
<td>Mobile SMS</td>
<td>SN</td>
<td>Yes Yes Yes Yes</td>
<td>Yes Yes Yes</td>
</tr>
<tr>
<td>Davis et al [70]</td>
<td>Videoconference &amp; pedometer</td>
<td>PC Rural</td>
<td>Yes Yes Yes Yes</td>
<td>Yes Yes Yes</td>
</tr>
<tr>
<td>Frosch et al [111]</td>
<td>Video &amp; phone</td>
<td>PC Com</td>
<td>Yes Yes Yes Yes</td>
<td>Yes Yes Yes</td>
</tr>
<tr>
<td>Glasgow et al [94]</td>
<td>Website &amp; phone (automated &amp; from an interventionist)</td>
<td>PC</td>
<td>Yes</td>
<td>Yes Yes</td>
</tr>
<tr>
<td>Khan et al [75]</td>
<td>Computer multimedia education</td>
<td>SN</td>
<td>Yes Yes Yes Yes</td>
<td>Yes Yes Yes</td>
</tr>
<tr>
<td>Krein et al [116]</td>
<td>Phone</td>
<td>PC</td>
<td>Yes Yes Yes Yes</td>
<td>Yes Yes Yes</td>
</tr>
<tr>
<td>Quinn et al [85]</td>
<td>Bluetooth blood glucose meter with mobile app</td>
<td>PC Com</td>
<td>Mixed</td>
<td>Yes</td>
</tr>
<tr>
<td>Quinn et al [87]</td>
<td>Mobile SMS, patient portal &amp; phone</td>
<td>PC</td>
<td>Mixed</td>
<td>Yes</td>
</tr>
<tr>
<td>Schillinger et al [118]</td>
<td>Phone</td>
<td>SN</td>
<td>Yes Yes Yes Yes</td>
<td>Yes Yes Yes</td>
</tr>
<tr>
<td>Sevick et al [119]</td>
<td>Personal digital assistant</td>
<td>Com</td>
<td>Yes Yes Yes Yes</td>
<td>Yes Yes</td>
</tr>
<tr>
<td>Shea et al [66]</td>
<td>Website, videoconference, electronic records &amp; email</td>
<td>PC</td>
<td>Mixed</td>
<td>Yes Yes Yes</td>
</tr>
<tr>
<td>Tang et al [103]</td>
<td>Bluetooth blood glucose meter &amp; electronic records</td>
<td>PC</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Walker et al [105]</td>
<td>Phone</td>
<td>Union</td>
<td>Yes Yes Yes Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

a Recruitment: Description of setting from which participants were recruited; PC: primary care; SN: safety net; Com: community center; Union: health care workers’ union. Urban only: refers to recruitment solely from urban areas. All mixed studies recruited from both urban and rural areas, with the exception of [85], which recruited from urban and suburban areas. Underserved: medically underserved/uninsured/low-wage patients or Medicare/Medicaid beneficiaries.

b Financial: monetary incentives for research participation, including money, gift cards, or vouchers. Device: provision of technology or equipment including self-monitoring devices used in the intervention.

c Bilingual: recruitment or educational materials translated into a minority language or availability of bilingual interventionists. Cultural: materials crafted for or through consultation with members from certain minority communities independent of language. Literacy: materials purposefully written at a particular grade level or staff trained to communicate with low-literacy patients.

High minority-recruiting studies used a mix of telehealth delivery modes, reflecting the breadth of technology used in the wider sample of studies included in the review. This suggests that the medium through which a telehealth intervention is delivered has little bearing on ethnic minority recruitment. In total, 36% (5/14) of the studies offered financial compensation for trial participation, with money or vouchers ranging from US $15 to US $175 per participant [70,106,110,118,119]. By comparison, only 21% (5/24) of low-recruiting studies (<30% ethnic minorities) offered financial incentives. A proportionately higher number of high minority-recruiting trials (35.7% vs 21% in low-recruiting studies) also offered patients equipment to facilitate self-monitoring, such as glucose meters and/or blood testing strips, which can impose a substantial cost to patients.
not covered by insurance [70,106,110,118,119], or free mobile phones if they were being used as part of the intervention [85,87,103].

Another key characteristic of high minority-recruiting studies was an emphasis on languages other than English. More than half (8/14) offered the intervention in a language other than English, including the use of bilingual staff for phone interventions [66,75,94,105,106,110,111,118], and two additionally reported using bilingual recruitment staff or translated study information to facilitate the recruitment of nonnative-English-speaking patients [94,118]. Conversely, no study with less than 30% ethnic minority participants offered bilingual interventions (see Multimedia Appendix 2). Four studies reported tailoring intervention materials to the needs and interests of African American and/or Latino patients, such as the use of video testimonials from community members [70,75,94,110], and nearly half reported writing study materials to facilitate low-literacy patients’ comprehension [66,70,75,106,110,118].

Post Hoc Subgroup Analysis
A post hoc subgroup analysis was conducted for 12 articles comprising 11 RCTs that had been excluded during full-text screening [54-65]. The findings echoed those of the narrative synthesis (see Table 2). All ethnically targeted studies took place in urban American settings, with nearly half (5/11) reportedly recruiting from economically deprived or medically underserved areas [56,57,60,61,65]. More than half (6/11) used phone calls as part of the intervention, although other telehealth media were also used. Although only one study offered patients intervention-related equipment (laptop and telehealth peripherals) [57], six offered financial remuneration ranging from US $40 to US $60 cash or vouchers [55,59,61-63,65], with one trial additionally offering some patients up to US $200 for reducing their HbA1c levels by a prespecified amount [62]. The ethnically targeted studies frequently reported tailoring interventions to their target demographic, including offering written and spoken aspects of the intervention in a language other than English [56,61,64,65], designing interventions through consultation and feedback from minority groups [55-58,60,65], and using interventionists drawn from the target cultural communities [55,61,64,65]. This latter point included building input from minorities into the recruitment strategy and/or piloting materials and procedures with them.
Table 2. Summary of characteristics of 11 ethnically targeted studies subjected to a post hoc subgroup analysis.

<table>
<thead>
<tr>
<th>Study</th>
<th>Intervention</th>
<th>Setting and patient characteristics</th>
<th>Underserved</th>
<th>Financial</th>
<th>Bilingual</th>
<th>Tailoring of intervention</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Recruitment</td>
<td>Recruited group(s)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Amoako &amp; Skelly [55]</td>
<td>Phone</td>
<td>PC com</td>
<td>Older African American women</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Calderón et al [56]</td>
<td>Video</td>
<td>PC</td>
<td>Spanish speakers</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Carter et al [57]</td>
<td>Laptop with home monitoring, videoconference &amp; electronic records</td>
<td>PC</td>
<td>African Americans</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Crowley et al [58]</td>
<td>Phone</td>
<td>PC</td>
<td>African Americans</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Forjuoh et al [59]; Adepoju et al [54]</td>
<td>Personal digital assistant</td>
<td>PC</td>
<td>African Americans &amp; Hispanics</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gary et al [60]</td>
<td>Phone</td>
<td>PC</td>
<td>African Americans</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heisler et al [61]</td>
<td>Tablet computer</td>
<td>Com</td>
<td>African Americans &amp; Hispanics</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Long et al [62]</td>
<td>Phone</td>
<td>PC</td>
<td>African American veterans</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lorig et al [64]</td>
<td>Phone</td>
<td>Com</td>
<td>Spanish speakers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lorig et al [63]</td>
<td>Website</td>
<td>Web</td>
<td>American Indians/Alaska Natives</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ruggiero et al [65]</td>
<td>Phone</td>
<td>PC</td>
<td>African Americans &amp; Hispanics</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

a Recruitment: Description of setting from which participants were recruited; PC: primary care; com: community center; Web: website. Recruited group(s): ethnicities targeted in recruitment and age group, gender, or profession of targeted participants where specified. Underserved: medically underserved/uninsured/low-wage patients or Medicare/Medicaid beneficiaries.

b Financial: monetary incentives for research participation, including money or vouchers. Bilingual: recruitment or educational materials translated into a minority language or availability of bilingual interventionists.

c Cultural: materials crafted for or through consultation with members from certain minority communities independent of language, or staff undertook cultural sensitivity training. Literacy: materials purposefully written at a particular grade level or staff trained to communicate with low-literacy patients.

d These linked articles reported on the same RCT and it was unclear which was the parent study.

**Discussion**

**Principal Findings**

This systematic review investigated research reporting practices and prevalence estimates of ethnic minority participation in telehealth diabetes RCTs, extending previous reviews by including a broader range of telehealth technologies targeting type 2 diabetes. Nearly 66% of included studies reported on the ethnic composition of their samples. Although this proportion is higher than in previous reviews [3,33,34], it confirms the underreporting of ethnicity in peer-reviewed journal articles. However, compared to the 2006 review that had also excluded studies recruiting participants from a single ethnic minority background [33], these results yielded lower median participation of ethnic minority patients as a proportion of the total sample (23.5% vs 39%).

All RCTs with 30% or greater ethnic minority recruitment were US-based, mostly recruited from urban areas, and frequently described recruited patients as low-income, socially deprived, or with little or no health care coverage. Participant remuneration or free telehealth monitoring devices incentivized participation in nearly 60% of these studies. Although the United States has a high proportion of ethnic minorities compared to other countries included in the review [147], its dominance as the setting for all studies meeting the 30% or greater cut-off for the narrative review and for all ethnically targeted studies in the post hoc subgroup analysis suggests that the American National Institutes of Health (NIH) *Policy and Guidelines on the Inclusion of Women and Minorities as Subjects in Clinical Research* [148] has been influential in promoting minority representation in trials. Overall, minority participation rates tend to be higher in the United States, which has legislation to mandate their inclusion, than in contexts where no such legislation exists (eg, United Kingdom) [26]. The availability of trial materials in multiple languages was also a recurrent feature of studies recruiting substantial numbers of ethnic minority participants and often occurred in conjunction with trial materials that accounted for cultural factors or presumed literacy levels. This suggests that having a language concordant...
interventionist and embedding input from members of target communities into trial materials could have positive effects on the recruitment of groups who may otherwise be underrepresented [149,150]. This supports existing research on strategies to optimize the recruitment of underserved patients, which reveals ways of working holistically to alleviate individual and external factors that impede participation [146,151]. The emphasis on patient and public involvement in research aligns with such practices [29,152].

Half of the included studies listed language proficiency among the patient eligibility criteria, although less than 5% provided a reason for including or excluding patients on this basis. The role of language in participant screening was described in different ways across studies, with emphasis either placed on different combinations of skills (speaking, listening, reading, writing) to reflect the nature of the intervention, or on patients’ status as primary speakers of English or another language where offered. There was no evidence of the use of objective measures or instruments or of a common procedure across studies to assess whether patients had the requisite language proficiency to participate and, in individual studies, this level of detail was not given. Thus, it was unclear how language-related determinations about inclusion or exclusion were made—that is, how the language-screening criterion as stated was operationalized in arriving at eligibility decisions.

Limitations

This review has several limitations. First, only English-language articles that recruited patients from Western countries where English is both an official and the dominant language were considered. Findings may be different in reviews focusing on recruitment from other contexts or on other world languages. Second, ethnic minorities are not a monolith, and language barriers to engaging with the intervention are likely to be different for newcomers to a country (eg, migrants), who may have little knowledge of English, than for later generations of native English speakers who are visible minorities (eg, African Americans in the United States) [24]. It is often difficult to disentangle ethnicity from language in secondary data analysis because the language background of participants (ie, proportion of native English speakers and heritage language speakers) is often not reported as a separate category and, in some countries, is not captured in census data [40]. Third, and related to this, we used the ethnicity categories reported in the original studies in data extraction. However, race and ethnicity are complex constructs that frequently conflate social identity with other factors, such as genetic or biological characteristics (particularly as connoted in the former term), geographical origin, cultural practices, or religious persuasion [31]. Categorizations were inconsistent across studies included in this review, making comparisons between and within countries difficult. Fourth, the prevalence of minority patients in the area(s) from which they were recruited was not possible to collate, with several studies recruiting from different geographic sites and not reporting on local population or, in some cases, on the ethnic breakdown of their recruited sample. Finally, peer-reviewed articles were the sole publication type considered in this study, which was consistent with the goal of elucidating research reporting practices in academic journals. That is, the grey literature was not examined and study authors were not contacted to provide further information than was included in their published articles, taking into account linked publications. The brief descriptions of study setting, design, and recruitment in the included telehealth RCTs provided comparatively little qualitative data for the narrative synthesis. This has resulted in a relatively simple theoretical account of the trial features supporting ethnic minority participation, which would need to be corroborated through a more in-depth examination of key variables in subsequent research. Nonetheless, with 79 articles and 58 RCTs included, this review is comprehensive in its account of research reporting and includes more studies than the three previous telehealth diabetes reviews combined [3,33,34].

Concluding Remarks

Despite the link between new technologies and improved outcomes, mixed evidence regarding reducing disparities from the research literature [122,129] suggests that telehealth has yet to fulfill its potential of being truly accessible to and effective for ethnic minority diabetes patients [15]. Cultural and linguistic tailoring to a diverse demographic and offering translation and interpretation services where possible could extend the benefits of telehealth type 2 diabetes interventions to a wider cross-section of patients, thereby promoting more equitable access to health care [43,153].

Findings from this and earlier systematic reviews suggest that between a third and half of telehealth diabetes trials provide no information on the ethnic composition of their samples. Further, other demographic characteristics, such as socioeconomic status, are not consistently reported across studies (see Multimedia Appendix 2). Providing data on participants’ gender and age, but no information on ethnicity for either the sample or the local target population is insufficient for assessing the external validity of the findings. Ethnicity information is necessary to evaluate claims about telehealth’s accessibility to all patients (and not just a subsection of the population), including its ability to foster social inclusion through the uptake of services.

The Consolidated Standards of Reporting Trials (CONSORT) statement [154], which articulates guidelines for best practice in research reporting and which has been widely adopted, advocates reporting baseline demographic and clinical characteristics for each group in the RCT. However, this is prefaced on the assumption that these will be collected, and the statement does not specify which baseline variables should be captured and described. In the case of clinical baseline variables, further specification of which variables to target would appear to be dependent on the nature of the condition being examined (eg, HbA1c for diabetes). However, this is not the case for sociodemographic variables, which apply regardless of the disease type being investigated. In trials targeting chronic conditions in which prevalence is known to vary by ethnicity and other social factors, further specification of the baseline demographic characteristics that should be reported on could reduce the variability in between-study reporting. This would assist in examining crucial relationships between sociodemographic variables and health outcomes. Journal editors and editorial boards could converge on the most important sociodemographic characteristics that should be reported (eg,
in a checklist) to achieve greater consistency and help streamline such information across studies.

Finally, the fact that telehealth trials seek to recruit patients with an adequate level of language ability is understandable—telehealth interventions rely on effective spoken or written communication as a key part of the “treatment.” However, the absence of an objective or standardized measure for assessing whether patients have the requisite language ability to successfully engage with the intervention suggests that such decisions are likely being made on the basis of trial recruiters’ subjective judgments. This creates a risk of selection bias, as trial recruiters might exclude ethnic minority participants based on the subjective view that they will not be able to adequately take part in the intervention, despite actually having sufficient language proficiency [43]. For example, recruiters may misjudge having a perceivable foreign accent as evidence of poor language ability in instances when this does not actually impede communication [155,156]. Conversely, including patients who do not understand the nature of the intervention due to language barriers is problematic, not least for ethical reasons [157]. Future research could focus on the development and validation of a tool to provide trial recruiters with a simple, practical means of assessing language proficiency for trial participation to minimize the possibility of patients being unfairly excluded based on arbitrary judgments.
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Abstract

Background: Quality of life (QoL) questionnaires are desirable for clinical practice but can be time-consuming to administer and interpret, making their widespread adoption difficult.

Objective: Our aim was to assess the performance of the World Health Organization Quality of Life (WHOQOL)-100 questionnaire as four item banks to facilitate adaptive testing using simulated computer adaptive tests (CATs) for physical, psychological, social, and environmental QoL.

Methods: We used data from the UK WHOQOL-100 questionnaire (N=320) to calibrate item banks using item response theory, which included psychometric assessments of differential item functioning, local dependency, unidimensionality, and reliability. We simulated CATs to assess the number of items administered before prespecified levels of reliability was met.

Results: The item banks (40 items) all displayed good model fit (P>.01) and were unidimensional (fewer than 5% of t tests significant), reliable (Person Separation Index>.70), and free from differential item functioning (no significant analysis of variance interaction) or local dependency (residual correlations < +.20). When matched for reliability, the item banks were between 45% and 75% shorter than paper-based WHOQOL measures. Across the four domains, a high standard of reliability (alpha>.90) could be gained with a median of 9 items.

Conclusions: Using CAT, simulated assessments were as reliable as paper-based forms of the WHOQOL with a fraction of the number of items. These properties suggest that these item banks are suitable for computerized adaptive assessment. These item banks have the potential for international development using existing alternative language versions of the WHOQOL items.

Introduction

Improving patient-centered care (PCC) is a key strategic priority for health care systems worldwide due to the increasing burden of non-communicable chronic disease and ageing populations [1]. In the United States, the Institute of Medicine enshrines PCC as one of the six elements of high-quality care [2]. In the United Kingdom, the National Health Service (NHS) Outcomes Framework provides a new focus on patient outcomes, rather than processes of care—a vision grounded in PCC and shared decision making [3,4]. Improving quality of life (QoL) and satisfaction with care for patients with chronic conditions is central to the NHS Outcomes Framework’s objectives [5].
Increasing priority placed on PCC reflects a longstanding movement towards patient-centered metrics and away from sole reliance on disease-centered measures of severity, impact, and burden [6]. Such patient-centered metrics include satisfaction [7], activation [8], and subjective QoL [9]. Subjective QoL is of special interest as it seeks to quantify “an individual’s perception of their position in life in the context of the culture and value systems in which they live and in relation to their goals, expectations, standards and concerns” [9].

Patient-reported outcome measures (PROMs) are measurements of any aspect of a patient’s health status that come directly from the patient, usually through a paper-based questionnaire scale [10,11]. Measures of subjective QoL provide a comprehensive assessment of the patient’s life encompassing physical, psychological, social, and environmental factors, which are rated as useful by clinicians [12]. These measures may alert clinicians to a patient’s concerns and prompt a discussion between the two parties about these issues [13,14].

Clinical trials assessing PROM feedback report improvements in identification of clinical issues, emotional well-being, patient-centered discussions, and symptom recognition in pediatric, oncology, and respiratory settings [15-19]. We are unaware of any published randomized controlled trials that have used the World Health Organization’s Quality of Life (WHOQOL) instruments to evaluate the impact of assessment and feedback on patient outcomes (search strategy published in [20]). A recent pilot study demonstrated modest benefits of WHOQOL feedback on psychological QoL alongside positive comments on the perceived usefulness of sharing this information with doctors [21,22]. These results indicate some promise for this developing field.

However, the overall level of evidence for the impact of using PROs in clinical practice is mixed [11,14]. In mental health research, the effectiveness of PROM interventions appears to be mediated by the quality of the feedback [23]. A Cochrane review is planned to assess the evidence relating to the use of the PROMs in clinical practice [20].

Despite the potential benefits of PROM administration, their use is frequently dismissed in many medical settings including family practice [24], which may be partially attributed to the impracticality of administering paper-based questionnaires in a time-pressured environment. Recent research has highlighted the time- and resource-consuming issues of data storage, dealing with missing data, and analyzing results as potential barriers to the uptake of paper-based PROMs [25]. In the research setting, the length of questionnaires is negatively associated with the length of questionnaires is negatively associated with the uptake of paper-based PROMs [25]. In the research setting, the length of questionnaires is negatively associated with the uptake of paper-based PROMs [25]. In the research setting, the length of questionnaires is negatively associated with the uptake of paper-based PROMs [25].

The increased availability of modern computing technologies (eg, smartphones and tablets) provides an opportunity to computerize PROM administration, which has previously been primarily paper-based. In addition to practical advantages of not having to score and interpret paper-based questionnaires, administration using a computer adaptive testing (CAT) algorithm is a quicker and potentially more relevant and accurate method of assessing patient reported outcomes [27,28]. The development of open-source platforms for deploying cloud-based CATs both on the Internet and within apps [29,30] allow researchers and clinicians to create and deploy CATs and presents new opportunities to disrupt traditional forms of PRO assessment and feedback and to deliver them directly to patients at scale.

In the United States, the patient-reported outcomes assessment system (PROMIS) program has developed computer adaptive tests for fatigue, pain, depression, and health-related QoL among other things, which are rigorously validated but unfortunately are currently limited to PROMIS-validated questionnaires only, which do not include subjective QoL [31].

CAT relies on model parameters derived from psychometrically calibrated item banks. Item bank information, including item parameters, is obtained by fitting scale data to item response theory (IRT) models, of which the Rasch model is a special case. The Rasch model has been widely used to assist the development and assess the psychometric properties of QoL scales [32,33], item banks for computer adaptive tests [34,35], short-form questionnaires [36,37], and for developing clinically oriented content-based interpretation tools. The Rasch model is closely related to other IRT models, but it has stricter assumptions that can result in concise banks of items devoid of uninformative or unnecessary items and that may yield the highest standard of measurement, including specific objectivity [38-40]. IRT affords some advantages over “classical test” methodologies. Most significantly, IRT models allow PROMs to be accurately administered using any number or combination of items from the original scale. This allows CAT algorithms to select the most relevant and informative items for the test taker [41].

We hypothesize that the application of item response theory and computer adaptive testing algorithms to QoL scale data will improve precision (ie, reliability) and efficiency (ie, the number of items needed to be administered). These improvements will be driven by the removal of unnecessary items during the calibration of the item bank using IRT and the “intelligent” administration of items using CAT algorithms. The study used items from the WHOQOL’s 100-item measure to create four item banks to measure QoL in physical, psychological, social, and environmental domains and to test the performance of these item banks using simulated CAT.

**Methods**

**Population**

We conducted the current analysis on data collected from 320 people living in the United Kingdom [9]. The population consisted of 162 females (51%), 260 “sick” people (balanced across International Classification of Diseases-10 categories I-XVIII), and a mean age of 44 years (SD 17). Detailed descriptions of the sample may be found elsewhere [9]. English is the development language of the WHOQOL measures, which are all designed to be internationally relevant, but there is some
evidence that differential item functioning (DIF) between different countries exists for many items within the WHOQOL-100 [32]. We, therefore, chose to create item banks that will be psychometrically accurate for use in the United Kingdom in the first instance.

Measures

WHOQOL-100

The WHOQOL-100 is a generic 100-item measure of subjective QoL designed for use across a spectrum of populations, including sick and well people. The original scale is scored as 25 facets representing six domains of quality of life (physical, psychological, emotional, social, independence, and spiritual) [42,43]. Other versions of the WHOQOL, including the WHOQOL-BREF, include the same facets to represent four domains of QoL (physical, psychological, environmental, social) [6,44]. Four items in the WHOQOL-100 represent general QoL and overall health. High scores in each domain (recorded for negatively worded items) indicate a better QoL than lower scores in the same domain. Respondents judge their quality of life over the previous 2 weeks. The international WHOQOL-100, as well as the UK national instrument, show excellent psychometric qualities of internal consistency, reliability, and construct validity [9,42,43]. In our research, the domains and facets of the WHOQOL-100 were arranged to mirror the four-dimension structure of the popular WHOQOL-BREF measure [6]. This structure has been empirically supported using structural equation modeling [42] and will facilitate comparisons between the new item banks and the large body of research that has employed the shorter four-dimensional measure.

Previous studies have applied data from the WHOQOL instruments to IRT resulting in both unidimensional and multidimensional solutions [32,45,46]. These studies uncovered issues relating to category threshold ordering, DIF between countries, and item redundancy (see Multimedia Appendix 1).

Analysis

Item Response Theory

We assessed the advanced psychometric criteria and estimated item bank parameters by fitting scale data to the Partial Credit Model (PCM), a polytomous extension of the Rasch model suitable for Likert-type data [47]. Scalability and monotonicity were assessed using Mokken analysis before the more rigorous tests of PCM assumptions. Both the Mokken and Rasch models can be seen as probabilistic extensions of the deterministic Guttman scaling model. The probabilistic version is better suited to psychological constructs and real-world data [48]. Mokken analysis is done prior to Rasch analysis to ensure that the scale structure is consistent with the Rasch model (ie, item response probabilities increase monotonically in line with the level of the underlying trait). The combination of the two methodologies in this order is recommended and has been shown to be useful in previous research conducted by members of our group [37,49]. Where scale data did not fit either the Mokken or the PCM, an iterative process of scale improvement was undertaken by removing items that violated the assumptions of either model. The iterative process involved stepwise assessments of scalability (indicated by a Loewinger’s Ho value >.3), category threshold ordering, item fit to the PCM (chi-square P>.010), fit residuals (fit residuals within ±2.5), local dependency (residual correlations <.10), and DIF (no significant analysis of variance interactions by demographic group). Items that violated any of the above assumptions were individually removed, and the remaining items were reanalyzed. Disordered thresholds were collapsed for adjacent categories, while ensuring anchor semantics remained logical (ie, “Agree” would not be collapsed into “Neither Agree nor Disagree”). This process was repeated until no items failed to meet the assumptions of the PCM: presented category disordering, misfit to the model, high fit residuals, local dependency, or DIF. Unidimensionality and overall model fit was assessed once issues with items breaching the above assumptions had been resolved. Further details of the IRT analyses are given in Multimedia Appendix 1.

Computer Adaptive Testing

CAT is a process whereby items from an item bank are automatically chosen and administered one-by-one, based on an algorithm that attempts to choose items that will maximize the information gained about the test taker. While CATs may be of any length, they are usually governed by a “stopping rule.” Estimations of person location on the underlying continuum (their level of QoL, in this context) are recalculated depending on previous item responses, and the item that has the greatest information function (IF) at the reestimated level of theta is then administered. This estimation process continues until the stopping rule is met. Stopping rules may demand that a questionnaire is finished once a certain number of items have been administered, or the test has been going on for a predefined amount of time, or until a level of measurement precision has been achieved. Measurement precision is defined using the standard error (SE) of measurement. SE is inversely related to (and thus comparable with) marginal reliability such that reliability=1 – SE², where the standard deviation of the distribution is equal to 1.
Figure 1. Disordered and reordered thresholds for item F9.3 “How much do any difficulties in mobility bother you?” (F9.3 has been rescored from 1-2-3-4-5 to 1-2-3-3-4 to account for the disordered category thresholds 3 and 4).

Simulation
We used the R-based CAT simulation engine Firestar [50] to simulate CATs in this study. The first item that the CAT administered for each domain was the item with the greatest information at the distribution mean. The IRT scaling constant was set to 1.7 [51]. We conducted 1000 iterations of the CAT with data simulated using distribution of person location (theta) values based on PCM estimations from the current dataset [47,52].

For this study, we defined three stopping rules for the CAT simulations based on standard errors equivalent to reliability values of .70, .80, and .90 (SE=.55, .45 and .32, respectively). These values were picked because they represent the minimum value for group measurement (.70) and the minimum value for individual-level measurement (.90), as well as a value in between [53]. Comparative analysis was facilitated by running a second set of simulations with stopping rules based on the published reliability values of the paper-based versions of the WHQOL-100 and the WHOQOL-BREF [6,54]. For example, where the published reliability for the Psychological QoL domain was .82, we set the stopping rule standard error to .42 (which is equivalent to alpha=.82) and compared the mean number of items administered before the stopping rule was met, with the number of items in the paper-based questionnaire.

Firestar uses a Bayesian expected a posteriori theta estimator with the number of items in the paper-based questionnaire. We used the R-based CAT simulation engine Firestar [50] to simulate CATs in this study. The first item that the CAT administered for each domain was the item with the greatest information at the distribution mean. The IRT scaling constant was set to 1.7 [51]. We conducted 1000 iterations of the CAT with data simulated using distribution of person location (theta) values based on PCM estimations from the current dataset [47,52].

For this study, we defined three stopping rules for the CAT simulations based on standard errors equivalent to reliability values of .70, .80, and .90 (SE=.55, .45 and .32, respectively). These values were picked because they represent the minimum value for group measurement (.70) and the minimum value for individual-level measurement (.90), as well as a value in between [53]. Comparative analysis was facilitated by running a second set of simulations with stopping rules based on the published reliability values of the paper-based versions of the WHQOL-100 and the WHOQOL-BREF [6,54]. For example, where the published reliability for the Psychological QoL domain was .82, we set the stopping rule standard error to .42 (which is equivalent to alpha=.82) and compared the mean number of items administered before the stopping rule was met, with the number of items in the paper-based questionnaire.

Firestar uses a Bayesian expected a posteriori theta estimator and the maximum posterior weighted information (MPWI) item selection criterion. The MPWI selects items based on the IF weighted by the posterior distribution of trait/phenomena values [55]. This criterion has been shown to provide excellent measurement information for CAT using polytomous items.

Software
Analyses were conducted using Rasch Unidimensional Measurement Models 2030 [56] and the R Statistical Computing Environment [57] with the “mokken” and “ltm” packages installed [58-60]. Rasch analysis was conducted solely using RUMM, and “ltm” was used to draw Figure 1. Computer adaptive testing simulation was conducted using the FIRESTAR code generator for R [50].

Results
The 100 items of the WHOQOL-100 were arranged into four subscales, reflecting the factor structure of the shorter WHOQOL-BREF measure [42,54].
locally dependent items (14.2, 15.1, 14.3, and 15.2; see Multimedia Appendix 1). Following removal of these items, the final 8-item scale fit the Rasch model ($\chi^2_{72}=88.37$, $P=.09$; see Table 1, analysis Social Final) including the absence of DIF or local dependency and excellent reliability, and unidimensionality. The Social QoL item bank was also exceptionally well targeted, with only 3 respondents falling outside the measurable range of the scale (0.94%).

**Domain Four: Environmental Quality of Life**

Mokken analysis indicated the removal of 16 items from the 32-item Environmental QoL scale (Loevinger’s Ho <0.3; see Multimedia Appendix 1). The remaining 16 items did not fit the PCM ($\chi^2_{144}=191.23$, $P<.001$). The iterative item removal and rescoring procedure led to a reduction of seven items that breached the assumption of local dependency (see Multimedia Appendix 1). The final scale has an excellent fit to the Rasch model ($\chi^2_{81}=65.11$, $P=.90$) including good reliability, excellent scale targeting, and acceptable dimensionality (see Table 1, Environmental Final).

Table 1 displays overall summaries for the initial and final analyses performed to validate each item bank. None of the item banks showed immediate fit to the Rasch model without modification.

Table 1. Summary Rasch fit statistics and psychometric criteria for all subscales.

<table>
<thead>
<tr>
<th>Analysis ID</th>
<th>Items n</th>
<th>Item residual Mean</th>
<th>SD</th>
<th>Person residual Mean</th>
<th>SD</th>
<th>Chi square $\chi^2$</th>
<th>df</th>
<th>$P$</th>
<th>Reliability</th>
<th>Extremes,</th>
<th>% of $t$ tests significant</th>
<th>$t$ test 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical</td>
<td>Initial</td>
<td>28</td>
<td>.53</td>
<td>2.7</td>
<td>-.28</td>
<td>1.71</td>
<td>171</td>
<td>&lt;.01</td>
<td>.91</td>
<td>0</td>
<td>30</td>
<td>15.62-24.38</td>
</tr>
<tr>
<td></td>
<td>Final</td>
<td>11</td>
<td>.32</td>
<td>1.2</td>
<td>-.37</td>
<td>1.42</td>
<td>109</td>
<td>.46</td>
<td>.89</td>
<td>1.56</td>
<td>4.5</td>
<td>2.13-6.61</td>
</tr>
<tr>
<td>Psychological</td>
<td>Initial</td>
<td>24</td>
<td>.67</td>
<td>2.6</td>
<td>-.29</td>
<td>1.91</td>
<td>216</td>
<td>&lt;.01</td>
<td>.91</td>
<td>0</td>
<td>22.85</td>
<td>18.21-27.49</td>
</tr>
<tr>
<td></td>
<td>Final</td>
<td>14</td>
<td>.31</td>
<td>1.3</td>
<td>-.35</td>
<td>1.52</td>
<td>133</td>
<td>.52</td>
<td>.90</td>
<td>0</td>
<td>7.18</td>
<td>4.35-10.01</td>
</tr>
<tr>
<td>Social</td>
<td>Initial</td>
<td>12</td>
<td>.39</td>
<td>2</td>
<td>-.34</td>
<td>1.36</td>
<td>143</td>
<td>.106</td>
<td>&lt;.01</td>
<td>.87</td>
<td>0</td>
<td>17.58</td>
</tr>
<tr>
<td></td>
<td>Final</td>
<td>8</td>
<td>-.03</td>
<td>1.5</td>
<td>-.38</td>
<td>1.05</td>
<td>88.37</td>
<td>.09</td>
<td>.81</td>
<td>.94</td>
<td>8.78</td>
<td>5.67-11.89</td>
</tr>
<tr>
<td>Environmental</td>
<td>Initial</td>
<td>16</td>
<td>.30</td>
<td>1.3</td>
<td>-.39</td>
<td>1.54</td>
<td>191</td>
<td>.144</td>
<td>&lt;.01</td>
<td>.88</td>
<td>0</td>
<td>8.86</td>
</tr>
<tr>
<td></td>
<td>Final</td>
<td>9</td>
<td>.38</td>
<td>0.9</td>
<td>-.32</td>
<td>1.18</td>
<td>65.11</td>
<td>.81</td>
<td>.80</td>
<td>0</td>
<td>7.5</td>
<td>4.61-10.39</td>
</tr>
<tr>
<td>Ideal values</td>
<td></td>
<td>0</td>
<td>1.4</td>
<td>0</td>
<td>1.4</td>
<td>0.01</td>
<td>0.85</td>
<td>&lt;10%</td>
<td>&lt;5%</td>
<td>&lt;5%</td>
<td>&lt;5%</td>
<td>&lt;5%</td>
</tr>
</tbody>
</table>

**Table 2. Summary of computer adaptive testing (CAT) simulation (1000 iterations).**

<table>
<thead>
<tr>
<th>Domain QoL</th>
<th>Stopping rule, SE($\theta$)</th>
<th>Number of items used Mean</th>
<th>Range of items used</th>
<th>Mean SE</th>
<th>Reliability</th>
<th>Correlation between CAT $\theta$ and complete test $\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical</td>
<td>&lt;.32 10.01 1.22 8-11</td>
<td>0.32 0.9 1</td>
<td>&lt;.45 4.23 0.84 3-6</td>
<td>0.43 0.82 0.99</td>
<td>&lt;.55 2.46 0.5 2-3</td>
<td>0.52 0.73 0.98</td>
</tr>
<tr>
<td>Psychological</td>
<td>&lt;.32 9.8 2 7-12</td>
<td>0.32 0.9 1</td>
<td>&lt;.45 4.5 0.94 3-6</td>
<td>0.42 0.82 0.98</td>
<td>&lt;.55 4.32 0.45 4-6</td>
<td>0.52 0.73 0.96</td>
</tr>
<tr>
<td>Social</td>
<td>&lt;.32 7.3 1.06 5-8</td>
<td>0.36 0.87 1</td>
<td>&lt;.45 4.32 1.71 3-8</td>
<td>0.42 0.82 0.99</td>
<td>&lt;.55 2.44 0.7 2-4</td>
<td>0.5 0.75 0.97</td>
</tr>
<tr>
<td>Environmental</td>
<td>&lt;.32 7.96 1.25 6-9</td>
<td>0.34 0.89 1</td>
<td>&lt;.45 3.61 1.39 2-7</td>
<td>0.43 0.82 0.98</td>
<td>&lt;.55 2.34 0.48 2-4</td>
<td>0.48 0.77 0.97</td>
</tr>
</tbody>
</table>
Table 3. Comparison of paper-based World Health Organization Quality of Life (WHOQOL) measures and the computer adaptive testing (CAT) simulations of the item banks.

<table>
<thead>
<tr>
<th>Scale</th>
<th>Domain</th>
<th>Original scale information</th>
<th>Reliability, alpha</th>
<th>Stopping rule</th>
<th>CAT simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>WHOQOL-BREF</td>
<td>Physical</td>
<td>7</td>
<td>0.82</td>
<td>0.42</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Psychological</td>
<td>6</td>
<td>0.81</td>
<td>0.44</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Social</td>
<td>3</td>
<td>0.68</td>
<td>0.55</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Environmental</td>
<td>8</td>
<td>0.8</td>
<td>0.45</td>
<td>3</td>
</tr>
<tr>
<td>WHOQOL-100</td>
<td>Physical</td>
<td>16</td>
<td>0.86</td>
<td>0.37</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Psychological</td>
<td>20</td>
<td>0.82</td>
<td>0.42</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Social</td>
<td>12</td>
<td>0.73</td>
<td>0.52</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Environmental</td>
<td>32</td>
<td>0.85</td>
<td>0.39</td>
<td>5</td>
</tr>
</tbody>
</table>

*Independence and spirituality domains omitted.

Computer Adaptive Testing Simulations

The results of the initial computer adaptive testing (CAT) simulation are displayed in Table 2. Predefined stopping rules based on different SE values were used to assess the number of items that the CAT needed to administer to reach a given level of reliability. Despite the relatively small item banks, acceptable reliability was gained with a mean of four items across all administrations (alpha>.70) and a high standard of reliability (alpha>.90) could be gained with a mean of 9 items (alpha>.90).

The results of the CAT simulation for each item bank are presented in Table 3. Stopping rules based on SE values yielded tests of varying lengths. The reduced item versions correlated strongly with the full-length item banks.

A second reliability-matched simulation (where the stopping rule of the simulation was matched to the reliability of the published measures [6,54]) shows that the item banks can produce a measurement that is as reliable as the WHOQOL-BREF and the WHOQOL-100 using 43% and 75% fewer items, respectively.

Discussion

Principal Findings

We calibrated four item banks that measure physical, psychological, social, and environmental QoL. Simulated computer-adaptive administration of the item banks demonstrates their ability to create accurate measurements that are both significantly shorter and often more reliable than paper-based alternatives.

In this study, the decision was made to evaluate an item bank on a sample collected in the United Kingdom. This sample was chosen to avoid issues of differential item functioning that has had a significant impact on previous studies using multinational data [32], and with the aim of providing an item bank that could be used to inform a CAT suitable for use within clinical practice.

While this study plainly demonstrates the advantages of IRT and CATs in terms of their reliability and efficiency, these techniques can also improve the quality of clinical PROMs by other means. The ability of the algorithms to select the most relevant items based on a patient’s previous responses may also provide utility in clinical measurement. Targeting in this manner not only makes assessments more relevant but also prevents patients from being asked to complete items that may be distressing or redundant. For example, a person at an early stage of a progressive disease may become distressed or concerned by completing items that assess symptoms they may experience in many later stages of the disease. A correctly calibrated item bank and CAT administration system could create accurate measurement for such patients without the need to present items that were not relevant to their level of functional impairment.

The results of this study are in line with findings from prior investigations of item bank performance, most notably and recently from the PROMIS group, insofar as CAT produced measurement estimates that were more precise, efficient, and flexible than paper-based tests for other constructs including fatigue and functional status (eg, [61-63]). To our knowledge, this study represents the first time that simulations of generic QoL item banks have been tested in this manner, though a recent study has developed an item bank suitable for assessing emotional functioning in cancer [64].

Previous studies that have applied WHOQOL scale data IRT models have employed different approaches. Studies using WHOQOL-100 data and the Rasch model have evaluated the suitability of an “index” solution, which assesses QoL as a single unidimensional, rather than multidimensional, construct. In these studies, the strict assumptions of the Rasch model led to the removal of a similar number of items, though they were not the same items that we removed from this study. Issues of DIF were also evident [32]. Other IRT analyses reported elsewhere have often presented caveats such as poor reliability or unclear dimensionality for one or more of the subscales, especially on analysis using the shorter WHOQOL-BREF (eg, [33,45]).

One notable advantage of the methods employed in the current analysis of the larger initial item banks (eg, using the WHOQOL-100 items arranged into the WHOQOL-BREF...
format) led to acceptable measurement across all four domains of the WHOQOL measure and obtaining excellent measurement properties with each. It must be noted that the Social QoL domain displayed unidimensionality that was slightly above the recommended threshold (5.67%, rather than 5%) for strict unidimensionality.

Multi-item questionnaires measuring health outcomes are still widely used in clinical trials [65] and epidemiological research [66]. Due to the wide variance in the type and function of PROMs, it is no small task to develop recommendations for how often they should be recalibrated using contemporary data. Happily, the increased use of IRT and adaptive testing, rather than classical test theory, means that is possible to engage in a process of iterative calibration, and the addition of new items to an item bank while collecting data for other purposes. This practice of pretesting is common in educational testing, where items must be frequently changed to reduce cheating [67,68].

The cross-cultural development of the original WHOQOL instruments suggests good potential for the development of culturally sensitive item banks and CATs. Further analyses to the one presented here provided preliminary evidence on the use of the WHOQOL item banks for use in different cultures (eg, [69,70]).

From a technical perspective, there is clear potential to develop the IRT methods employed in this study further and to apply these data to a multidimensional item response theory (MIRT) model [71]. An MIRT solution using the bi-factor model could take account of the shared variance between items in the four domains to simultaneously produce a summary score for global QOL alongside the scores for the individual domains [49]. Sample size restrictions precluded such an analysis being conducted in our study. We must note that while such a bi-factor MIRT analysis would be cutting edge regarding its methodology, some work is yet to be done to demonstrate the clinical relevance and interpretability of MIRT questionnaires and adaptive tests, though multidimensional computer adaptive tests are beginning to emerge [72].

This study naturally provides the foundations for future work to develop and evaluate a CAT system than can deliver these item banks to clinical populations and to assess the performance of the item banks under “live” testing conditions, rather than use simulations. The recent development of free-to-use and open source CAT platforms, such as Concerto [29] opens the possibility for the widespread use of computer-assisted psychometrics in clinical research and practice. Additionally, the adoption of the WHOQOL questionnaire offers the availability of 15 different language-translated versions of the questionnaire items, increasing the feasibility of international assessment of QoL using CATs [29,70].

**Conclusion**

We have presented functional item banks that are capable of producing high-quality measurement across four domains of QoL using fewer items than equivalent paper-based measures. These item banks outperform the paper-based versions of the WHOQOL both in terms of reliability, length, and the flexibility in which they may be administered. The computer adaptive tests based on the WHOQOL would be suitable across a range of medical specialities, and hence particularly useful in primary care as an aid to understanding and quantifying the quality of life across diverse biopsychosocial domains.
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Abstract

Background: In the interests of patient health outcomes, it is important for medical students to develop clinical communication skills. We previously proposed a telehealth communication skills training platform (EQClinic) with automated nonverbal behavior feedback for medical students, and it was able to improve medical students’ awareness of their nonverbal communication.

Objective: This study aimed to evaluate the effectiveness of EQClinic to improve clinical communication skills of medical students.

Methods: We conducted a 2-group randomized crossover trial between February and June 2016. Participants were second-year medical students enrolled in a clinical communication skills course at an Australian university. Students were randomly allocated to complete online EQClinic training during weeks 1–5 (group A) or to complete EQClinic training during weeks 8–11 (group B). EQClinic delivered an automated visual presentation of students’ nonverbal behavior coupled with human feedback from a standardized patient (SP). All students were offered two opportunities to complete face-to-face consultations with SPs. The two face-to-face consultations were conducted in weeks 6–7 and 12–13 for both groups, and were rated by tutors who were blinded to group allocation. Student-Patient Observed Communication Assessment (SOCA) was collected by blinded assessors (n=28) at 2 time points and also by an SP (n=83). Tutor-rated clinical communications skill in face-to-face consultations was the primary outcome and was assessed with the SOCA. We used t tests to examine the students’ performance during face-to-face consultations pre- and postexposure to EQClinic.

Results: We randomly allocated 268 medical students to the 2 groups (group A: n=133; group B: n=135). SOCA communication skills measures (score range 4–16) from the first face-to-face consultation were significantly higher for students in group A who had completed EQClinic training and reviewed the nonverbal behavior feedback, compared with group B, who had completed only the course curriculum components (P=.04). Furthermore, at the second face-to-face assessment, the group that completed a teleconsultation between the two face-to-face consultations (group B) showed improved communication skills (P=.005), and the one that had teleconsultations before the first face-to-face consultation (group A) did not show improvement.
Conclusions: The EQClinic is a useful tool for medical students’ clinical communication skills training that can be applied to university settings to improve students clinical communication skills development.

(J Med Internet Res 2016;18(9):e246) doi:10.2196/jmir.6299
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Introduction
There is good evidence that effective patient-clinician communication can positively influence patient health outcomes [1-3]. For instance, a clinician’s supportive expressions can help the patient to develop greater feelings of trust toward their clinician. These feelings of trust lead to greater patient self-efficacy, where the patient is more likely to follow recommended therapies, resulting in a better treatment outcome [4]. This evidence has meant that more training programs are being offered to students to help them learn clinical communication skills. Since students become competent through practice and feedback [5], medical students need practice with real or standardized patients (SPs) and feedback from patients and tutors. An SP normally refers to someone who has been trained to act as a patient in a medical situation. However, despite the importance of communication skills, the time allocated to such training within medical curricula is often limited. This is influenced, in part, by the logistics of providing large groups of medical students with access to SPs with whom they can practice and formulate their communication techniques.

The traditional method for clinical communication skills training is to provide students with feedback on video-recorded face-to-face consultations [6]. Students benefit from reviewing these videotapes of their clinical consultations with real patients or SPs [7], even more so when observers provide feedback about the verbal or nonverbal behaviors [8]. However, organizing large-scale face-to-face practice sessions and setting up the recording environment are a challenge for medical schools. Teleconferencing has been proposed as a solution for dealing with this challenge [9]. For example, the WebEncounter teleconference platform, developed to enable medical interns to communicate with SPs, showed that practicing on WebEncounter enhanced the communication skills of the interns when giving bad news [10]. Another recent study that related to medical students also suggested that involving telehealth consulting between medical practices and patients enhanced students’ learning [11].

However, like WebEncounter, most clinical communication skills training systems tend to limit training to verbal communication skills and overlook important nonverbal communication behaviors. This is problematic, given that nonverbal communication is the major communication channel between individuals [12,13]. Manually annotating students’ nonverbal behaviors from face-to-face consultations and providing this feedback to students are common ways to improve the learning of nonverbal communication skills [14]. However, the practicalities of providing this type of feedback means that it is too time consuming to be widely adopted in medical education curricula.

We have previously described a platform called EQClinic [15,16]. Briefly, EQClinic is an e-learning platform that allows medical students to have recorded teleconsultations with SPs. The platform uses computer vision and audio processing techniques to automatically recognize, quantify, and visualize selected nonverbal behaviors (as well as human feedback) for student learning and reflection. Initial pilot application of EQClinic has shown that medical students’ awareness of their nonverbal communication improved using EQClinic. However, the platform has not been applied within a typical university medical school curriculum.

Therefore, the goal of this study was to conduct a randomized crossover trial of the EQClinic incorporated into a university medical school curriculum (Multimedia Appendix 1 [17]). The EQClinic platform is designed to provide clinical communication skills training that integrates nonverbal behavior assessment for medical students. We used a randomized crossover design to initially test the effectiveness of the EQClinic, whereby we allocated medical students enrolled in a clinical communication skills course to 1 of 2 groups and asked them to complete a teleconsultation using EQClinic at different times during the semester. Interleaved with exposure to the EQClinic were face-to-face clinical consultation skills assessments. By staging exposure of students to the EQClinic, we evaluated the potential impact of the platform by comparing group performance on face-to-face clinical consultations before and after EQClinic exposure. To our knowledge, this is the first application of automated nonverbal behavior detection techniques to improve medical students’ communication skills. We hypothesized that the use of EQClinic would improve medical students’ learning about communication skills.

Methods
Participants
Participants were second-year undergraduate medical students from an Australian medical school. All students were enrolled in a communication skills training course provided by the medical school. Prior to this study, they were not offered any training about teleconsultations in the medical school. This study was approved by the University of New South Wales Research Ethics Committee (HC Reference Number: H16048). Students were asked to sign an online consent form when they asked them to complete a teleconsultation using EQClinic at different times during the semester. Interleaved with exposure to the EQClinic were face-to-face clinical consultation skills assessments. By staging exposure of students to the EQClinic, we evaluated the potential impact of the platform by comparing group performance on face-to-face clinical consultations before and after EQClinic exposure. To our knowledge, this is the first application of automated nonverbal behavior detection techniques to improve medical students’ communication skills. We hypothesized that the use of EQClinic would improve medical students’ learning about communication skills.

Participants were second-year undergraduate medical students from an Australian medical school. All students were enrolled in a communication skills training course provided by the medical school. Prior to this study, they were not offered any training about teleconsultations in the medical school. This study was approved by the University of New South Wales Research Ethics Committee (HC Reference Number: H16048). Students were asked to sign an online consent form when they first accessed EQClinic. No content or methodological modifications were made after study commencement.
Questionnaires

The same 5 surveys previously reported by our group were used in the present study [15]. The pre- and postinterview questionnaires ascertained students’ understanding of communication skills. The Post Interview Nonverbal Behavior Reflection Questionnaire asked students to estimate how often they engaged in certain nonverbal behaviors during the interview. The Reflection Questionnaire prompted students to reflect on the consultation. The primary outcomes measure was the Student-Patient Observed Communication Assessment (SOCA) form, which is an adapted version of the Calgary Cambridge Guides [18]. The SPs and tutors used the SOCA to rate students’ communication skills. The form contained four aspects: providing structure, gathering information, building rapport, and understanding the patient’s needs.

EQClinic

EQClinic comprises five components: an online training component, a personal calendar, a real-time interaction component, a nonverbal behavior detector, and a feedback generator. In the following sections, we briefly describe each of these.

Training Component and Personal Calendar

EQClinic provides training videos and documents for students and SPs to familiarize themselves with the platform. EQClinic also provides students and SPs with an automated personal calendar. SPs can offer their availability on the calendar for students to make a booking. All appointments are confirmed using the automated messaging system without need for human resources.

Real-Time Interaction Component

Once the appointment has been confirmed, videoconferencing enables a student and an SP to have a teleconsultation. The application works on most Web browsers of a personal computer or Android tablet. During the recorded consultation, the SP can record positive and negative moments using a “thumbs” tool and comment box.

To facilitate learning through reflection, online assessments were included for students. The SPs evaluated student performance immediately after the teleconsultation, during which time the students conduct a self-assessment using the same form. Students could immediately review the SP’s rating.

Nonverbal Behavior Detector

Using audio processing and computer vision techniques, EQClinic automatically analyses the video recordings and detects the following nonverbal behaviors: head movements (nodding, head shaking, and head tilting), facial expressions (smiling and frowning), body movements (body leaning, hand gestures, and overall body movements), voice properties (volume and pitch), and speech patterns (turn taking and speaking ratio changes).

Feedback Generator

Feedback information includes computer-generated nonverbal behavior feedback (NVBF) and comment feedback from the SP. EQClinic visualizes students’ nonverbal behavior using two types of feedback reports: single-feature and combined-feature reports. The single-feature feedback report illustrates each form of nonverbal behavior separately. The combined-feature feedback report displays multiple kinds of nonverbal behavior on one page. The comment feedback provides students a report that contains all the comments from the SP and tutor.

Study Design and Procedure

The administrator of this course randomly allocated a cohort of 268 students to group A (n=133) or group B (n=135) (see Figure 1) using a computer-generated random number sequence. One student was moved from group A to group B for administrative reasons. Following random allocation to a group, each participant was provided three opportunities to complete simulated clinical consultations with SPs: a teleconsultation using EQClinic, and two face-to-face consultations. In this study, all consultations focused on history-taking skills, to ensure a structured and consistent interaction. The allocation of the three consultations was varied between the 2 groups. The study was conducted over 13 weeks, and it included 4 periods (see Figure 1). (1) During weeks 1–5, group A completed a teleconsultation using EQClinic and group B was blocked from the platform. (2) During weeks 6 and 7, both groups completed a face-to-face consultation. In this period, group A was still able to access the platform for reviewing feedback only. (3) During weeks 8–11, group B completed an EQClinic consultation and group A was blocked from the platform. (4) During weeks 12 and 13, both groups were asked to complete another face-to-face consultation. In this period, group B was still able to access the platform for reviewing feedback only. Due to the limited resources of setting up face-to-face consultations, not all enrolled students completed two face-to-face consultations. However, having a teleconsultation using EQClinic was mandatory for every student.
Teleconsultations Procedure

All participating SPs and students completed training via the training component of EQClinic. In the SPs’ online training component, training videos demonstrated how to book appointments, conduct consultations with students, provide comments, and evaluate the student’s performance. The patient scenario was also included in training and detailed the main symptoms of the SP and other historical information. All SPs were required to complete this online training. Following training, the SPs listed their availability for consultations on their EQClinic calendar.

Students were requested, by email, to complete one teleconsultation with an SP through EQClinic. The email described the details of the study and asked them to log in to EQClinic to complete the training module. It also informed them that, once they finished the training, they could request a consultation time from the slots available on their personal calendar. The SPs and students were allowed to have the teleconsultation anywhere as long as there was (1) a Web browser on a personal computer or an Android tablet with an external or built-in camera and microphone, (2) a good Internet connection, and (3) good lighting.

EQClinic teleconsultation comprised three sections: interviewing, assessing, and reviewing (see Figure 2) [15]. Interview and assessment components took approximately 40 minutes for a student and 25–30 minutes for an SP to complete. In the interviewing section, the student completed the preinterview questionnaire, and then the student and the SP conducted a 15-minute consultation via the teleconference component. The student and the SP then completed the online assessments. After each interview, the SP assessed the performance of the student using the SOCA form. Meanwhile, the student estimated their nonverbal behavior using the Post Interview Nonverbal Behavior Reflection Questionnaire, completed a personal SOCA form, and then reviewed the SOCA form completed by the SP and reflected on the interview using the Reflection Questionnaire.

Students were emailed to ask them to return to the system 24 hours after the consultation to review different kinds of feedback, which included the video recording, comments from the SP, and automated NVBF. Students also completed the postinterview questionnaire.
Face-to-Face Consultations Procedure
Face-to-face consultations were conducted in consultation rooms of a university-based clinical skills center. A trained tutor was present in the room to observe and assess the performance of the student during the consultation with the SP. The tutors were blinded to condition allocation (group A or group B). The tutor completed a SOCA form to assess the student, and the SP did not provide any evaluation and feedback for the student on this occasion. The students were asked to review the tutor’s assessment and complete the Reflection Questionnaire. The scenario design and length of face-to-face consultations were the same as those for the teleconsultations.

Results
Figure 1 shows participants’ flow through the trial. In the period of week 1 to week 5, 127 (46 male, 81 female) of 133 (95.5%) group A students completed the teleconsultation on EQClinic. In the second period (weeks 6–7), 166 of the 268 students from both group A (59/133, 44.4%) and group B (107/135, 79.3%) completed a face-to-face consultation. During weeks 8–11, a total of 130 (62 male, 68 female) of 135 (96.3%) group B students completed the teleconsultation using EQClinic. Lastly, 144 students from both group A (n=109) and group B (n=35) completed a face-to-face consultation during the period of weeks 12 and 13. In total, 11 students (6 from group A, 5 from group B) did not complete the teleconsultation in this study. At the second face-to-face consultation (weeks 12–13), 53 of 133 (39.9%) students from group A and 30 of 135 (22.2%) from group B had completed one teleconsultation and one face-to-face consultation before completing the second face-to-face consultation.

Table 1 and Table 2 describe the mean subgroup assessment results in the various study periods. Mean total SOCA scores from the first face-to-face consultation for group A (mean 13.02) and group B (mean 12.58) did not differ significantly between the groups (P=.08). To examine the influence of the NVBF component, we compared the group A mean SOCA scores (group A + NVBF: mean 13.21; 33/59, 55.9%) of those who had reviewed the NVBF component of the EQClinic before having their face-to-face consultations with the scores of group B students (mean 12.58). Mean SOCA scores were significantly higher on face-to-face SOCA total score in group A + NVBF (t58.25=2.13, P=.04) than in group B. However, they did not differ statistically from group A students who did not review their nonverbal behavior component of the EQClinic (mean 12.77; 26/59, 44.1%, P>.05).

Table 1. Mean group medical communication skills (measured by Student-Patient Observed Communication Assessment score) assessment results (part 1: weeks 1–7).

<table>
<thead>
<tr>
<th>Component</th>
<th>Weeks 1–5 (TC&lt;sup&gt;a&lt;/sup&gt;)</th>
<th>Weeks 6–7 (F2FC&lt;sup&gt;b&lt;/sup&gt;)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Group A (n=127)</td>
<td>Group A (n=59)</td>
</tr>
<tr>
<td>Total score</td>
<td>Mean 11.59, SD 2.67</td>
<td>Mean 13.02, SD 1.49</td>
</tr>
<tr>
<td>Providing structure</td>
<td>2.88, SD 0.72</td>
<td>3.17, SD 0.50</td>
</tr>
<tr>
<td>Gathering information</td>
<td>2.92, SD 0.72</td>
<td>3.25, SD 0.58</td>
</tr>
<tr>
<td>Building rapport</td>
<td>2.95, SD 0.73</td>
<td>3.34, SD 0.60</td>
</tr>
<tr>
<td>Understanding patient’s needs</td>
<td>2.83, SD 0.80</td>
<td>3.25, SD 0.58</td>
</tr>
</tbody>
</table>

<sup>a</sup> TC: teleconsultation.
<sup>b</sup> F2FC: face-to-face consultation.
<sup>c</sup> NVBF: students who had a face-to-face consultation and reviewed the nonverbal behavior feedback.
Following group B exposure to the EQClinic, the mean total SOCA scores from the second face-to-face consultation did not differ between the groups (group A: mean 13.28; group B: mean 13.53, P > .05). Mean SOCA scores of group B students (group B + NVBF: mean 13.62; 13/30, 43.3%) who reviewed the NVBF component of the EQClinic before their second face-to-face consultation did not differ from those in group A or group B who did not complete the nonverbal review (mean 13.47; 17/30, P > .05).

Overall, adherence to the program was somewhat less than anticipated, with only 30% of student completing all components of the study. Dropout increased as the semester progressed. However, given the requirements of the undergraduate course, and the tendency for increased workload as the semester progresses, this result is unsurprising.

The results of the first face-to-face consultation show that the students who completed a teleconsultation and reviewed the NVBF component scored significantly higher in their face-to-face consultation than did students who did not interact with SPs on EQClinic. These results are promising. The difference in performance between the 2 groups seems to indicate that having EQClinic practice coupled with reviewing feedback improved medical communication skills in group A. As noted above, group B students achieved lower mean overall SOCA scores in the first face-to-face consultation. However, overall, group B students showed significant improvement from their first to second face-to-face consultation. However, whether students reviewed their NVBF did not influence results for this group.

These findings are interesting because they suggest improvement in communication skills assessment after reviewing nonverbal feedback. While the need for medical communication skills training is widely accepted within the medical teaching community [1–3], there is less consensus on the need for specific teaching on the nonverbal aspects of communication. This is related to the lack of adequate resources, knowledge, and expertise in this aspect of communication [19]. To our knowledge, this is the first study to systematically incorporate nonverbal learning feedback into medical communication skills training.

**Discussion**

We incorporated EQClinic into a medical communication skills teaching curriculum to provide students with additional practice opportunities with SPs. Importantly, students could review their nonverbal communication behaviors. We examined the effects of EQClinic on medical students’ learning of communication skills evaluated via the students’ assessment (SOCA) scores. Results showed that students who completed a teleconsultation using EQClinic and reviewed the NVBF achieved higher SOCA scores in the first face-to-face consultation. In addition, students accomplished higher SOCA scores in their second face-to-face consultation if they completed a teleconsultation between the two face-to-face consultations.

**Table 2. Mean group medical communication skills (measured by Student-Patient Observed Communication Assessment score) assessment results (part 2: weeks 8–13).**

<table>
<thead>
<tr>
<th>Component</th>
<th>Weeks 8–11 (TC&lt;sup&gt;a&lt;/sup&gt;)</th>
<th>Weeks 12–13 (F2FC&lt;sup&gt;b&lt;/sup&gt;)</th>
<th>Group A (ConA&lt;sup&gt;c&lt;/sup&gt;)</th>
<th>Group B (ConB)&lt;sup&gt;d&lt;/sup&gt;</th>
<th>Group B (NVBF)&lt;sup&gt;e&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Group B (n=130)</td>
<td>Group A (n=109)</td>
<td>Group A (n=53)</td>
<td>Group B (n=35)</td>
<td>Group B (n=30)</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
</tr>
<tr>
<td>Total score</td>
<td>13.13</td>
<td>2.31</td>
<td>13.28</td>
<td>1.54</td>
<td>13.28</td>
</tr>
<tr>
<td>Providing structure</td>
<td>3.31</td>
<td>0.67</td>
<td>3.25</td>
<td>0.49</td>
<td>3.23</td>
</tr>
<tr>
<td>Gathering information</td>
<td>3.34</td>
<td>0.72</td>
<td>3.26</td>
<td>0.55</td>
<td>3.30</td>
</tr>
<tr>
<td>Building rapport</td>
<td>3.16</td>
<td>0.73</td>
<td>3.46</td>
<td>0.58</td>
<td>3.47</td>
</tr>
<tr>
<td>Understanding patient’s needs</td>
<td>3.32</td>
<td>0.68</td>
<td>3.31</td>
<td>0.57</td>
<td>3.28</td>
</tr>
</tbody>
</table>

<sup>a</sup>TC: teleconsultation.
<sup>b</sup>F2FC: face-to-face consultation.
<sup>c</sup>ConA: group A students who participated in two consultations (one face-to-face consultation, one teleconsultation) before week 12.
<sup>d</sup>ConB: group B students who participated in two consultations (one face-to-face consultation, one teleconsultation) before week 12.
<sup>e</sup>NVBF: students who had a face-to-face consultation and reviewed the nonverbal behavior feedback.
In our study, group A was exposed to EQClinic at the beginning of the course; whereas group B was exposed in the middle of their course. We showed that at the commencement of the curriculum, when students did not have significant knowledge of clinical communication skills, exposure to EQClinic yielded a measurable bump in their clinical communication skills. For medical educators this seems to indicate that EQClinic could be incorporated at any point during the teaching curriculum.

We also showed that group B performed significantly better than group A on the SP-rated EQClinic teleconsultations. This difference could be explained in several ways. The first way relates to timing of EQClinic exposure, with group B completing the teleconsultation later in the semester than group A. Second, completing face-to-face consultations before being exposed to EQClinic, experience, and feedback garnered from the face-to-face consultation may have improved student performance in the teleconsultation. The third possibility is that the SPs who assessed students via the EQClinic increased their ratings across the semester. However, SP ratings neither contributed to student assessment nor were a central feature of the EQClinic.

Telehealth studies involving medical students and interns in urban, rural, and remote areas indicated that this medium was a useful learning tool [10,11]. In EQClinic, we enhance existing telehealth systems by providing feedback with multiple kinds of feedback. We contend that the primary functions of EQClinic are 2-fold: to facilitate student access to SPs to practice and refine their medical communication skills. The importance of SPs to facilitate the application of clinical communication theory, especially early one-on-one interactions, has been described previously [20]. The second function of the EQClinic is to facilitate reflective practice by providing human and computer-generated feedback, in particular in regard to nonverbal behaviors, in medical communication skills training.

However, based on our findings, it remains unclear which of the learning components were most useful to enhancing students’ learning. Moreover, although a single exposure to the EQClinic led to a measurable improvement in students’ medical communication skills scores, future studies will benefit from an examination of the appropriate “dose” of EQClinic. This will help determine the necessary exposure needed to provide sustained improvement and generalizable communication skills training. Finally, the growth of collected student data by EQClinic will aid the refinement of rules and models using machine learning algorithms to indicate to students what nonverbal behavior is associated with positive or negative responses and feedback from SPs in their clinical teleconsultations.

Study Limitations

There are several limitations to our study that should be considered when interpreting these findings. First, the absence of baseline measures limited our ability to observe change over time. Second, all the consultations conducted in this study were limited to a history-taking scenario. In reality, clinicians encounter many different scenarios. For example, when breaking bad news to patients, the clinician has to handle difficulties related to emotions. In addition, all the students in this study were second-year medical students who had limited knowledge about communication skills. Future studies may explore whether EQClinic is also useful for senior medical students and professionals. A third limitation is the relatively low proportion of students (30%) who completed all components of the study. While the sample was still appropriate for the statistical tests conducted, future investigations will benefit from exploring in greater detail the reason for student nonparticipation.

Conclusions

This study provided evidence that furnishing medical students with opportunities to conduct teleconsultations with SPs improved medical communication skills. In particular, offering enhanced and quantified feedback information facilitates their reflection and enhances their learning of clinical communication skills. Importantly, this study demonstrated that EQClinic was a useful and practical communication skills learning tool that is well suited to medical students within university settings.
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Abstract

Background: Learning with virtual patients (VPs) is considered useful in medical education for fostering clinical reasoning. As the authoring of VPs is highly demanding, an international exchange of cases might be desirable. However, cultural differences in foreign VPs might hamper learning success.

Objective: We investigated the need for support for using VPs from the United States at a German university, with respect to language and cultural differences. Our goal was to better understand potential implementation barriers of an intercultural VP exchange.

Methods: Two VPs were presented to 30 German medical students featuring a cultural background different from German standards with respect to diagnostic and therapeutic procedures, ethical aspects, role models, and language (as identified by a cultural adaptation framework). Participants were assigned to two groups: 14 students were advised to complete the cases without further instructions (basic group), and 16 students received written explanatory supplemental information specifically with regard to cultural differences (supplement group). Using a 6-point scale (6=strongly agree, 1=strongly disagree), we analyzed the results of an integrated assessment of learning success as well as an evaluation of cases by the students on usefulness for learning and potential issues regarding the language and cultural background.

Results: The German students found it motivating to work with cases written in English (6-point scale, 4.5 points). The clinical relevance of the VPs was clearly recognized (6 points), and the foreign language was considered a minor problem in this context (3 points). The results of the integrated learning assessment were similar in both groups (basic 53% [SD 4] vs supplement 52% [SD 4] correct answers, \( P=0.32 \)). However, students using the supplemental material more readily realized culturally different diagnostic and therapeutic strategies (basic 4 vs supplement 5 points, \( P=0.39 \)) and were less affirmative when asked about the transferability of cases to a German context (basic 5 vs supplement 3 points, \( P=0.048 \)).

Conclusions: German students found English VPs to be highly clinically relevant, and they rated language problems much lower than they rated motivation to work on cases in English. This should encourage the intercultural exchange of VPs. The provision of supplemental explanatory material facilitates the recognition of cultural differences and might help prevent unexpected learning effects.

(J Med Internet Res 2016;18(9):e260) doi:10.2196/jmir.6040
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Introduction

Training with virtual patients (VPs) is a useful e-learning approach in medical education, complementing traditional curricular training strategies [1,2]. Using case-based e-learning software, practical knowledge and competence can be gained in a realistic setting [3]. Studies demonstrate that training with VPs improves aspects of knowledge and clinical reasoning in medical education [4-6]. Still, uncertainties exist regarding the optimal design and implementation of VPs [7,8], and the curricular implementation of this e-learning feature is rather limited [9].

A reason for the still limited use of VPs might be that creating high-quality medical e-learning material is a highly complex procedure and requires considerable time and knowledge resources [10,11]. Thus, it may be worthwhile to share existing high-quality VP cases among several medical institutions. In fact, an international exchange of VP cases might be attractive [12]. While English is widely accepted as the universal scientific language in medicine, the use of English e-learning material in general and VP cases in particular is not widespread in Germany. Therefore, the international exchange of VP cases might be quite challenging—obviously with regard to language barriers, but possibly also regarding cultural or national peculiarities in diagnostic or therapeutic procedures and guidelines as well as ethical aspects. Little is known about the effect of these specifics on the intercultural exchange of VPs. It is possible that cultural differences have an adverse effect on motivation or—even more problematic—on knowledge acquisition directly. German students using VPs from the United States for medical education might not be aware of cultural differences and thus acquire knowledge that might be, or seem, incorrect in their German medical context. On the other hand, it is possible that the recognition of these differences improves the motivation to deal with these cases and learn from contrasting effects.

We hypothesize that providing a supplemental description of the linguistic and cultural differences in VPs helps students identify and accept the differences and possibly use them as a stimulus for learning.

In this prospective study among German medical students, we investigated students’ perception of virtual cases written in English and featuring a different cultural background. We also examined the effect of offering supplementary explanatory material on learning success, motivation, and recognition of differences.

Methods

To study the effect of cultural differences in working with VPs, we used the CASUS case-based learning environment [13]. The VPs were developed in a US medical context [10,14] and delivered in English. The CASUS platform uses a linear navigation concept, including varied task types, expert comments for feedback, and an integrated learning assessment of students’ performance. In these intermittent assessments, the students are asked several questions in different formats (eg, multiple choice and free text) regarding diagnostic or therapeutic procedures. The learning environment allows recording the results of the learning assessments as well as the time on task to complete each step of a case.

One case from family medicine (fmCase) and one from internal medicine (imCase) were selected because they contain substantial cultural differences to German standards or procedures and were appropriately challenging for fifth-year German medical students. fmCase consisted of a 39-year-old male with epigastric pain, Mr. Rodriguez, and imCase was Mr. Ramirez, a 78-year-old man with fever, lethargy, and anorexia (see Multimedia Appendices 1 and 2 for details on the learning objectives each case).

Specifically, the fmCase presents a 39-year-old Latino immigrant with epigastric pain. In this patient, a *Helicobacter pylori* associated gastric ulcer is diagnosed and repeatedly treated with antibiotics according to the results of serum and stool tests. The resistance pattern and prevalence of *H. pylori* infection vary from region to region, resulting in different (national) guidelines regarding diagnosis (ie, timing of endoscopy) and treatment (eg, choice of antibiotics) [15,16].

The imCase involves a 78-year-old male who suffers from urosepsis complicated by mesenteric ischemia and ultimately dies. Here, the clinical management of sepsis and gastrointestinal bleeding and especially aspects of palliative care are of interest, which are clearly based on different cultural backgrounds. National recommendations, legislation, and regulations show international differences [17,18].

To facilitate the recognition and classification of cultural differences, a simple categorization of distinct features of VPs (cultural adaptation framework) was outlined. Accordingly, both VPs were screened for cultural differences using the following categories: (1) diagnostic procedures, (2) therapeutic procedures, (3) the professional role of the medical student or the physician (eg, interaction with the patient), (4) ethical principles, and (5) language (highly specific medical terms and abbreviations, units).

Based on the differences, we developed an explanatory worksheet (the supplement) for each case. In addition to a glossary of specific medical English terms, this supplement included a critical discussion of cultural differences in the cases, as well as information on the corresponding procedures within the German medico-cultural background.

We aimed to keep these instructions as short as possible (resulting in 736 words and 1207 words per instruction, respectively; see Multimedia Appendices 3 and 4 for the full text of instructions). In an initial test, 5 voluntary students commented on the supplemental material and the evaluation forms, which were revised accordingly.

We then instructed 14 voluntary students to complete the cases including the integrated learning assessments, allowing the use of textbooks, Web-based dictionaries, and unit converters (the basic group). Subsequently, 16 students were instructed to complete the same cases under the same conditions plus the supplementary material in German (the supplement group).
An evaluation form (using the software EvaSys V6.1, Electric Paper Evaluationssysteme GmbH) was developed and revised after initial testing. In this evaluation, we specifically addressed the recognition of cultural differences, in particular considering language, medical and ethical aspects, and the interaction with patients. Also, all students were asked to assess their own motivation to work with VPs in general and specifically in English. They used a 6-point Likert-like scale (with 1=“strongly disagree” and 6=“strongly agree”). The students in the supplement group were also asked to evaluate the usefulness and efficacy of the supplementary material. The students were also asked to comment on the cases using free text.

We processed the results using Microsoft Excel (2003) for statistical analysis. To describe the results in the following section, the median is given together with the mean and standard deviation, where appropriate. To test for statistical differences between the groups, the Mann-Whitney U test (for comparing ordinal responses of two groups) or the chi-square test (for comparing frequencies) were applied. After Bonferroni correction for multiple testing, statistical significance was defined as $P<.006$.

The ethics committee of the Medical Faculty of the Martin-Luther-University Halle-Wittenberg, Germany approved the project.

**Results**

Applying the suggested cultural adaptation framework on the two VPs, we identified 67 cultural differences. We identified 58 differences (87%) as medical language issues, ten differences as diagnostic procedures (eg, the relevance of endoscopy in diagnosing epigastric pain or lower gastrointestinal bleeding), five differences as therapeutic procedures (eg, 81 mg vs 100 mg acetylsalicylic acid in coronary heart disease), three differences regarding the professional role of the physician or the medical student (eg, when obtaining informed consent), and one difference regarding decision making in a palliative situation (ethical/legal aspects).

In total, 33 students volunteered to participate in this study. Three students did not complete the cases and thus were not included in the analysis. The participants were fifth-year medical students (10 male and 20 female students, mean age 24 years [SD 2]); see Table 1, and all of them spoke German as their first language. The majority (29/33, 96%) of students reported learning English at school and many (22/33, 73%) of them had studied English for more than 7 years (Table 1). One student reported that he took English lessons at university. Six students (20%) spent more than 6 months in a country where English is the first language. During the last 6 months, the majority of participants (24/33, 83%) read at least one medical paper in English, and 5 students (16%) read at least one English medical textbook. There were no significant differences between the two groups regarding age, medical education (according to the year of medical education), or English language skills (as determined by classes at school or University).

When working with the cases, 23 students used Web-based English-German dictionaries (all students 77%, basic 73%, supplement 81%), 2 students used a paper-based dictionary, 13 students also used other online resources, and 7 students did not use any resources in addition to the material provided with the cases or supplements.

The results of the integrated learning assessments did not differ between the two groups of students: the basic and supplement groups answered 53% and 52% of the question items built into the VPs correctly (Table 1).

**Table 1.** Characteristics and performance of participants (learning assessment and required time).

<table>
<thead>
<tr>
<th></th>
<th>Basic</th>
<th>Supplement</th>
<th>All</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Students, n</td>
<td>14</td>
<td>16</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>Age in years, mean (SD), median</td>
<td>24 (1), 24</td>
<td>25 (2), 24</td>
<td>24 (2), 24</td>
<td>.29$^a$</td>
</tr>
<tr>
<td>Semester, mean (SD), median</td>
<td>8.9 (1.7), 9</td>
<td>9.9 (1.3), 10</td>
<td>9.4 (2.6), 10</td>
<td>.07$^a$</td>
</tr>
<tr>
<td>Learned English &gt;7 yrs in school, %</td>
<td>60%</td>
<td>81%</td>
<td>73%</td>
<td>.29$^b$</td>
</tr>
<tr>
<td>Used e-dictionary, %</td>
<td>73%</td>
<td>81%</td>
<td>77%</td>
<td>.52$^b$</td>
</tr>
<tr>
<td>Learning assessment, % correct answers, mean (SD), median</td>
<td>53 (4), 57</td>
<td>52 (4), 52</td>
<td>52 (4), 55</td>
<td>.32$^a$</td>
</tr>
<tr>
<td>Time required (log files from both cases) in minutes, mean (SD), median</td>
<td>121 (52), 119</td>
<td>134 (38), 133.5</td>
<td>128 (44), 124</td>
<td>.45$^a$</td>
</tr>
</tbody>
</table>

$^a$Mann-Whitney U test

$^b$Chi-square test.

The results of the evaluation are summarized in Table 2. Statements 1-4 refer to problems and motivation issues due to language problems. The students were clearly able to understand the instructions to the cases (Statement 3) and only reported minor language issues that potentially detracted from the actual cases (Statement 1). The students agreed very much that the clinical relevance of the cases was very understandable (Statement 2) and they felt motivated by working with English VPs (Statement 4). The provision of supplemental material did not influence language issues or motivation in this setting. Statements 5 and 6 address differences in diagnostic and therapeutic procedures and the student-patient interaction. The transferability of the cases to a German cultural background...
was considered possible by the basic students (Table 2, Statements 5-7), while supplement students were clearly more skeptical (Table 2, Statement 7).

Statements 8 and 9 (Table 2) were exclusively addressed by the supplement group. These students agreed that the additional supplement was helpful to identify cultural differences between the proceedings in the patient cases and the knowledge, which is imparted within a German cultural background. To a lesser extent, the supplemental material was considered helpful in working with the VPs in general.

The free text comments of the students were reviewed with respect to the identification of cultural differences. Three students specifically noted differences in diagnostic procedures, and 4 students noted differences in therapeutic procedures. One student commented that the role of the medical student in the case was different to the students’ role in Germany. Three students pointed out differences in ethical aspects (insurance and accounting matters in medical care for immigrants, aspects of palliative care). Eight students specifically complained that they had to struggle with the English language or specific medical terms or abbreviations, and 2 students had problems with technical aspects of the Internet (eg, specific link not working, unpleasant layout).

**Table 2.** Results of the evaluation after completion of the two virtual patient cases. The students rated statements on a scale ranging from 6 (strongly agree) to 1 (strongly disagree).

<table>
<thead>
<tr>
<th></th>
<th>Basic</th>
<th>Supplement</th>
<th>All</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. I was busier with language problems than with the analysis of the case.</td>
<td>2.5</td>
<td>3</td>
<td>3</td>
<td>.29</td>
</tr>
<tr>
<td>2. The clinical relevance of the cases was understandable.</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>.42</td>
</tr>
<tr>
<td>3. For me it was difficult to understand the technical instructions in English.</td>
<td>1.5</td>
<td>2</td>
<td>2</td>
<td>.35</td>
</tr>
<tr>
<td>4. For me it was motivating to work with a case written in English.</td>
<td>4.5</td>
<td>4.5</td>
<td>4.5</td>
<td>.66</td>
</tr>
<tr>
<td>5. Diagnostic and therapeutic strategies are different to the strategies and procedures I am aware of.</td>
<td>4</td>
<td>5</td>
<td>4.5</td>
<td>.39</td>
</tr>
<tr>
<td>6. Medical students interacted with the patients in a way that was different from the interaction I am aware of.</td>
<td>2</td>
<td>3.5</td>
<td>2</td>
<td>.13</td>
</tr>
<tr>
<td>7. The described medical situation can be readily transferred to practices in Germany.</td>
<td>5</td>
<td>3</td>
<td>4</td>
<td>.048</td>
</tr>
<tr>
<td>8. I realized differences more readily using the additional information in the supplement.</td>
<td>n/a</td>
<td>5</td>
<td>n/a</td>
<td></td>
</tr>
<tr>
<td>9. The supplements were helpful in working with the cases.</td>
<td>n/a</td>
<td>4</td>
<td>n/a</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>P values were calculated using the Mann-Whitney U Test.

**Discussion**

**Principal Findings**

Knowledge of cultural differences in medicine and medical education is very important, especially when interacting and communicating with patients or colleagues with a different cultural background. Typically, the term “cultural differences” is used to describe aspects of the doctor-patient or doctor-doctor relationship and refers to different explanatory models of health and illness, different cultural values, cultural differences in patient preferences for doctor-patient relationships, racism/perceptual biases, and linguistic barriers [19]. In this context, the development of “cultural competence” in medical education is considered to be highly important in medical education [20,21].

The cultural adaptation framework based on the experience with the 2 VPs in our study demonstrates that the term “cultural differences” should refer not only to the doctor-patient-relationship, but also to differences in diagnostic and therapeutic procedures, which may be caused by economic, epidemiologic, and historical differences. As no comparable framework for cultural adaptation exists so far, the proposed categorization of cultural differences in this context can be useful in future research as well as in adapting actual VPs for cross-cultural use.

One important result of this study is that VPs written in English are well accepted by German medical students: the students reported that working with the VPs was motivating, and despite minor language-related issues, the clinical relevance was very well understood (Table 2, Statements 1-4). Because intrinsic motivation is an important driver of learning activities [22], these results are clearly encouraging when discussing the interinstitutional and international exchange and availability of VPs in medical education [12].

Interestingly, although the supplement students received a concise list with translations of medical terms and abbreviations, they reported language-related difficulties similar to the students in the basic group (Table 2, Statement 1). Students more readily relied on their familiar (Web-based) translation resources than on looking up terms in the prepared list: 23 of the 30 students used online dictionaries, with no significant difference between the basic and supplement groups. Considering that the majority of cultural differences in our VPs consisted of linguistic peculiarities, this might indicate that the simultaneous use of supplements and Web-based dictionaries results in redundancy and possibly cognitive overload [23]. In order to reduce the cognitive load, it seems advisable to reduce the help translating.
English medical terms, especially since the students are well able to help themselves through language problems.

Our results underline the importance of providing additional information on cultural aspects of VPs. Similar observations have been made when using TV dramas in medical education [24]. Williams et al described “unexpected learning outcomes” in this context, which are clearly related to cultural differences, and strongly recommend a “reflection component” when using TV dramas for medical education. In our study, this reflection component consisted of written supplemental information. Discussions in small groups might be more effective, but they are more demanding as well.

**Limitations**

The students’ evaluation has to be interpreted with some caution, as the recruitment of the students (self-selective, not randomized sample: voluntary participation) might have resulted in a substantial selection bias. It cannot be excluded that above-average motivated students took part in this study.

**Conclusion**

The study results support our hypothesis that providing a supplemental description of the linguistic and cultural differences in VPs might help students identify and accept those differences, especially with regard to cultural differences in general. The supplemental material regarding linguistic differences was considered less valuable. If students are allowed to work in their normal context (i.e., working online with access to Web-based dictionaries), linguistic information should be restricted to avoid redundant information and cognitive overload. However, it should not be left to the students themselves to identify important cultural differences in this context. The unsupervised use of such cases in extracurricular or private study generally might be beneficial but problematic if certain aspects of cultural differences are not noticed by students. When recommending the use of foreign VPs, it would be advisable to ensure that the medical procedures, ethical principles, or role models taught in the cases fit to the knowledge and competences that are intended. Specific cultural differences should be identified and discussed. This might result in an intensified work-up of the cases and might possibly lead to a better understanding of the learning objectives.
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Abstract

Background: Online interventions providing individual health behavior assessment should deliver feedback in a way that is both understandable and engaging. This study focused on the potential for infographics inspired by the aesthetics of game design to contribute to these goals.

Objective: We conducted formative research to test game-inspired infographics against more traditional displays (eg, text-only, column chart) for conveying a behavioral goal and an individual’s behavior relative to the goal. We explored the extent to which the display type would influence levels of engagement and information processing.

Methods: Between-participants experiments compared game-inspired infographics with traditional formats in terms of outcomes related to information processing (eg, comprehension, cognitive load) and engagement (eg, attitudes toward the information, emotional tone). We randomly assigned participants (N=1162) to an experiment in 1 of 6 modules (tobacco use, alcohol use, vegetable consumption, fruit consumption, physical activity, and weight management).

Results: In the tobacco module, a game-inspired format (scorecard) was compared with text-only; there were no differences in attitudes and emotional tone, but the scorecard outperformed text-only on comprehension (P=.004) and decreased cognitive load (P=.006). For the other behaviors, we tested 2 game-inspired formats (scorecard, progress bar) and a traditional column chart; there were no differences in comprehension, but the progress bar outperformed the other formats on attitudes and emotional tone (P<.001 for all contrasts).

Conclusions: Across modules, a game-inspired infographic showed potential to outperform a traditional format for some study outcomes while not underperforming on other outcomes. Overall, findings support the use of game-inspired infographics in behavioral assessment feedback to enhance comprehension and engagement, which may lead to greater behavior change.

(J Med Internet Res 2016;18(9):e237) doi:10.2196/jmir.5976
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infographics; game design; eHealth; personalized feedback; visuals
Introduction

Online health behavior assessments have become important tools for monitoring and motivating individual health behavior change [1-3]. Behavior change is possible when assessments provide a combination of information and personalized feedback [4-6]. However, to be effective, the feedback must be clear and engaging. Users who find the information confusing, uninteresting, or even discouraging may be deterred from further interaction. Thus, in addition to being comprehensible, content should also be engaging to retain as many users as possible who may benefit from continued participation [7].

This study focused on the potential of infographics to address these communication challenges when used to deliver feedback following online health behavior assessments. Infographics have been defined as a visualization of data or ideas to convey information in a way that is easily understood [8]. Although infographics are frequently used to deliver health information, there is a lack of research on the conditions under which different formats may be most effective [9]. We addressed this gap by examining multiple infographic formats as part of feedback for 6 health behaviors. The study included formats inspired by gamification, which is the use of game design elements in nongame contexts [10]. The key issue was whether game-inspired infographics (ie, infographics inspired by aesthetic and other elements of games) would be more effective at facilitating comprehension, positive attitudes toward the information, positive emotional responses, and other outcomes than the more traditional formats that have been used to represent behavioral feedback.

We explored this issue through pretesting visual elements for use in the Carolina Health Assessment and Resource Tool (CHART). CHART is an online tool developed at the University of North Carolina at Chapel Hill, USA, that offers evidence-based assessment for health behaviors that have been linked to the leading causes of death due to chronic disease in the United States [11]. The 6 behavioral modules addressed in this study were tobacco use, alcohol use, physical activity, vegetable consumption, fruit consumption, and weight management. CHART provides feedback that includes a statement of the individual’s level of behavior (based on questions answered in the assessment) relative to the recommended level for that behavior. Although CHART output includes other personalized feedback components, this study focused only on the display of information regarding behavior relative to the recommended level.

We conducted formative research to guide selection of simple visuals that would accompany this feedback. Formative research refers to the stage prior to implementation of a health communication effort in which messages and strategies are evaluated for the likelihood of achieving intended effects [12]. Strategies can include experimental assessment of stimuli (sometimes called pretesting) to identify promising formats [13]. In particular, the evaluation of visual elements in the formative research stage is advocated by the US National Cancer Institute [14] for effective health communication; however, the process and results of such pretests are not often reported. Thus, this study contributes to knowledge of best practices in the development and systematic assessment of health infographics for use in online environments.

Visuals and Infographics in Health Communication

Infographics are an increasingly common feature in the online media landscape because of their reputation for presenting information in a visually compelling and easy to process manner [8]. The most recent reviews of the use of infographics and other visuals in health contexts [15-17] suggest that visuals add to the impact of health information in terms of attention, comprehension, recall, intention, and behavior change. For people with low health literacy, the beneficial effect of visuals as an aid to comprehension is even more pronounced [17]. Further, certain kinds of visuals such as avatars in risk infographics may help people better comprehend how statistical risk information can apply to an individual [18]. It should be noted that many of these studies involved the delivery of quantitative risk information (eg, number of people affected by a type of cancer in a population) and not information on levels of individual behavior relative to a recommended level (personalized behavioral feedback), which was the focus of our study. Given the importance of tailoring in eHealth interventions [19], our study makes an independent contribution by examining infographic effects in the context of promoting individual risk factor change.

At the most basic level, studies have shown that adding visuals to text results in desirable outcomes from a health promotion perspective. For example, patients receiving discharge information as text with visuals had better outcomes (compared with those receiving text-only) in terms of attention to information, recall of information, and adherence to instructions [20]. An explanation for the superiority of formats that combine visuals with text over text-only is based on dual coding theory [21], which proposes that there are 2 cognitive systems, one specialized for the processing of language and the other for nonlanguage-based information. Although the systems are distinct, activity in one system can initiate activity in the other. Thus, information combining text with visuals is more likely to be encoded and comprehended than is information presented in text only [22].

Graphical formats may also influence perceptions of risks in several ways. For example, some formats can make some aspects of risk information more salient than others. A systematic review [15] showed that graphs that visualize part-to-whole relationships may draw attention to the relationship between the number of people affected by a hazard and the entire population at risk, whereas graphs that show only the number of people at risk may increase perceived risk and increase the likelihood of protective behavior. Thus, visuals have a role in framing risk information by providing cues to interpretation that may not otherwise be present. Also, the visual complexity of displays can influence perceptions of risk. Displays of quantitative risk information that contained animation resulted in worse performance (compared with a static display) on indicators of comprehension [23]. Thus, although more complex displays might seem to be preferable given a higher potential...
of being encoded (as would be suggested by dual coding theory), in some cases, simpler displays may be optimal.

Although assessments of graphs tend to focus on accuracy of perceptions and other cognitive outcomes, it is also important to look at the appeal of visual elements. In a real-world setting, people simply may not accept or attend to graphics they do not like [15]. This may be the case in self-guided assessments where people can exit at any time. Ancker and colleagues [15] found that participants preferred simple graphics and human figures over nonhuman figures. For example, in a qualitative study evaluating the responses of women to visual formats used to convey breast cancer risk, human figures were preferred over bar graphs because the human figures were perceived as relatable and as conveying a meaningful message [24].

A theoretical model of persuasion that provides a framework for thinking about both cognitive and affective outcomes as part of a larger process of persuasion is the hierarchy of effects model [25], which conceptualizes comprehension as one step among many in the behavior change process. Given the roots of the model in consumer behavior research, a key construct within the model is attitude toward the advertisement, an affective construct representing feelings of favorability that can be used in the assessment of advertising and other materials designed to have persuasive effects (eg, health messages). Studies have shown that attitude toward the advertisement mediates the effects of exposure on brand perceptions and purchase intentions [26-29] and on actual behavior [29]. In a health framework, positive evaluations of advertisements have an impact on perceptions of health-relevant product categories [30]. Although infographics are not commonly associated with advertising or promotion, the personalized feedback accompanying health behavior assessments is intended to promote progress toward healthy behavioral outcomes. Therefore, infographics used in such feedback should be evaluated for their impact on attitudes and emotions so that their role in supporting behavior change can be better understood.

**Game-Inspired Design**

The infographics employed in this study were inspired by concepts underlying gamification, which has been defined as the use of game features in nongame contexts to motivate and engage users [10]. Organizations have used gamification to encourage targets of influence to complete tasks that may be viewed as boring, unpleasant, or unnecessary by making the tasks seem more rewarding and fun. For example, gamification has been used for facilitating workplace training [31] and cultivating consumer engagement [32]. “Serious games” have been receiving attention particularly in the domain of health [33,34], where the games have been used for a variety of interventions, including increasing physical activity [35,36], slowing cognitive decline [37], improving driving skills [38], and educating on self-management of health conditions [39].

Common game design features include a mechanism for providing feedback on progress toward goals, as well as rewards for achieving desired behaviors. Feedback can be in the form of scorecards that provide information on user performance, much like a performance summary page that one might encounter in a video game. It is also common for websites to encourage completion of tasks (eg, constructing user profiles) by adding a progress bar that depicts how close a user is to task completion. In a consumer behavior study, Cheema and Bagchi [40] found that the easy-to-visualize format of a progress bar may increase motivation relative to more difficult-to-visualize formats for people who are close to the goal. In addition to features that provide performance feedback and encourage task completion, another hallmark of game design is the use of playful elements that aim to elicit the experience of fun [41] and can include visuals that are amusing, interesting, provocative, or distinctive in ways that would be viewed as a pleasant surprise. Although some scholars have drawn a distinction between gamefulness and playfulness [10], in practice, users may not distinguish between them.

Because gamification encompasses multiple components in an integrated system [42], it should be noted that the focus of this pretest was not on testing an integrated gamified system designed to change the behaviors monitored by CHART. Rather, given our formative research goal, the study focused on pretesting visual elements (including some with progress bars and visually interesting elements) as potential improvements to the personalized feedback provided by CHART. In the gamification community, the term game-inspired design describes the general use of aesthetic features, narrative tones, and other elements borrowed from games in the design of other objects [43]. Therefore, we describe the infographics with these features as being game inspired rather than as part of a gamified system for this pretest.

There are compelling reasons to consider game-inspired design in the development of visuals for health behavior assessments. Game-inspired infographics can include playful elements that may elicit positive attitudes and affect. Based on the hierarchy of effects model [25], these attitudes may serve as antecedents to the desired behavior. Furthermore, game-inspired infographics may cue interpretation in ways that are helpful to health goals. The progress bar, for instance, implies the presence of a desirable goal, which is a concept that is not built into more conventional displays of quantity such as the standard column chart. In emphasizing the presence of a desirable goal, a progress bar may serve as a way to frame the advocated behavior in terms of gains from meeting the goal rather than losses from not meeting the goal. From a health perspective, the literature on gain-versus-loss framing shows that gain framing is especially well suited to prevention contexts [44], in line with the behavior change aims of the CHART intervention program. Moreover, because health behaviors are often associated with multiple and sometimes competing attitudes [45], infographics could increase the accessibility of associations that support health goals, which would in turn have the potential to strengthen the link between attitude and behavior [46].

In summary, visuals in health contexts can affect both information processing and attitudinal outcomes, and it is important to examine effects in both domains for the purposes of pretesting. Based on the studies reviewed, our formative test was guided by the following expectations and questions. First, we proposed that infographics would facilitate information processing (including comprehension, recall, and perceptions of processing ease) over text-based formats. Second, we
expected that game-inspired infographics would increase engagement (attitudes toward the information, emotional tone, and perceived effectiveness) more effectively than traditional infographic formats within the context of CHART personalized health feedback. Third, to gain further insight, we also explored whether any effects of format might depend on whether an individual has already successfully met the goal for the behavior. Individuals who have not met behavioral goals are of particular importance because they represent those who might benefit the most from persuasive efforts.

**Methods**

**Participants and Procedure**

To test the effects of infographic format, we conducted posttest-only, between-participants experiments administered online by Qualtrics (Provo, Utah). We recruited participants (N = 1162) on Amazon.com’s Mechanical Turk (Amazon.com, Inc, Seattle, WA, USA), a crowdsourcing Internet marketplace for recruiting workers to complete tasks. Research has demonstrated the value of Mechanical Turk as a recruiting tool in experimental [47] and public health research [48]. The study was advertised as a short survey that offered US $1.25, which was a typical incentive for surveys of this duration at the time of data collection. Individuals were eligible if they were 18–65 years old, able to communicate in English, and living in the United States.

There were 6 concurrent experiments, with 1 for each behavior (ie, tobacco use, alcohol use, vegetable consumption, fruit consumption, physical activity, and weight management). We first randomly assigned participants to behavioral modules. Then, within modules, we randomly assigned participants to condition (traditional or game-inspired format, as described below under the Stimuli subheading). Participants answered questions assessing information processing and engagement. These were followed by items that were not related to the study and served as distractors to enable measurement of recall at the end. Finally, participants viewed items measuring potential moderators, demographics, and recall. Participants received a unique code to enter in Mechanical Turk to confirm completion. The study was approved by the University of North Carolina at Chapel Hill Institutional Review Board, where the research was conducted.

**Stimuli**

**Overall Approach**

Stimuli were developed by the same professional graphic designer to ensure equivalence in execution quality and style. Participants were exposed to sample results of a health behavior assessment that a hypothetical individual would receive. Within each module, all of the formats presented the same level of individual behavior and the same evidence-based goal. In all modules, the hypothetical user’s behavior is short of the goal but would likely not be considered obviously unhealthy. To increase the likelihood that participants would attend to hypothetical feedback, we asked participants to imagine that the results belonged to a friend. By having the results attached to a specific person, we aimed to make the information more concrete, which is perceived as more useful and relevant to decision making than abstract information [49]. Figure 1 displays all formats used by condition and module.

**Traditional Formats**

In all modules, there was a condition that represented the existing traditional formats that were in use by CHART at the time of the study. In the tobacco module, this format was a text-only display. In the other modules, the format was a traditional column chart, with the vertical bar displaying the individual’s level of behavior and a line indicating the recommended level. The traditional column charts also included text identifying the goal and the individual’s level of behavior.

**Game-Inspired Formats**

To serve as comparisons with traditional formats, we created 2 game-inspired formats. In the scorecard format, the game-inspired element was the visual appearance of a game scorecard. As adapted for this study, the scorecard included a side-by-side display of “yes” and “no” checkboxes to indicate whether a person has met the goal. This visual was accompanied by text that stated the goal and the individual’s level of behavior. We used the scorecard format in all modules in this experimental style. In the progress bar format, a game-inspired element was the gamification concept of a horizontal bar displaying the level of achievement toward task completion. As with the scorecard, this format also included text that stated the goal and the individual’s level. We did not use the progress bar format in the tobacco module, which provides only dichotomous yes/no feedback of whether one has met the goal of being tobacco free. However, we did use the progress bar in all other modules, which provide feedback on an ordinal numerical scale.

In addition to the visual appearance of a progress bar, other game-inspired features in this format included playful elements and cues to action that were consistent with the advocated behaviors. For example, the progress bar for eating fruits included pieces of fruit and a fork, and the progress bar for physical activity was represented by a figure running toward a finish line. Although the general concept of a progress bar entails an increase from left to right toward a fixed goal, we had to modify the concept for the modules of weight and alcohol because, in these cases, behavioral goals do not involve a straightforward increase. Rather, alcohol goals require ensuring that use does not exceed a particular level, while weight goals require keeping body mass index within a healthy range. Thus, modifications of the progress bar were developed for greater congruence with these goals.

Game-inspired conditions in each module were represented by single exemplars, which we chose as follows. The graphic designer developed several mock-ups as candidates to represent each condition. For the progress bar executions, the designer was instructed to include playful elements and behavioral cues where appropriate. The research team reviewed all options and selected the one that was the clearest and most reasonable example of each condition, given the behavior and the overall context of the website. The research team suggested modifications to the designs and reviewed final versions prior to use.
Figure 1. Stimuli by module and condition. Conditions are traditional (text-only for tobacco; column for nontobacco), progress (game-inspired bar), and scorecard (game-inspired side-by-side comparison). Progress bar format was not applicable (N/A) to tobacco module, which provides dichotomous feedback.

<table>
<thead>
<tr>
<th>Module</th>
<th>Traditional</th>
<th>Progress</th>
<th>Scorecard</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Tobacco use</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GOAL: Be tobacco free</td>
<td>Based on your answers, you smoke cigarettes some days.</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Based on your answers, you smoke cigarettes some days.</td>
</tr>
<tr>
<td>GOAL: Drink no more than 1 alcoholic drink each day</td>
<td>Based on your answers, on the days you drink alcohol, you have 3 drinks.</td>
<td></td>
<td>Based on your answers, on the days you drink alcohol, you have 3 drinks.</td>
</tr>
<tr>
<td><strong>Alcohol use</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GOAL: Get at least 150 minutes of physical activity each week</td>
<td>Based on your answers, you get 30 minutes of physical activity each week.</td>
<td></td>
<td>Based on your answers, you get 30 minutes of physical activity each week.</td>
</tr>
<tr>
<td><strong>Physical activity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GOAL: Get at least 3 cups of vegetables each day</td>
<td>Based on your answers, you eat at least 1 cup of vegetables each day.</td>
<td></td>
<td>Based on your answers, you eat at least 1 cup of vegetables each day.</td>
</tr>
<tr>
<td><strong>Vegetable consumption</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GOAL: Get at least 3 cups of fruits each day</td>
<td>Based on your answers, you eat at least 1½ cups of fruits each day.</td>
<td></td>
<td>Based on your answers, you eat at least 1½ cups of fruits each day.</td>
</tr>
<tr>
<td><strong>Fruit consumption</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GOAL: Reduce your weight, your BMI is 27.9. This is in the overweight range for adults your height, which corresponds to 179–235 pounds.</td>
<td>Based on your answers, your BMI is 27.9. This is in the overweight range for adults your height, which corresponds to 179–235 pounds.</td>
<td></td>
<td>Based on your answers, your BMI is 27.9. This is in the overweight range for adults your height, which corresponds to 179–235 pounds.</td>
</tr>
<tr>
<td><strong>Weight management</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Dependent Measures

Information Processing

Comprehension was measured with multiple-choice questions that appeared along with the infographic. The purpose was to assess whether participants could interpret the graphic correctly. Questions asked what the health goal is, whether the goal was met, and (if appropriate for the module) whether meeting the goal required an increase or decrease in current behavior and by how much. The number of correct answers was summed. Because there was a large proportion of all-correct responses (reported in results), we dichotomized the variable as all-correct or not.

Recall of the goal was measured at the end of the survey with a single item that was not accompanied by the feedback display viewed earlier. The item appeared after many distractor items, and the purpose was to assess whether information could be retrieved. We coded responses as correct or not.

Time to answer comprehension questions was collected as an unobtrusive measure of information processing ease, with shorter times indicating greater ease. Collection of this data was made possible by selecting the option in Qualtrics that records response times to questions. Values were averaged for the number of questions in the module. Also, because response latencies are typically skewed, we log transformed the data before analysis, per standard practice [50].

Perceived cognitive load measures self-reported difficulty in processing the information [51]. The following items appeared immediately after the comprehension questions: (1) “I had difficulty understanding the infographic,” (2) “I felt ‘lost’ when interpreting the infographic,” and (3) “It was clear how the information fit together” (reverse coded). Response options ranged from 1 (not at all) to 5 (a lot). Items were averaged (Cronbach alpha = .82).

Engagement

Attitude toward the infographic was measured with 7 bipolar adjectives adapted from the Attitude Toward the Ad scale [30]. Participants were asked to what extent (range 1–5) they thought the infographic looked not cool/cool, boring/interesting, unpleasant/pleasant, unappealing/appealing, not likable/likable, unexciting/exciting, and unattractive/attractive. Items were averaged (Cronbach alpha = .94).

Positive emotional tone included 3 items adapted from Pechmann and Reibling [52]. Participants were asked to what extent looking at the infographic made them feel amused, happy, and upbeat. Response options ranged from 1 (not at all) to 5 (a lot). Items were averaged (Cronbach alpha = .88).

Perceived effectiveness was measured with 3 items that asked the extent to which participants thought the infographic would be an effective way to provide information, would be valuable to the recipient, and would be motivating. The items are similar to those used in assessments of persuasive messages [53]. Response options ranged from 1 (not at all) to 5 (a lot). Items were averaged (Cronbach alpha = .88).

Moderator Variable

Participants’ own behavior was assessed in the module to which they were assigned with the same items used in CHART to assess that behavior. We adapted these items from validated sources and describe them here briefly. For tobacco, we asked participants whether they smoked cigarettes every day, some days, or not at all; current smoking was defined as using every day or some days [54]. For alcohol, we asked participants about consumption in the past 30 days [54]. For physical activity, participants provided the number of minutes of physical activity they get in a typical week [55]. For the modules of vegetable and fruit consumption, participants reported how many cups they eat in a typical day [56]. For weight management, participants reported height and weight, which we used to compute their body-mass index. For all modules, we coded responses as meeting the goal or not. The goals for each behavior appear on the infographics in Figure 1. Percentages of participants not meeting goals are reported below.

Analysis Plan

General Approach

Although the 6 between-participants experiments conducted in this pretest would essentially allow analysis of multiple replication studies, such an approach would be lengthy to report and would not answer the question of which format overall would be best suited to the website and whether there were boundary conditions imposed by module on condition effects. Thus, we proceeded as follows. We analyzed the data in the tobacco and nontobacco modules separately because they differed in number of conditions compared (2 in tobacco, 3 in nontobacco). For data in nontobacco modules, we first examined the interaction of module and condition to see whether the effect of condition depended on module. There was no significant interaction, indicating the consistency of effects across the experiments in the nontobacco modules; therefore, we combined the data. A fixed-effects approach was used given the small number of nonrandom messages employed (see [57], for arguments supporting fixed-effects over random-effects approaches in similar contexts). We included module as a covariate to account for possible differences in outcomes based solely on module. There were no differences in distributions of demographic variables across the study groups (P values ranging from .15 to .80). As a result, we did not use demographics and other attributes as covariates.

Main Effects of Condition

For categorical outcome variables of comprehension and recall, we used logistic regression to model the effect of infographic condition on each outcome. For the continuous information processing outcomes (cognitive load and time to complete), we first ran multivariate analysis of variance to evaluate the overall effect of condition. If the Wilks’ lambda test was significant, we ran univariate analysis of variance to evaluate the effect on individual outcomes. Significant univariate results were followed by pairwise comparisons when there were more than 2 groups being compared (ie, for nontobacco data). We used the same process for the continuous outcomes related to engagement (attitude, positive emotional tone, and perceived effectiveness).
**Moderation of Condition Effects**

We evaluated the potential moderator of whether one has met the goal by using an interaction term. If we found a significant interaction, we report results for the effect of infographic separately for those who did and did not meet the goal.

**Results**

**Sample Characteristics and Assignment to Module/Condition**

Table 1 summarizes sample characteristics. Table 2 provides the percentages of participants who did not meet the behavioral goals for each module. The percentages range from 25% for tobacco (ie, 25% used tobacco) to 86% for vegetable consumption (ie, 86% did not eat the recommended amount). Table 2 also shows the numbers of participants who were randomly assigned to each module and to each condition within the module.

### Table 1. Characteristics of participants (N=1162) in experiments assessing infographics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Mean (SD)</th>
<th>No.</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years</td>
<td>32.5 (11.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>624</td>
<td>53.70</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>538</td>
<td>46.30</td>
<td></td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>939</td>
<td>80.81</td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>89</td>
<td>7.66</td>
<td></td>
</tr>
<tr>
<td>American Indian</td>
<td>5</td>
<td>0.43</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>84</td>
<td>7.23</td>
<td></td>
</tr>
<tr>
<td>Native American</td>
<td>7</td>
<td>0.60</td>
<td></td>
</tr>
<tr>
<td>Hawaiian/Pacific Islander</td>
<td>6</td>
<td>0.52</td>
<td></td>
</tr>
<tr>
<td>Multiple</td>
<td>32</td>
<td>2.75</td>
<td></td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>76</td>
<td>6.54</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>1085</td>
<td>93.37</td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>6</td>
<td>0.52</td>
<td></td>
</tr>
<tr>
<td>High school/GED&lt;sup&gt;a&lt;/sup&gt;</td>
<td>115</td>
<td>9.90</td>
<td></td>
</tr>
<tr>
<td>Some college</td>
<td>341</td>
<td>29.35</td>
<td></td>
</tr>
<tr>
<td>2-year college</td>
<td>127</td>
<td>10.93</td>
<td></td>
</tr>
<tr>
<td>4-year college</td>
<td>452</td>
<td>38.90</td>
<td></td>
</tr>
<tr>
<td>Master’s degree</td>
<td>92</td>
<td>7.92</td>
<td></td>
</tr>
<tr>
<td>PhD, JD, or MD degree</td>
<td>29</td>
<td>2.50</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>General equivalency diploma.

### Main Effects of Condition

**Tobacco**

We compared 2 conditions: game-inspired (scorecard) and traditional (text-only). For information processing outcomes, participants who viewed the scorecard (vs text-only) were more likely to get all comprehension questions correct (98.1% vs 71.2%, \(P=.004\)) and to get the recall question correct (94.2% vs 82.7%), although the difference in percentages for recall was only marginally significant (\(P=.08\)). Multivariate analysis showed a significant association of infographic type on the outcomes of perceived cognitive load and time to answer questions (\(P=.02\)). Univariate analyses revealed that participants who viewed the scorecard reported lower cognitive load than did those who viewed text-only (estimate \(-.54, P=.006\)). However, in terms of time to answer, the difference was not significant (\(P=.70\)). Figure 2 shows comparisons of means and percentages for information processing outcomes by condition.

For engagement-related outcomes, multivariate analysis with the 3 dependent variables (attitude toward the infographic, positive emotional tone, and perceived effectiveness) did not reveal an effect of condition (\(P=.42\)), so we did not probe them further (Figure 3).
Table 2. Cell sizes by module and condition, and percentages of participants not meeting behavioral goals by module.

<table>
<thead>
<tr>
<th>Module</th>
<th>Conditiona</th>
<th>Progress</th>
<th>Scorecard</th>
<th>No. (%)b</th>
<th>No. (%) not meeting goal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tobacco use</td>
<td>52</td>
<td>N/Ac</td>
<td>52</td>
<td>104 (8.95)</td>
<td>26 (25.0)</td>
</tr>
<tr>
<td>Alcohol use</td>
<td>58</td>
<td>59</td>
<td>58</td>
<td>175 (15.06)</td>
<td>88 (50.3)</td>
</tr>
<tr>
<td>Physical activity</td>
<td>56</td>
<td>60</td>
<td>55</td>
<td>171 (14.72)</td>
<td>93 (54.4)</td>
</tr>
<tr>
<td>Vegetable consumption</td>
<td>51</td>
<td>52</td>
<td>53</td>
<td>156 (13.43)</td>
<td>134 (85.9)</td>
</tr>
<tr>
<td>Fruit consumptiond</td>
<td>96</td>
<td>88</td>
<td>93</td>
<td>277 (23.84)</td>
<td>195 (70.4)</td>
</tr>
<tr>
<td>Weight managementd</td>
<td>95</td>
<td>91</td>
<td>93</td>
<td>279 (24.01)</td>
<td>154 (55.2)</td>
</tr>
</tbody>
</table>

aConditions are traditional (text-only for tobacco; column for nontobacco), progress (game ‐ inspired bar), and scorecard (game ‐ inspired side ‐ by ‐ side comparison).
bTotal participants for all modules: N=1162.
cProgress bar format was not applicable (N/A) to tobacco module, which provides dichotomous feedback.
dMore participants were recruited for modules of fruits and weight (relative to other modules) to allow for analysis of variables not related to this study.

Figure 2. Percentages and means for information processing outcomes by condition and module. Bars extend to upper and lower bounds of the 95% CIs. For comprehension and recall, percentages reflect those who answered correctly. For perceived cognitive load, means are on a 1–5 scale; lower means denote lower perceived load (ie, easier processing). Time to answer comprehension questions was measured in seconds and was adjusted for number of questions in the module; lower means denote less time taken to answer (ie, easier processing). Traditional condition was text-only for the tobacco module, and traditional column chart for nontobacco modules.
Health Behaviors Other Than Tobacco

We compared 3 conditions: 2 game-inspired (scorecard and progress bar) and 1 traditional (column chart). For information processing outcomes, both comprehension and recall (≥85%) were high across conditions, and pairwise contrasts among the 3 conditions did not show differences (all P ≥.20 for both outcomes). Multivariate analysis of perceived cognitive load and time to answer questions was not significant (P=.09) (Figure 2).

For engagement-related outcomes, multivariate analysis revealed a significant association (P<.001), and univariate analyses revealed significant differences for each of the 3 outcomes (attitude toward the infographic, positive emotional tone, and perceived effectiveness) (Figure 3).

For attitude toward the infographic, participants who viewed the progress bar had the most positive attitudes, followed by those who saw the traditional bar, and then the scorecard (mean scores 3.81, 3.54, and 3.33, respectively). Pairwise contrasts showed that all means were significantly different from each other (P<.001 for all).

For positive emotional tone, participants who viewed the progress bar gave the highest ratings (ie, extent to which the infographic made them feel amused, happy, and upbeat), followed by those who saw the traditional bar, and then the scorecard (mean scores 2.57, 2.08, and 2.00, respectively). The significant contrasts were progress versus scorecard, and progress versus traditional bar (P<.001 for both contrasts).

For perceived effectiveness, there were no differences between participants who viewed the progress bar and the traditional bar (in terms of perceptions of providing information, motivating behavior, and being valuable). The mean scores were 3.76 and 3.80 (P=.59). The scorecard had the lowest mean on this outcome (mean 3.56), and it was significantly lower than the means for progress and traditional bar (P=.004 and P<.001, respectively).

Moderation of Condition Effects

Finally, we asked whether any effects of infographic condition would be moderated by whether the individual has met the behavioral goal. No effect was seen for having met the goal in the tobacco module, but for the nontobacco modules, having met the goal influenced the relationship between infographic condition and positive emotional tone (interaction P=.003). Because the interaction indicates that the effect of condition changes as a function of whether the goal has been met, we probed the interaction to understand the nature of the difference.

Results showed that, regardless of whether or not one had met the goal, the progress bar performed best; however, differences between the progress bar and the other 2 formats were more pronounced for those who did not meet the goal. The mean scores for the progress bar, traditional bar, and scorecard were 2.69, 1.98, and 1.96, respectively, for those who did not meet the goal, and 2.38, 2.24, and 2.08, respectively, for those who did meet the goal. The progress bar was rated significantly higher than both the traditional bar and the scorecard among those who did not meet the goal (both P<.001), and significantly higher than the scorecard among those who did meet the goal (P=.01).

Discussion

Health behavior assessments that provide personalized feedback face the challenge of conveying to individuals how their behaviors stack up to evidence-based recommendations and motivating behavior change. We conducted this study as formative research to examine whether game-inspired infographics would be more or less effective than traditional formats in their ability to convey information in ways that are easy to process and engaging. We report these results to document the process of development and to potentially benefit other eHealth programs that seek to convey similar information in similar contexts.

We found that, across multiple health behaviors, a game-inspired infographic was superior to a traditional format for some outcomes, and for other outcomes there was no observable difference. Specifically, in the tobacco module, where the scorecard was the only game-inspired design that we tested, the scorecard outperformed the traditional text-only format on comprehension and perceived cognitive load, and there were no differences in performance on the other information processing and engagement outcomes. In the modules for behaviors other than tobacco, there were no differences between the progress bar and the traditional bar for the information processing outcomes, but the progress bar outperformed the traditional condition was text-only for the tobacco module and traditional column chart for nontobacco modules.
traditional bar on outcomes related to engagement (positive emotional tone and attitude). Thus, based on the potential for a game-inspired design to outperform in the cases described above (and not to underperform otherwise), game-inspired designs show promise as a component of behavioral assessment output, relative to more traditional formats.

Moreover, in the nontobacco modules, the appeal of the progress bar over the traditional was pronounced among people who had not yet met the national recommendation for that health behavior. Individuals in this group may represent a priority audience because they would benefit the most from persuasive efforts. Prior work suggests that intervention efforts aimed at people who see no need to change health behavior should emphasize positive consequences of change more than negative consequences of not changing [58]. Game-inspired infographics that explicitly frame feedback in a positive light (eg, progress toward a desirable state) may therefore be more effective with this group than other formats, consistent with our results.

Comparing the findings for tobacco and nontobacco modules, a question that arises is why there were effects on information processing but not engagement outcomes in the tobacco module, and on engagement but not information processing outcomes in the nontobacco modules. The asymmetry may be due to the comparisons that were available in the tobacco versus nontobacco modules. In terms of information processing, the comparisons in the nontobacco modules were all among equally information-rich conditions, in the sense that all conditions provided 3 informational components (goal statement, whether the goal was met, and a visual representation of that information). In contrast, the comparison available in the tobacco module was between 2 conditions that differed in information richness, in the sense that the text-only traditional condition (which provided only 2 components: the goal statement and whether the goal was met) was compared with text plus visual (3 components) in the game-inspired scorecard condition. Thus, it makes sense that we observed a difference in information processing in the tobacco module but not in the other modules, as would be expected based on dual coding theory [21].

Similarly, in terms of engagement outcomes, both conditions in the tobacco module lacked design elements that may have contributed to emotional appeal, whereas the progress bar conditions in the nontobacco modules were designed to contain such elements (eg, playful design and sense of movement toward a desirable goal). Therefore, it makes sense that we observed differences on this dimension in nontobacco modules but not in the tobacco module. The dichotomous feedback in the tobacco module ruled out a progress bar as a potential format in this study, so we used only the scorecard. However, future research could examine the effectiveness of other visual representations of tobacco cessation goal attainment that may convey greater emotional appeal. In the nontobacco modules, it is interesting that the scorecard fared worse than the traditional bar on 2 of the 3 engagement outcomes. It may be that the dichotomization of behavior in the scorecard is less appealing than formats that present feedback within a numerical range, as both other formats did. However, it is clear that the progress bar outperformed the scorecard on all 3 engagement outcomes and is therefore the more promising of the 2 game-inspired formats in the context of this study. The differences in performance between these 2 game-inspired formats further highlight the value of pretesting different executions during the formative research process.

Limitations

It is important to address the limitations introduced by the exploratory nature of the study. We used Mechanical Turk as a recruitment tool for this initial test because Mechanical Turk made it possible to obtain large samples at a reasonable cost; however, the resulting sample was not as diverse as would have been ideal in terms of age, race, ethnicity, and education level. Future research should employ methods that would yield a more diverse sample. The design of the study was posttest-only, which does not allow observation of changes before and after exposure. Although a posttest-only design helps avoid some potential threats to validity that might be introduced by preexposure measures (such as sensitizing individuals to treatment or later measurement), future studies should take a longitudinal approach to enable the observation of changes in key variables over time.

In terms of stimuli, we used only one execution to represent each format in each module, and although we selected the game-inspired exemplars as the best representatives of the formats among many alternatives reviewed by the research team, it is possible that other executions would have been more effective. We combined modules in the analysis after ensuring that the effect of condition did not differ across modules; as a consequence, though, it is not possible to pinpoint which specific features of the game-inspired infographics were responsible for observed effects. Subsequent research should systematically test multiple versions in which elements are present or absent to identify which had the most impact. Participants viewed sample feedback that was standardized within a module for experimental control and not tailored to their own behavior because it was not feasible to produce all possible variations across modules, formats, and behavior levels. However, we are planning research to evaluate the infographics on the actual CHART platform, which would provide personalized assessments and would also enable us to study the effects of infographics on intentions and outcomes related to behavior change.

Conclusions

The personalized feedback provided by health behavior assessments must tell people who do not meet a behavioral goal that they are short of the mark without leading to demotivation and disengagement. This is a challenging task. The principles of game design informed the development of infographics that were better than or did not differ from traditional formats in terms of effects on engagement and information processing outcomes. The results of our pretest have the potential to help online health assessment tools provide personalized feedback in a way that may facilitate progress toward health goals.
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Abstract

Background: Serious games have the potential to promote health behavior. Because overweight is still a major issue among secondary vocational education students in the Netherlands, this study piloted the effects of “Balance It,” a serious self-regulation game intervention targeting students’ overweight-related behaviors: dietary intake and physical activity (PA).

Objective: We aimed to pilot the effects of Balance It on secondary vocational education students’ dietary intake and PA.

Methods: In total, 501 secondary vocational education students participated at baseline (intervention: n=250; control: n=251) in this pre-post cluster randomized trial. After 4 weeks, at immediate posttest, 231 students filled in the posttest questionnaire (intervention: n=105; control: n=126). The sample had a mean age of 17.28 (SD 1.26, range 15-21) years, 62.8% (145/231) were female, and 26.8% (62/231) had a non-Dutch background. Body mass index (BMI kg/m^2) ranged from 14.4 to 31.1 (mean 21.1, SD 3.3). The intervention and control groups were compared on the primary (behavioral) outcomes of dietary intake (fruit and vegetable consumption, snack consumption, and soft drink consumption) and PA (moderate and vigorous). Additionally, we explored (1) differences between the intervention and control groups in determinants of dietary intake and PA, including attitude, self-efficacy, intention, barrier identification, action planning, and action control, and (2) differences between active (intervention) users and the control group in dietary intake, PA, and associated determinants.

Results: After corrections for multiple testing, we did not find significant differences between the intervention group and control group in terms of dietary intake, PA, and determinants of dietary intake and PA. Exploratory research indicated that only 27.6% (29/105) of the intervention group reported actual intervention use (ie, active users). For exploratory reasons, we compared the active users (n=29) with the control group (n=124) and corrected for multiple testing. Results showed that active users’ snack consumption decreased more strongly (active users: mean change=–0.20; control group: mean change=–0.08; beta=–0.36, P=.01, R^2 change=.05), and their use of active transport had a stronger increase (active users: mean change=0.92; control group=–0.12; beta=1.58, P=.2, R^2 change=.03) than the control group. Results also revealed significant differences in action planning (active users: mean change=0.42; control group: mean change=0.07; beta=0.91, P=.01, R^2 change=.04) and action control (active users: mean change=0.63; control group: mean change=–0.05; beta=1.25, P=.001, R^2 change=.08) in terms of unhealthy eating.

Conclusions: The Balance It intervention did not show favorable effects on dietary intake and PA compared to the control condition. However, only a small number of people in the intervention condition actually used Balance It (27.6%). Exploratory analyses did suggest that, if used as planned, Balance It could contribute to changing dietary intake and PA behaviors, albeit it remains debatable whether this would be sufficient to prevent overweight.
Balance It; effect evaluation; serious game; self-regulation; prevention and control; health promotion; dietary intake; physical activity

Introduction

Overweight and obesity are related to various chronic health problems, including type 2 diabetes mellitus, cardiovascular disease, cancer, and also psychosocial problems [1-6]. In the Netherlands, approximately 20% of youth (aged 16-20 years) from low socioeconomic status (SES) families are overweight or obese [7], and prevalence is even higher among youth with Turkish or Moroccan descent [8-10]. Treatment of overweight or obesity is a challenge; hence, it is important to target overweight-related behaviors (eg, dietary intake and physical activity [PA]) in intervention studies designed to prevent overweight in low SES youth.

Recent advances in technology enable researchers to tailor dietary intake and PA interventions to the needs of the target population. Moreover, it is possible to design a program that is cost effective, that has a wide reach, and that can function as a standalone program [11,12]. Reviews highlight the potential of computer-tailored interventions in terms of effectively changing and promoting health-related behaviors [13-15], yet targeting young people; immigrant groups; people with a low, primary, or basic vocational education; and people with weak health motivation can still be challenging [16]. To overcome hurdles such as low reach and limited adoption of computer-tailored interventions, several strategies have been recommended, including increasing the interactivity and visual attractiveness of the program [17-19]. Serious gaming is a promising method that can be used to stimulate intervention use because such games are designed to be highly enjoyable, attention grabbing, and intrinsically motivating [20-23]. In previous research [24], serious gaming interventions (eg, “Diab” and “Nano”) appeared to increase fruit and vegetable intake. However, playing these games did not increase water consumption, PA, or body composition. Thompson et al [25] indicated that action intentions may be an important component of successful interventions to stimulate youth fruit and vegetable intake [25], which in combination with coping plans may also account for PA [26]. As such, these studies showed that serious games have great potential to change health-related behaviors. However, according to DeSmet et al [19], serious games generally fall short in applying effective behavior change methods to change health-related behaviors. DeSmet et al [19] advocate the use of dual theoretical frameworks, stressing the importance of a theoretical foundation in both behavioral prediction and game theories. To this end, we combined effective behavior change techniques (as applied in computer-tailored interventions) with serious gaming strategies to encourage intervention use and target health behavior change simultaneously. As such, we developed a serious self-regulation game intervention called “Balance It.”

Balance It combines behavior change techniques derived from self-regulation theory [27,28] with serious game elements. It is a serious self-regulation game designed to target dietary intake and PA among secondary vocational education students. Balance It was systematically developed by means of Intervention Mapping, a protocol that enables the systematic planning of theory- and evidence-based interventions [29]. Further elaboration on the design rationale of Balance It can be found elsewhere [30]. Our key research objectives in this pilot study were to (1) identify the effectiveness of Balance It on changes in (determinants of) secondary vocational education students’ dietary intake and PA, and (2) evaluate the uptake and usage of the game and the game elements.

Methods

Study Design

A cluster randomized trial was conducted in 2014/2015 with measurements taken at baseline, immediately posttest (after 4 weeks of game play), and at a 4-week follow-up. Fifteen vocational education schools in the Netherlands were approached to participate in this study. In total, 4 schools agreed to participate and were randomly assigned to the intervention or waiting list control group. To counteract contamination effects between participant groups and to increase participants’ compliance with the study, random allocation to conditions took place at the level of schools [31]. All procedures were approved by The Research Ethics Board of the School of Psychology and Neuroscience (Maastricht University).

Participants

The power calculation (alpha=.05, beta=.80) was based on a mean effect size of 31 for dietary intake and PA intervention [32]. This required a minimum of 130 participants for both the intervention and the control group. Students who did not have a mobile phone operating on iOS or Android were exempted from participation, as were students younger than 16 years or older than 21 years. Students younger than 16 years were exempted from participation because, within the Netherlands, individuals are allowed to provide informed consent from the age of 16 years. Participants older than 21 years were also exempted from participation because they had outgrown puberty and were not targeted by the intervention. All other students between the ages of 16 and 21 years were eligible for participation.

Procedures

One week before the study, participants received passive consent forms addressed to their parents or caregivers. At baseline, a research assistant went to the schools to introduce the study and to collect the survey data. In total, 238 students gave their consent to participate in this study. At baseline, participants filled out an online baseline questionnaire regarding their mean dietary intake and PA, social cognitive factors (ie, attitude, self-efficacy, and intention), perceived barriers, self-regulation
skills, action planning, and action control. After they finished the questionnaire, participants received a link to the Balance It website and further instructions about downloading the Balance It app from the research assistant. All students received a posttest questionnaire 4 weeks after the baseline measure was taken. Participatory incentives of €20 vouchers were randomly distributed among participants. The chance of winning a voucher increased with the number of measures completed (one measure 1:8, two measures 2:8).

**Balance It**

Balance It was designed as a tailored, interactive multimedia game in which each game could be played either individually or competitively with others, at any time and place desired. It was designed as an educational, strategic game that could be played on a daily basis for 4 continuing weeks or on a weekly basis for 6 continuing weeks. Within each game, players set their own graded tasks (eg, to eat two pieces of fruit per day), which were selected from a multiple-choice list (Figure 1; [30]). They monitored and evaluated these goals on a daily or weekly basis, depending on the type of game they chose to play. Each day or week, players were prompted with their goals and reminded to return to the game. Visual feedback on self-reported goal attainment was provided for each goal, and players were prompted to reflect on their condition and on the perceived barriers or facilitators of goal accomplishment. Finally, participants were encouraged to formulate implementation intentions. In turn, these implementation intentions, or strategies, could be set as reminder prompts at any specific time point the player preferred. Information about formulating implementation intentions was provided on the Balance It website. The website also provided a general overview of the participant’s progress and a peer-support system (ie, the Balance It forum). Reinforcement was given in the form of obtainable “Tetris-shaped” building blocks and the allocation of “super powers” after goal accomplishment and self-evaluation of the targeted behavior. With these building blocks, players were encouraged to build a tower and to keep the tower in balance (see Figure 1; for a full description of the game design and content see [30]).

*Figure 1.* Screenshots of task initiation in the Balance It app.

**Waiting List Control Group**

At baseline, the control group was instructed to fill in the baseline questionnaire and informed that the researcher would return in 4 weeks for a posttest measure. Between measures, no interventions were offered by the researchers. Immediately following the posttest, students were provided with information about Balance It and given the opportunity to play.

**Behavioral Outcome Measures**

**Dietary Intake**

The assessment of dietary intake was derived from a validated food frequency questionnaire [33]. Questions were related to the participant’s mean daily fruit and vegetable intake, snack consumption, and soft drink consumption. Answers were given on an 8-point scale on which participants could record the number of days they consumed specific foods, ranging from 0 (never or almost never) to 7 (every day). In addition, the quantity of their dietary intake was assessed. Response categories ranged from 1 (half portion or piece a day) to 7 (three or more portions or pieces a day). Based on these scores, the mean intake per day was calculated.

**Physical Activity**

The PA measures were derived from the Injuries and Physical Activity in the Netherlands (“Ongevallen en Bewegen in Nederland”) questionnaire (validated; [34]). Questions were related to the participant’s mean moderate PA (walking and cycling) and vigorous PA (exercise). For example, moderate PA was operationalized as “During the last week, how many days did you carry out 30 minutes of moderate PA?” Answers were given on an 8-point scale on which participants could rate the number of days they were moderately or vigorously active, ranging from 0=never or almost never to 7=every day.

**Determinants of Dietary Intake**

In addition to the behavioral outcomes, social cognitive factors were measured for healthy dietary intake (fruit and vegetable intake) and unhealthy dietary intake (snacks, sweets, and soft drink consumption). All measures of determinants were preceded by a stem, followed by the behavioral outcome measures as subcategories.

**Attitude**

Attitudes toward dietary intake were assessed by three items using semantic differential response scales, such as “I think that eating two pieces of fruit a day is...” (1=very bad to 5=very good; 1=very unpleasant to 5=very pleasant; 1=very unhealthy to 5=very healthy).
to 5=very healthy) derived from [35,36]. Cronbach alpha for the healthy dietary intake attitude items was .87 and Cronbach alpha for the unhealthy dietary intake attitude items was .87.

**Self-Efficacy**

Self-efficacy toward dietary intake was assessed by one item preceded by a question stem: “If I want to, I am capable of...” Items were derived from van der Horst et al [35] and Van Genugten et al [36]. Response options ranged from 1=definitely not to 5=definitely. Cronbach alpha for the healthy dietary intake self-efficacy items was .82. Cronbach alpha for the unhealthy dietary intake self-efficacy items was .88.

**Intention**

Dietary intake intention was assessed with one item preceded by the stem: “I planned to...” derived from [35,36]. Response options ranged from 1=definitely not to 5=definitely. Cronbach alpha for the healthy dietary intake intention items was .93. Cronbach alpha for the unhealthy dietary intake intention items was .93.

**Barrier Identification**

Barriers to healthy dietary intake were assessed separately from barriers to unhealthy dietary intake because different barriers influence fruit and vegetable intake and unhealthy dietary intake. Healthy dietary intake was assessed with five items using 5-point Likert scales: “I am capable of eating sufficient fruit and vegetables, also when I am...” Response options ranged from 1=definitely not to 5=definitely. Subcategories referred to when I am alone, during the weekend, when I am in a hurry, when I experience difficulties preparing fruits and vegetables, and when there is a lack of choice. Items were derived from previous measures [37,38]. Cronbach alpha for the healthy dietary intake barrier identification items was .86.

Barriers to unhealthy dietary intake were assessed with 13 items using 5-point Likert scales: “I am capable of eating a limited amount of unhealthy snacks, also when I am...” Response options ranged from 1=definitely not to 5=definitely. Subcategories referred to physical settings (eg, when I am at home), sedentary activities (eg, when I am watching TV), social settings (eg, when I am at a party), and mood (eg, when I am sad). Items were derived from previous measures [37,38]. Cronbach alpha of the unhealthy dietary intake barrier identification items was .96.

**Action Planning**

Action planning in terms of dietary intake was assessed by four items, such as “I have a clear plan for when I...” Response options ranged from 1=definitely not to 5=definitely. Subcategories referred to self-monitoring of fruit and vegetable consumption, awareness of fruit and vegetable standards, self-regulatory effort to eat more healthy and less unhealthy foods, and self-regulatory effort to conform to norm behavior (eg, eat two pieces of fruits a day) (derived from [39]). Cronbach alpha for the healthy dietary intake action control items was .94. Cronbach alpha for the unhealthy dietary intake action control items was .94.

**Determinants of Physical Activity**

Social cognitive factors were also measured for moderate PA (eg, walking and cycling) and vigorous PA (eg, exercising). All measures of PA determinants were preceded by a stem followed by the behavioral outcome measures subcategories.

**Attitude**

Attitudes toward PA was assessed by three items using semantic differential response scales, such as “I think that exercising is...” (1=very bad to 5=very good; 1=very unpleasant to 5=very pleasant; 1=very unhealthy to 5=very healthy) derived from [35,36]). Cronbach alpha for the PA attitude items was .79.

**Self-Efficacy**

Self-efficacy toward PA was assessed by one item preceded by a question stem: “If I want to, I am capable of...” Items were derived from Van der Horst et al [35] and Van Genugten et al [36]. Response options ranged from 1=definitely not to 5=definitely. Cronbach alpha for the PA self-efficacy item was .75.

**Intention**

Intention was assessed with one item preceded by the stem: “I planned to...” (derived from [35,36]). Response options ranged from 1=definitely not to 5=definitely. Cronbach alpha for the PA intention items was .73.

**Barrier Identification**

Barriers to PA were assessed with seven items using 5-point Likert scales, such as “I am capable of being more physically active, also when I am...” Response options ranged from 1=definitely not to 5=definitely. Subcategories referred to when I am busy, when I am stressed, if I failed last time, when I am tired, when it is raining, if I do not have the time, and if I do not get social support (derived from [37,38]). Cronbach alpha for the PA barrier identification items was .93.

**Action Planning**

Action planning in terms of PA was assessed by four items using 5-point Likert scales, such as “I have a clear plan for when I...” Response options ranged from 1=definitely not to 5=definitely. Subcategories referred to 1=very unpleasant to 5=very good; 1=very bad to 5=very good; 1=very unhealthy to 5=very healthy). Cronbach alpha for the PA action planning items was .96.
self-monitoring of PA, awareness of PA standards, self-regulatory effort to be more physically active, and self-regulatory effort to conform to norm behavior (eg, to be moderately active) (derived from [39]). Cronbach alpha for the PA action control items was .94.

Demographics
Items regarding gender, age, BMI, educational level, cultural background, accommodation, and living situation were included at the beginning of the baseline measure. Ethnicity was defined according to the procedures of Statistics Netherlands; individuals were considered to have a Dutch background if both parents were born in the Netherlands. If one of the parents was born outside the Netherlands, the student was considered to have a non-Dutch background [40].

Self-Reported Intervention Evaluation
To evaluate subjective experience of using the Balance It app or website, 19 items regarding the Balance It app in general were preceded by the stem: “What did you think of...” Response options ranged from 1 (very bad) to 5 (very good) (compare attitude measures [35,36]). Cronbach alpha for attitude toward the Balance It app in general was .98. The 13 items were preceded by the same stem and referred to the specific game elements included (eg, “What did you think of the theme of Balance It?). Response options ranged from 1 (very stupid) to 5 (very funny) (compare attitude measures [35,36]). Cronbach alpha for the attitude toward game elements was .98.

Statistical Analyses
Descriptive statistics were used to characterize both study groups at baseline (ie, gender, age, educational level, ethnicity, and body mass index [BMI]). Chi-square tests and t tests were conducted to evaluate whether participant characteristics were related to drop out during the study. Because there was no significant differentiation between school levels, linear regression analyses were performed to study dietary intake and PA change over time, differences between the intervention and control groups, and differences between active users and the control group. In these analyses, primary outcomes were analyzed and differences between groups on determinants of the primary outcomes were explored (controlling for condition and baseline differences). After doing the linear regression analyses, multiple testing adjustment procedures were taken into account according to the Benjamini-Hochberg procedures (ie, we calculated the false discovery rates [FDR] for all primary outcomes and exploratory determinants of these outcome measures). A P value of .05 or lower was considered to be statistically significant. All analyses were conducted with IBM SPSS version 20.0 (IBM Corporation).

Results
Participants and Dropout Analysis
In total, 501 students were invited to participate in this study (intervention: n=250; control: n=251; Figure 2). Of all students invited, 488 participated (97.4%). We excluded 6 students because they were younger than 15 years and 29 students because they were older than 21 years. After exclusion, 228 participants in the intervention group and 225 in the control group remained at baseline. After 4 weeks, 117 participants dropped out from the intervention group, and 92 participants dropped out from the control group. Logistic regression analyses revealed that participants who dropped out were significantly older (mean 17.69, SD 1.53 years) than nondropouts (mean 17.28, SD 1.26 years; OR 0.81, 95% CI 0.71-0.93). Tests also showed that students with a non-Dutch background were more likely to drop out (119/209, 56.9%) than students with a Dutch background (86/209, 41.1%; OR 1.95, 95% CI 1.31-2.92; unknown background: 4/209, 1.9%). We did not find any significant differences in terms of gender, level of education, year of education, or BMI. The BMI distribution of the sample was comparable with previous research on secondary vocational education students’ health and weight [41]. At final count, 105 participants were included in the intervention group and 126 participants were included in the control group.

Active Users
Of all participants who remained in the intervention group at posttest (n=105), 27.6% (29/105) reported actual intervention use. Compared to the control group (n=200), self-reported active users were less likely to follow vocational education related to care and well-being (P<.001) and more likely to follow vocational education in economics (P<.001). Active users were also more likely to be in their first year (n=100) as compared to the control group (ie, n=124; P=.01). The two groups did not significantly differ in age, gender, ethnicity, BMI, social vocational education sector, technique vocational education sector, or level of education.

Baseline Between-Group Differences
Table 1 presents the demographic background of Balance It participants at baseline (N=231). Compared to the control group (mean 17.52, SD 1.36 years), participants in the intervention group were younger (mean 16.96, SD 1.10 years; P=.05). They were also more likely to participate in the economics vocational education sector and less likely to participate in care and well-being, social work, and economy vocational education sectors. Finally, they were more likely to be in the first year of secondary vocational education. Therefore, we included these variables as covariates in all further analyses. We also controlled for baseline differences between the intervention group and the control group in case they differed in behavioral outcome and determinant measures. As such, the intervention group at baseline was more likely to use active transport as compared to the control group (P=.04). Therefore, we controlled for the use of active transport at baseline in further analyses concerning active transport.
Figure 2. Flow diagram of the enrollment and selection of study participants.
Table 1. Demographic background of Balance It participants at baseline (N=231).

<table>
<thead>
<tr>
<th>Demographic variables</th>
<th>Intervention group (n=105)</th>
<th>Control group (n=126)</th>
<th>$\chi^2$ (df)</th>
<th>$t_{227}$</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>16.96 (1.10)</td>
<td>17.52 (1.36)</td>
<td>–3.34</td>
<td>.003</td>
<td></td>
</tr>
<tr>
<td>Gender (male), n (%)</td>
<td>39 (37.1)</td>
<td>47 (37.3)</td>
<td>0.0 (1)</td>
<td>.93</td>
<td></td>
</tr>
<tr>
<td>Ethnicity (Dutch), n (%)</td>
<td>77 (73.3)</td>
<td>92 (73.0)</td>
<td>0.1 (1)</td>
<td>.77</td>
<td></td>
</tr>
<tr>
<td><strong>Vocational education sector track, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Care and well-being</td>
<td>25 (23.8)</td>
<td>115 (91.3)</td>
<td>108.4 (1)</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>Economics</td>
<td>71 (67.6)</td>
<td>0 (0.0)</td>
<td>128.9 (1)</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>Technique</td>
<td>1 (1.0)</td>
<td>2 (1.6)</td>
<td>0.2 (1)</td>
<td>.69</td>
<td></td>
</tr>
<tr>
<td>Social work</td>
<td>0 (0.0)</td>
<td>1 (1.0)</td>
<td>0.8 (1)</td>
<td>.55</td>
<td></td>
</tr>
<tr>
<td><strong>Educational level, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level 3</td>
<td>5 (4.8)</td>
<td>9 (7.1)</td>
<td></td>
<td>.49</td>
<td></td>
</tr>
<tr>
<td>Level 4</td>
<td>95 (90.5)</td>
<td>115 (91.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Year of education, n (%)</strong></td>
<td></td>
<td></td>
<td>39.3 (1)</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>Year 1</td>
<td>100 (100.0)</td>
<td>84 (67.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Year 2</td>
<td>0 (0.0)</td>
<td>40 (34)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Living situation</strong></td>
<td></td>
<td></td>
<td>5.3 (4)</td>
<td>.26</td>
<td></td>
</tr>
<tr>
<td>Both parents</td>
<td>79 (76.7)</td>
<td>100 (79.4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>One parent</td>
<td>19 (18.4)</td>
<td>16 (12.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alone</td>
<td>2 (1.9)</td>
<td>2 (1.6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>3 (2.9)</td>
<td>8 (6.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>BMI categories, n (%)</strong></td>
<td></td>
<td></td>
<td>4.7 (3)</td>
<td>.66</td>
<td></td>
</tr>
<tr>
<td>Underweight (BMI &lt;18.5)</td>
<td>8 (12.7)</td>
<td>10 (11.2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal weight (BMI 18.5-25)</td>
<td>47 (74.6)</td>
<td>58 (65.1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overweight (BMI 25-30)</td>
<td>8 (12.7)</td>
<td>18 (20.2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obese (BMI &gt;30)</td>
<td>0 (0.0)</td>
<td>3 (3.4)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 2. Effects of Balance It on behavioral outcomes and determinants.\textsuperscript{a}

<table>
<thead>
<tr>
<th>Outcome variable</th>
<th>T0, mean (SD)</th>
<th>T1, mean (SD)</th>
<th>T0-T1, Δ mean</th>
<th>Difference test</th>
<th>( R^2 ) change</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intervention</td>
<td>Control</td>
<td>Intervention</td>
<td>Control</td>
<td>B (95% CI)</td>
</tr>
<tr>
<td></td>
<td>(n=103)\textsuperscript{b}</td>
<td>(n=125)\textsuperscript{c}</td>
<td>(n=103)\textsuperscript{d}</td>
<td>(n=125)\textsuperscript{e}</td>
<td></td>
</tr>
<tr>
<td>Behavioral outcomes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fruit intake (mean portion/day)</td>
<td>0.81</td>
<td>0.80</td>
<td>1.05</td>
<td>0.81</td>
<td>0.14</td>
</tr>
<tr>
<td>Vegetable intake (mean portion/day)</td>
<td>1.26</td>
<td>1.32</td>
<td>1.21</td>
<td>1.28</td>
<td>-0.05</td>
</tr>
<tr>
<td>Snack consumption (mean portion/day)</td>
<td>0.91</td>
<td>0.98</td>
<td>0.86</td>
<td>0.90</td>
<td>-0.05</td>
</tr>
<tr>
<td>Soft drink consumption (mean portion/day)</td>
<td>1.07</td>
<td>1.11</td>
<td>0.92</td>
<td>1.07</td>
<td>-0.15</td>
</tr>
<tr>
<td>Moderate PA (days) \textsuperscript{f}</td>
<td>4.30</td>
<td>3.82</td>
<td>3.91</td>
<td>3.31</td>
<td>-0.39</td>
</tr>
<tr>
<td>Vigorous PA (days)</td>
<td>5.21</td>
<td>5.25</td>
<td>4.74</td>
<td>4.78</td>
<td>-0.47</td>
</tr>
<tr>
<td>Active transport (days)</td>
<td>2.55</td>
<td>2.50</td>
<td>3.20</td>
<td>2.38</td>
<td>0.65</td>
</tr>
<tr>
<td>Determinants: fruit and vegetable intake (5-point scale)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attitude</td>
<td>4.01</td>
<td>3.98</td>
<td>3.93</td>
<td>4.00</td>
<td>-0.08</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>4.33</td>
<td>4.29</td>
<td>4.04</td>
<td>4.13</td>
<td>-0.29</td>
</tr>
<tr>
<td>Intention</td>
<td>3.86</td>
<td>3.73</td>
<td>3.66</td>
<td>3.67</td>
<td>-0.20</td>
</tr>
<tr>
<td>Perceived barriers</td>
<td>3.45</td>
<td>3.52</td>
<td>3.53</td>
<td>3.49</td>
<td>0.08</td>
</tr>
<tr>
<td>Action planning</td>
<td>3.04</td>
<td>3.05</td>
<td>3.37</td>
<td>2.86</td>
<td>0.33</td>
</tr>
<tr>
<td>Action control</td>
<td>2.89</td>
<td>2.80</td>
<td>3.40</td>
<td>2.86</td>
<td>0.51</td>
</tr>
<tr>
<td>Determinants: snack and soft drink consumption (5-point scale)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attitude</td>
<td>3.63</td>
<td>3.42</td>
<td>3.72</td>
<td>3.63</td>
<td>0.09</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>4.28</td>
<td>4.10</td>
<td>3.92</td>
<td>3.91</td>
<td>-0.36</td>
</tr>
<tr>
<td>Intention</td>
<td>3.75</td>
<td>3.40</td>
<td>3.60</td>
<td>3.35</td>
<td>-0.15</td>
</tr>
<tr>
<td>Perceived barriers</td>
<td>3.52</td>
<td>3.35</td>
<td>3.48</td>
<td>3.37</td>
<td>-0.04</td>
</tr>
<tr>
<td>Action planning</td>
<td>3.11</td>
<td>2.99</td>
<td>3.37</td>
<td>3.06</td>
<td>0.27</td>
</tr>
<tr>
<td>Action control</td>
<td>2.96</td>
<td>2.78</td>
<td>3.28</td>
<td>2.73</td>
<td>0.32</td>
</tr>
</tbody>
</table>

\textsuperscript{a} differences significant at \( p < 0.05 \)
users in the intervention group.

Baseline Differences Between Active Users and the Control Group

Compared to the control group, active users were more likely to participate in the economics vocational education sector ($\chi^2 = 90.4, P < .001$) and active users were more likely to be in the first year of secondary vocational education ($\chi^2 = 12.3, P < .001$). Therefore, we controlled for these differences in the following analyses. We also controlled for baseline differences between the active users and the control group in case they differed significantly on primary behavioral outcomes and exploratory determinant measures. We found that the active users at baseline were more likely to use active transport as compared to the control group ($P = .04$). Therefore, we controlled for the use of active transport at baseline in all subsequent analyses concerning active transport.

Exploratory Analysis: Active Users Versus the Control Group

After correcting for multiple testing, we found that active users reported marginally stronger increases in fruit intake (active users: mean change $= 0.51$; control group: mean change $= 0.01$; beta $= 0.34$, $P = .06$, $R^2$ change $= .02$), stronger decreases in snack consumption (active users: mean change $= -0.20$; control group: mean change $= -0.08$; beta $= -0.36$, $P = .01$, $R^2$ change $= .05$), and

<table>
<thead>
<tr>
<th>Outcome variable</th>
<th>T0, mean (SD)</th>
<th>T1, mean (SD)</th>
<th>T0-T1, mean (SD)</th>
<th>Difference test</th>
<th>R^2 change</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intervention</td>
<td>Control</td>
<td>Intervention</td>
<td>Control</td>
<td>B (95% CI)</td>
</tr>
<tr>
<td></td>
<td>(n=103)^b</td>
<td>(n=125)^c</td>
<td>(n=103)^d</td>
<td>(n=125)^e</td>
<td></td>
</tr>
<tr>
<td>Attitude</td>
<td>4.21 (0.53)</td>
<td>4.21 (0.58)</td>
<td>4.02 (0.85)</td>
<td>4.13 (0.60)</td>
<td>-0.20</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>4.42 (0.66)</td>
<td>4.30 (0.82)</td>
<td>3.98 (1.04)</td>
<td>4.08 (0.89)</td>
<td>-0.44</td>
</tr>
<tr>
<td>Intention</td>
<td>4.01 (0.96)</td>
<td>3.87 (1.03)</td>
<td>3.70 (1.07)</td>
<td>3.68 (1.04)</td>
<td>-0.31</td>
</tr>
<tr>
<td>Perceived barriers</td>
<td>3.47 (1.02)</td>
<td>3.16 (1.05)</td>
<td>3.39 (1.09)</td>
<td>3.16 (1.04)</td>
<td>-0.08</td>
</tr>
<tr>
<td>Action planning</td>
<td>3.26 (1.17)</td>
<td>3.21 (1.08)</td>
<td>3.43 (1.06)</td>
<td>3.16 (1.06)</td>
<td>0.17</td>
</tr>
<tr>
<td>Action control</td>
<td>3.05 (1.26)</td>
<td>2.93 (1.16)</td>
<td>3.38 (1.09)</td>
<td>2.82 (1.16)</td>
<td>0.33</td>
</tr>
</tbody>
</table>

a Differences between the intervention group and control group at posttest measurement are derived via linear regression analyses for linear variables (B and 95% CI are reported), correcting for the baseline score of Y, and demographic variables for which differences were found between groups at baseline (age, vocational education sector, year of education, and the use of active transport); corrected for multiple testing (based on false discovery rate).

b Except for action planning and action control for fruit and vegetable intake, snack and soft drink consumption, and PA (n=99).

c Except for action planning and action control for fruit and vegetable intake, snack and soft drink consumption, and PA (n=124).

d Except for fruit and vegetable intake and snack and soft drink consumption (n=126), moderate PA (n=124), and active transport (n=123) for behavioral outcomes, and as follows for fruit and vegetable intake, snack and soft drink consumption, and PA: attitude (n=99), self-efficacy and intention (n=96), perceived barriers (n=95), and action planning and action control (n=92).

e Except for fruit and vegetable intake and soft drink consumption (n=126), moderate PA (n=101), vigorous PA (n=98), and active transport (n=99) for behavioral outcomes, and action planning and action control for fruit and vegetable intake, snack and soft drink consumption, and PA (n=124).

f Physical Activity.
stronger increased use of active transport (active users: mean change=0.92; control group: mean change=−0.12; beta=1.58, \(P=0.02\), \(R^2\) change=.03). In terms of unhealthy eating, results also revealed significant differences in action planning (active users: mean change=0.42; control group: mean change=0.07; beta=0.91, \(P=0.01\), \(R^2\) change=.04), and PA (active users: mean change=0.44; control group: mean change=−0.05; beta=0.83, \(P=0.03\), \(R^2\) change=.03), and action control (active users: mean change=0.63; control group: mean change=−0.05; beta=1.25, \(P=0.01\), \(R^2\) change=.08).

Process Evaluation of Self-Reported and Registered Game Play

User data (an objective measure) showed that Balance It was played 771 times in total. These games primarily consisted of daily tasks (671/771, 87.0\%) and individual game play (632/771, 82.0\%). Of all the goals set (ie, type of tasks), players chose to improve their fruit intake in 15.0\% of all cases (116/771 of which 44.0\%, 51/116 of the goals were accomplished), 3.0\% opted to increase their vegetable intake (23/771 of which 39\%, 9/23 of the goals were accomplished), 29.1\% opted to decrease their snack consumption (224/771 of which 70.1\%, 157/224 of the goals were accomplished), 8.9\% opted to decrease their soft drink consumption (69/771 of which 63\%, 44/69 of soft drink-related goals were accomplished), 31.0\% opted to increase their moderate PA (239/771 of which 54.8\%, 131/239 of moderate PA goals were accomplished), and 13.0\% opted to increase their vigorous PA (100/771 of which 39\%, 39/100 of vigorous PA goals were accomplished). Goal accomplishment was more likely when participants were motivated (OR 2.6, 95% CI 1.9-3.5), and less likely when they did not have the time (OR 0.6, 95% CI 0.4-0.9) or when they experienced the location as a barrier (OR 0.6, 95% CI 0.4-0.9).

At posttest, 50\% (15/29) of the participants who used the intervention reported that they played Balance It because they wished to have a healthier lifestyle, and 50\% (14/29) played the game because they were asked to for the purpose of our study (29/103). Of the participants who did not play Balance It, 24\% (18/74) reported that they did not have the time to play. The participants who used the intervention were, on average, neutral to positive about the Balance It app. When asked whether they were planning to recommend Balance It to others, participants gave a mean score of 3.14 (SD 1.03) on a scale ranging from 1 (very bad) to 5 (very good); likewise, the mean rating for the tutorial (using the same scale) was 3.72 (SD 0.75). Also, the specific game elements were evaluated neutrally to positively, on average, ranging from 3.43 (SD 1.00) on a scale ranging from 1 (very stupid) to 5 (very nice) for the construction worker, to 3.62 (SD 0.90) for the option of using special powers on the tower of an opponent. The mean overall rating given for the Balance It app (on a scale of 1 to 10, 1=the lowest grade, 10=the highest grade) was 6.71 (SD 1.96). The mean overall rating for the website (using the same scale) was 6.50 (SD 1.40).

Discussion

The aim of this study was to pilot the effects of Balance It, a serious game intervention targeting secondary vocational education students’ dietary intake and PA.

Main Findings

No significant differences between the intervention and control groups in terms of dietary intake and PA (the primary outcomes) were observed. Additional exploratory analyses did not reveal significant differences in change scores between the intervention and control group in terms of psychological determinants of dietary intake and PA, as targeted by Balance It.

The study also revealed that the number of people that used the Balance It intervention was less than expected because only 27.6\% used it as intended. For exploratory purposes, we examined the potential of Balance It among active users by comparing participants in the intervention group who reported that they had used the intervention with the control group. We did find that active users increased their fruit consumption marginally and active transport significantly, and showed stronger decreases in snack consumption compared to the control group. Although we should acknowledge that other factors could explain these differences (ie, self-selection), the findings could indicate Balance It may contribute to changes in PA and dietary intake if used as planned.

Taking into account that a difference of 100 kcal in daily caloric intake/expenditure can contribute to overweight prevention [42], the increase in active transport by 0.92 days on average may contribute to the prevention of overweight. Snack consumption was only decreased by a mean 0.20 snack portions per day, which may not be sufficient to make a change in daily energy balance. Nevertheless, active users showed an improvement in action planning and action coping skills to decrease their snack consumption, which may be related to students’ increase in fruit consumption as a healthy alternative to unhealthy snacks. Nevertheless, the changes observed may not be large enough to prevent overweight. In general, active users rated the intervention moderately positively and registered data showed that active users mainly opted to decrease their snack consumption (29.1\%) or to increase their moderate PA (31.0\%).

Consistent with previous serious gaming studies targeting dietary intake and PA, our results suggest that the use of a self-regulation game intervention could improve dietary intake and active transport among youth [24,43]. Despite the significant increase in use of active transport for the intervention users, they did not report a significant increase in moderate or vigorous PA. That we found no direct effect of the intervention on PA may be because posttest measures took place after 4 weeks of game play, whereas PA goals were partially set on a weekly basis, taking up to 6 weeks of game play, and therefore were not yet completed at the time of the posttest measure. The 4-week period may also be too short to expect change in PA [44].

Previous research shows that youth from low SES families are less engaged with health behaviors and not as successful in
terms of translating their health intentions into behavior [45]. Therefore, we incorporated gameplay, reminders, professional support, and social contracting into our serious game to stimulate intervention use. Moreover, we plan to embed the intervention within an existing student tracking system as suggested by Crutzen and other authors [46-48] (see [30] for a more detailed description of Intervention Mapping step 5: program implementation) to stimulate initial use. Despite these attempts to encourage implementation use, only 27.6% of the intervention group reported actual use of Balance It. Although these active users were moderately positive about Balance It, it may be that players were not sufficiently transported into the game by the narrative of Balance It because the narrative that was used to stimulate immersion is more in line with what Lu et al [49] describe as an “instruction,” which does not adequately facilitate immersion. According to Lu et al, narratives should have attractive features (eg, a plot, a beginning, middle, and an end), and should allow players to experience a character’s happiness on their journey toward adoption of a healthy behavior more directly and vividly than didactic instruction alone [49].

However, in practice, professional game designers often stress the importance of game simplicity to enhance motivation to play (see also [50]), limiting the space for extensive narratives to be included within a game. One way of resolving this issue would be to use so-called novellas, which can be defined as highly immersive stories designed to increase engagement with the game intervention provided prior to the game [51]. Placing novellas outside the Balance It app may also be beneficial in terms of exposure because students were stimulated to follow the link to the Balance It website by the research assistant during pretest, but the research assistant was not able to check if all students downloaded the app. As such, participants would be more likely to be exposed to the novella, increasing the likelihood of intervention (or Balance It app) use. These so-called “novellas” are still in their infancy, but because they seem to be a rather promising way of countering low levels of engagement, further research is recommended.

Limitations

Some limitations of this study should be acknowledged. First, the study is a cluster randomized trial, which was chosen over a randomized controlled trial because of practical considerations (ie, school coordinators who wanted their students to be in the same condition), to prevent contamination effects and to enhance participant compliance [31,52]. It should also be noted that participants who were at criteria for the outcomes (ie, students who already eat healthy and have sufficient PA) at baseline were included in the cluster randomized trial, which may have reduced the overall effect size. A second limitation is that only a pretest and posttest were included in this study, and follow-up measures to evaluate long-term effects were lacking. Consequently, the results of this study are based on change scores collected over a 4-week period, whereas many PA-related goals that were set by game players took 6 weeks to accomplish. As such, we might not expect the full effects of Balance It to reveal themselves until participants had used it for 6 weeks.

Participants were contacted via email and requested to fill in the follow-up questionnaire 4 weeks after the posttest measure, but with a response rate of only 4%, we did not analyze these data. Finally, email addresses were inaccurately reported (or not reported) in the Balance It app, which was unfortunate because we needed them to merge (objective) user data with self-reported survey data at baseline and at posttest. Consequently, user data could not be merged with self-reported data and conclusions about the objective use of the intervention in relation to the learning outcomes should be interpreted with care. We recommend that future research use a randomized controlled trial design and incorporate appropriate follow-up measures and checks regarding the collection of email addresses or the inclusion of other merge variables.

Finally, it should be noted that despite the potential of the peer-support component as included in the Balance It website to increase intervention effects on self-regulation skills [53], usage of the peer-support system was rather disappointing (ie, only 7% of the users reported actual use of the peer-support system). The lack of peer-support system use is a commonly reported problem in online interventions [54], although if used, peer-support systems could have facilitated behavior change and problem-solving processes [29]. Because the peer-support system was placed outside the Balance It app as a result from a trade-off that was made between developers and behavior change experts about the number of layers within the game, visiting the system online may have been a barrier. A second explanation for the lack of peer-support system use may also be derived from the limited number of schools (ie, n=4) included in this cluster randomized trial. In total, only two schools were allocated to the intervention group, indicating that most participants knew one another in daily life. If students preferred to receive or provide social support, this may have taken place in real life instead of through the online peer-support system of Balance It.

Conclusion

The Balance It intervention did not show favorable effects on dietary intake and PA compared to the control condition. However, only a small number of people in the intervention condition actually used Balance It (27.6%). Exploratory analyses did suggest that, if used as planned, Balance It could contribute to changing dietary intake and PA behaviors, albeit it remains debatable whether this would be sufficient to prevent overweight.
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Abstract

Background: Online health community (OHC) moderators help facilitate conversations and provide information to members. However, the necessity of the moderator in helping members achieve goals by providing the support they need remains unclear, with some prior research suggesting that moderation is unnecessary or even harmful for close-knit OHCs. Similarly, members’ perceptions of moderator roles are underexplored. Starting January of 2013, WebMD moderators stopped working for WebMD communities. This event provided an opportunity for us to study the perceived role of moderators in OHCs.

Objective: We examine the OHC members’ perception on OHC moderators by studying their reactions toward the departure of moderators in their communities. We also analyzed the relative posting activity on OHCs before and after the departure of moderators from the communities among all members and those who discussed moderators’ departures.

Methods: We applied a mixed-methods approach to study the posts of all 55 moderated WebMD communities by querying the terms relating to discussions surrounding moderators’ disappearance from the WebMD community. We performed open and axial coding and affinity diagramming to thematically analyze patients’ reactions to the disappeared moderators. The number of posts and poster groups (members and moderators) were analyzed over time to understand posting patterns around moderators’ departure.

Results: Of 821 posts retrieved under 95 threads, a total of 166 open codes were generated. The codes were then grouped into 2 main themes with 6 total subthemes. First, patients attempted to understand why moderators had left and what could be done to fill the void left by the missing moderators. During these discussions, the posts revealed that patients believed that moderators played critical roles in the communities by making the communities vibrant and healthy, finding solutions, and giving medical information. Some patients felt personally attached with moderators, expressing they would cease their community participation. On the other hand, patients also indicated that moderators were not useful or sometimes even harmful for peer interactions. The overall communities’ posting activity, which was already in decline, showed no significant difference before and after the moderators’ departure. In fact, the overall posting activities of the communities were declining well before the moderators’ departure. These declining posting activities might be the reason why WebMD removed the moderators.

Conclusion: Compassionate moderators who provide medical expertise, control destructive member posts, and help answer questions can provide important support for patient engagement in OHCs. Moderators are in general received positively by community members and do not appear to interfere with peer interactions. Members are well aware of the possibility of misinformation spreading in OHCs. Further investigation into the attitudes of less vocal community members should be conducted.
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Introduction

In-person patient support groups, often organized by hospitals and clinical moderators, are a well-established mechanism to encourage peer-patient interaction, help patients improve self-efficacy, and educate patients about self-care management [1-4]. As Web 2.0 and social media spread as one of the main Internet activities, OHCs have also proliferated, often without moderators [5]. Unmoderated communities can suffer from the negative consequences of misinformation and poor social dynamics (eg, trolling) if not well-maintained by community members [6-8], especially when the interest of the community is health. The addition of moderators or active commitment by the members can diminish such negative consequences of OHCs [6-9]. However, the cost of resources is high for hiring moderators, preferably those with clinical backgrounds. In addition, moderating thousands of posts [3], and motivating moderators to voluntarily participate in OHCs can be difficult [10].

To successfully administer OHCs, we need to understand the critical role that moderators have in OHCs. A study revealed effective moderation styles for various negative online behaviors (eg, trolling) [11]. Although the effectiveness of moderation styles (eg, rewarding vs punishing) has been studied, there is no consensus regarding the necessity and role of moderators on OHC retention and improving levels of social support, where prior research reveals conflicting results. A study showed that moderators may be important for both the vibrancy of forums and improving patient outcomes [7,12]. Moderators review postings, redirect conversations, and stimulate dialogue when forum activity lags. They also execute a “process function” and help establish and enforce community rules [13]. Moderators offer valuable help that clinicians cannot provide, including suggesting ways to communicate with health care providers and finding useful health information resources for self-management [14]. The necessity of such external governance in moderating troll conversations may be dependent on the specific community. For those OHCs where patients have already established strong rapport with one another and are self-policing community conversations, external governance can be unnecessary [15] or sometimes even disruptive [16]. Online health communities independently run by patients only can self-maintain high information quality [17], although a systematic review showed that the effectiveness of purely peer-patient–based OHCs in terms of clinical outcomes lacks RCT-based evidence [18].

Unlike in face-to-face support groups, where moderators are often clinicians known to participants, moderators in OHCs do not have an immediate connection and the trust of members. Moderators are also unable to provide medical consultation. Furthermore, one prior study found that moderators urging patients to talk to their health care providers instead of consulting the community was highly associated with decreased peer-patient interaction [16]. Health experts might not understand the needs of patients, generating potential communication breakdown in OHC settings unless explicitly addressed [19]. Although young people who self-harm were willing to share their experiences with health professionals, the health professionals had low participation in an OHC [10]. The conflicting findings of prior research on patients’ expected moderator roles and utility of using moderators demonstrate the need for further investigation into the necessity of moderators in OHCs.

WebMD [20], an online health information portal, has run over 60 OHCs, in which staff moderators (STMs) and health professional moderators (HPMs) participated in peer-patient conversations as moderators. Staff moderators in WebMD were those without clinical backgrounds, who help facilitate and moderate discussions. For instance, they would ask questions such as, “What is your plan for this week? Please share with us” to facilitate conversations among the members and build rapport. As for responding to others’ threads, the moderators in WebMD were given guidelines as delineated in their policy statement [21], which says that the moderators are not supposed to provide medical consultations. Thus, STMs shared general information resources, such as pointers to accredited websites (eg, ADA.org).

Health professional moderators at WebMD were those with clinical backgrounds, providing clinical expertise to patient members by answering members’ questions and participating in conversations. Nevertheless, the HPMs would follow the same guidelines given to STMs, where HPMs would not be allowed to give personalized medical consultation. Health professional moderators could clarify clinical concepts and knowledge that would be useful for self-management, or direct ways to discuss with the members’ own health care providers.

WebMD, however, made a decision to let go of the STMs starting January of 2013. Members were not notified of this change in staffing prior to its occurrence, but quickly picked up on the absence of moderators. The departure of STMs triggered patient members to talk about their experiences with moderators, including HPMs, as part of the communities. The sudden departure of moderators from WebMD provided critical information about how patients perceived the benefits and disadvantages of having moderators in their communities when faced with loss of moderation.

While prior research has clearly demonstrated the benefit of moderators in OHCs, there is a limited understanding of the community member’s perceptions of moderators in their participation with OHCs. In this paper, we will investigate: (1) member’s perceptions of moderators in OHCs, and (2) the summary statistics analysis on OHC retention and moderators’ removal to understand both qualitative and quantitative aspects of moderators’ roles and influences in OHCs.
Methods

We first walk through the data collection process, including community selection, followed by the descriptions on our mixed-methods analysis.

Data Collection

Our institutional review board (IRB) determined this study to be unregulated because our data were publicly available and did not involve human subjects. WebMD has a total of 55 moderated communities. In January of 2015, we wrote an automated crawling program, which downloaded all 55 communities and saved the data to a local database software, MySQL (Oracle) [22]. The crawling program accessed the URLs of the WebMD OHCs, which are publicly available, and downloaded the content of the page (title, post content, date of post, and poster ID) in which OHC members exchanged discussions. The data in MySQL were then queried and analyzed for summary statistics analysis and exported to Microsoft Excel for thematic coding. Overall posting activity level of all 55 communities (Multimedia Appendix 1) was analyzed, which were the total number of posts, members, HPMs, and STMs to use the information for selecting the communities to study.

To best select active communities that can lend us more data regarding members’ discussions on moderators’ roles at WebMD, the following process was adopted: (1) From the total of 55 WebMD moderated communities, the top 20 communities which had the most posts in total after excluding nonhuman health-related community (eg, pet health) were selected. (2) Posts made before November 2012 and those made by moderators were excluded. (3) A regular expression query with the keywords related to moderators was conducted: “moderator[s],” “mod[s],” “[moderator names of that community].” The query was conducted on both the title and the message body of each post; (4) All posts under the threads that contained the query result posts were then collected. (5) The communities that came with zero query results when (3) was performed were excluded. (6) To further filter whether the thread was about (a) moderators leaving or (b) members’ perceived moderators’ roles, 2 coders manually went through each post to determine the relevance (further delineated in the Analysis section) and (7) The communities to investigate using our qualitative and quantitative analysis procedures were finalized. The result of this process is delineated in Figure 1 in the results section.

Figure 1. From all moderated WebMD communities (n=55), the communities were ranked based on total posting number. Then, top 20 communities with the most posting activities after excluding communities about nonhuman health-related topic (eg, pet health) were selected. Keyword search to find posts related to moderators was performed. All communities with more than zero query results when keyword search was performed (n=14) were included.
Figure 2. This figure describes further extracting related posts for this analysis from the 14 selected WebMD communities. From 14 selected communities, 11 communities contained related discussions of moderators. These posts were then tracked back to its original threads. All replies under those threads were retrieved, which came to be 821 total posts made by 199 unique posters.

Analysis

We analyzed the total number of posts and unique posters grouped by STM, HPM, and members. Each poster group’s posting activities were recorded by month throughout the data collection period. Another study [14] showed that moderators triggered conversations among members by initiating threads, whereas replies were used to ensure members who asked questions were responded with welcoming responses. To understand such moderators’ member participation inducing effort together with members’ posting pattern, we also analyzed general posting activities such as making distinctions between replies versus thread initiating posts. The posting activities were visualized to investigate the overall posting pattern over time.

From the retrieved posts in step (6) of the data collection, 2 coders worked together with the first 5 communities on determining the criteria for relevance, asking about the posts that were related to discussion about moderators. If the post contained any dialogue about WebMD moderators—either STMs or HPMs, the post was flagged as relevant. The resulting criteria for relevance were as follows: First, the post should be about moderators, not other synonym that did not mean community moderators (eg, mod podge). Second, even though the post does not explicitly mention moderators’ removal from WebMD, if it contains any opinion about the moderators, it is included. The 2 coders divided the rest of the communities to code for relevance.

We analyzed the whole thread in which related posts were its part. One main reason for excluding the thread was that when the whole thread of a post ended without someone intervening to inform the poster that the moderator had left, in case a moderator left without the poster’s knowledge.

For the posts determined as relevant, a mixed-methods approach was adopted to understand the phenomenon using thematic analysis in addition to the quantitative methods employed. The thematic analysis [23] was used to identify topics and themes that emerged around discussions about the moderators’ disappearance or their perceived roles. These open codes were applied at the sentence level and were mutually inclusive.

With the resulting codes, an affinity diagram exercise was performed [24] (See Multimedia Appendix 2) to conduct axial coding. Affinity diagramming allowed us to find salient affinities among the codes. This process led to finding common and distinct themes across the codes, allowing main themes to emerge from the data. As a result, 2 main themes with three subthemes each were identified. These themes were applied at the post level, so each post would have multiple distinct themes, but a theme would not be repeated at the post level.

Results

Summary

In this section, we first report the community selection and the summary statistics of posting activities. We then further examine qualitative aspects of how members perceived having moderators, providing us with insights for how moderators should be implemented in OHCs. The follow-up posting activity analysis of the members who participated in the discussions was then reported.

Community Selection

A total of 14 communities were found to have included moderator-related keywords after having filtered out nonhuman health-related communities and relatively less active communities.

Filtering and Posting Activity Analysis

In this section, the results of the overall posting activities, identification of related posts for further qualitative analysis, and the posting activity analysis of the members who participated in the discussions about moderators leaving WebMD communities have been reported.
Overall Posting Activities of Staff Moderators, Health Professional Moderators, and Members

For the 14 resulting WebMD communities for us to analyze, 6-15 STMs and 1-7 HPMs have been moderating each community. It was found that these communities had, on average, 650 members per STM (ranging from 260 members per moderator on the Breast Cancer community to 1526 members per moderator on the Sex and Relationships community). On average, STMs started 255 threads and posted 1115 replies (from 98 to 747 thread starting posts and from 102 replies to 3209 replies, n=14). On average, HPMs started 36 threads and posted 690 replies (from 0 to 119 thread starting posts and from 0 to 3348 replies). Further detailed breakdown of the activities are delineated in the Multimedia Appendix 1.

Identifying Related Posts

Table 1 shows the query results and the filtering results on further identifying which posts were about moderators leaving the WebMD communities. From the 14 communities, a total of 293 posts under 169 threads were retrieved, which contained keywords about moderators. Of the 169 threads, 95 threads were related to the discussion about moderators’ exit. During this process, 3 communities were excluded from the analysis because all their query results were not found to be about the moderators’ exit. All replies from the 95 threads were then retrieved, which resulted in a total of 821 posts made by 199 unique posters under 95 threads by 11 communities.

<table>
<thead>
<tr>
<th>WebMD community</th>
<th>Number of posts identified as containing keywords (posts or number of threads the posts belong to)</th>
<th>Number of posts identified as related to moderators leaving (Number of total posts under the threads the related post belongs to)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fibromyalgia</td>
<td>122 posts in 68 threads</td>
<td>78 posts from 33 threads (261 posts)</td>
</tr>
<tr>
<td>Breast_cancer</td>
<td>40 posts in 22 threads</td>
<td>31 posts from 14 threads (123 posts)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>29 posts in 14 threads</td>
<td>23 posts from 9 threads (87 posts)</td>
</tr>
<tr>
<td>Back_pain</td>
<td>24 posts in 15 threads</td>
<td>20 posts from 11 threads (103 posts)</td>
</tr>
<tr>
<td>Pain_management</td>
<td>21 posts in 16 threads</td>
<td>12 posts from 9 threads (130 posts)</td>
</tr>
<tr>
<td>Sexual_conditions_andosexually transmitted diseases</td>
<td>1 post in 1 thread</td>
<td>1 post from 1 thread (3 posts)</td>
</tr>
<tr>
<td>Sex_and_relationships</td>
<td>15 posts in 4 threads</td>
<td>15 posts from 4 threads (55 posts)</td>
</tr>
<tr>
<td>Bipolar_disorder</td>
<td>12 posts in 11 threads</td>
<td>9 posts from 8 threads (36 posts)</td>
</tr>
<tr>
<td>Lupus</td>
<td>12 posts in 3 threads</td>
<td>11 posts from 2 threads (13 posts)</td>
</tr>
<tr>
<td>Anxiety_and_panic_disorders</td>
<td>5 posts in 3 threads</td>
<td>1 post from 1 thread (2 posts total)</td>
</tr>
<tr>
<td>Depression</td>
<td>4 posts in 4 threads</td>
<td>3 posts from 3 threads (8 posts)</td>
</tr>
<tr>
<td>Diet</td>
<td>4 posts in 4 threads</td>
<td>0 threads (0 posts)</td>
</tr>
<tr>
<td>Pregnancy</td>
<td>3 posts in 3 threads</td>
<td>0 threads (0 posts)</td>
</tr>
<tr>
<td>Infertility_and_reproduction</td>
<td>1 post in 1 thread</td>
<td>0 threads (0 posts)</td>
</tr>
<tr>
<td>Total</td>
<td>293 posts in 169 threads</td>
<td>204 posts from 95 threads (821 posts)</td>
</tr>
</tbody>
</table>

Activities of the 11 Communities

As shown in Figure 3, the overall posting activity of the members in 11 communities started declining during early 2010. This is 2 years before the STMs stopped moderating WebMD communities. For those communities with declining participation pattern, it can be seen that the moderators’ activities, both STM and HPM, have increased dramatically. However, members’ participation did not increase thereafter, and STMs’ activities have slowly decreased since late 2010 until STMs left WebMD communities. Staff moderators’ proportion of thread initiating posts ranged from 9% to 49% (Mean=26%). For HPMs, it ranged from 0% to 14% (Mean=6%). Detailed breakdown of this analysis is included in the Multimedia Appendix 1.

The last date of the STMs’ posts ranged between November 17 and December 20, 2012. Members’ posts related to moderators’ departure started as early as November 17, 2012 (the last posting date of the Sex and Relationships community) and persisted till December 20, 2012. There was a one-time post, an identical one, made by one STM in March to a few of the communities, asking members to share their experiences around insurance to a WebMD email address. Other than this particular post, no other posts have been made by STMs after December 20, 2012. One STM came back to the Fibromyalgia community with a regular member profile, updating about her current situation of finding a new job and health issues she is dealing with.

In December 2012 (when STMs last posted) and January 2013, the discussion about moderator leaving WebMD peaked. Since then, members continued to talk about how moderators left, sharing opinions and solutions around STMs’ departure.
Members’ Qualitative Perceptions Toward Their Moderators

The thematic analysis of 821 posts resulted in generating 166 codes. From these codes, 6 subthemes grouped into 2 main themes from conversations about moderators during the period from December 2012 to February 2014 (see Table 2) were identified. All these coded posts were centered around moderators’ disappearance from the communities, which led to further discussions about members’ perceptions toward having moderators on the forum.

The process by which the members figured out the news that the STMs have left WebMD was consistent across the 11 communities and is as follows: members first noticed moderators were gone; next, the groups shared the news individuals received from WebMD that the moderators had been removed from the forums; and finally, members pondered why the moderators had been removed, shared members’ initial reaction to the decision, and discussed how the community would continue to function in their absence (Figure 4).

Figure 3. Posting activities of the members, STMs, and HPMs over time in the context of when STMs stopped moderating WebMD communities.

Figure 4. Members’ discussion on moderator leaving peaked when moderators left and continued until the data collection ended. Some of the posts about moderator being gone were made as a reply to a post made a few years back (2009-2012). That is why earlier discussion points before December, 2012 are included in this graph.
Table 2. The table shows the number of coding instances and example quotes on WebMD users’ discussions around moderators’ departure.

<table>
<thead>
<tr>
<th>Coding instances (frequency of code application) and example quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Code name</strong></td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td><strong>Figuring out that moderators are gone</strong></td>
</tr>
<tr>
<td>Receiving the news</td>
</tr>
<tr>
<td>Attempting to understand reasons for why moderators left</td>
</tr>
<tr>
<td>Discussing solutions to moderators’ departure</td>
</tr>
<tr>
<td><strong>Patient members’ experience with moderators</strong></td>
</tr>
<tr>
<td>Moderators were not useful: Peer support is more important</td>
</tr>
<tr>
<td>Moderators provided pragmatic help</td>
</tr>
<tr>
<td>Established personal tie with moderators</td>
</tr>
</tbody>
</table>

Figure 5. 11 community members’ way to figure out moderators’ departure from WebMD. This process helped us understand members’ perceived role about moderators in online health communities.

**Figuring Out That Moderator has Gone**
In figuring out moderators’ absence, members (1) noticed that moderators no longer participated, and (2) together they attempted to understand reasons for why moderators left. These discussions led to (3) discussions about solutions for not having moderators in their communities.

**Noticing That Moderators were Gone: Receiving the News**
WebMD community members’ posts revealed that they had not received any public notification about STMs’ departure from the communities. Instead, members slowly started realizing in mid-January 2013 that their moderators were not posting on their communities any more. This finding demonstrates that moderators’ roles were salient enough that their absence was quickly detected by members. Members started noticing that...
moderators were no longer posting, and they were seeking reasons for the absence of moderators’ posts:

It seems that there are no more moderators on the community boards, and nobody is posting. Is anyone still here? [Lupus]

Members who participated in multiple communities were able to publicize the idea that something suspicious was happening at the WebMD level, not just in one community:

I am active in four WebMD communities. No mods posting in any of them. Maybe they were given time off for the holidays? [Diabetes]

To answer these questions, a number of members emailed the website directly and shared the replies from WebMD that WebMD had removed STMs from communities in December 2012 (see Table 1). Members who participated in multiple communities shared the news with other communities when suspicions from their members arose:

These communities no longer have moderators. The members are expected to inform others of the rules and policies. I am simply informing you of the facts. [Pain management]

Members voiced their frustration about not being told about the change in the communities in advance:

NO GOODBYE? Just over. The top of the site still says moderator mediated. No one has said anything to us? [Fibromyalgia]

As members realized moderators no longer participated in their communities, they attempted to figure out why moderators left.

Attempting to Understand Reasons for Why Moderators Left

Members reacted strongly against moderators being removed from the communities and attempted to understand the rationale behind the decision. Members from the community suspected that budget cuts were the primary reasons for removal of the moderators. Members shared concerns about the moderators’ employment status, demonstrating the close relationships many had forged with the moderators. One member from a community shared evidence that WebMD had a budget cut, of which laying them off was a part. The following quote exemplifies the strong reaction to WebMD’s decision:

Why??? Why would they deliberately sabotage a great site like Web.M.D.??? For what purpose??? Where are the BIG CHIEFS ??? What have they to say for themselves??? [Sex and Relationships]

this is part of the changes which take place every day....businesses finding ways to cut or reduce costs....I am sure the moderators were paid for being here as are the other professional people who were here as well. [Fibromyalgia]

In one community, a member posted a press release on WebMD’s budget cut, which they believed provided a reason for the layoffs:

For all those who have made inquiries about our missing leaders, apparently this is the answer: Forbes news release of December, 11, 2012 at 9:29AM

WebMD Cutting Staff 14%--250 Jobs. In Cost Cutting Program WebMD this morning disclosed plans to cut 250 jobs about 14% of the company’s staff as part of a plan to reduce annual operating expenses by about $45 million. The company said the plan is designed to “streamline its operations, reduce costs, and better focus its resources on increasing user engagement, improving customer satisfaction, and driving innovation.” [Breast Cancer]

As members accepted that moderators were no longer with them and attempted to understand why such a decision was made, the discussion moved on to how they, as WebMD community members, should proceed in maintaining their communities.

Discussing Solutions to Moderators’ Departure

Members discussed ways to independently manage their communities—to “stand united” (Breast Cancer, Diabetes, Sex and Relationships, and Pain management) and make sure members regulate and facilitate conversations themselves. Some members predicted lack of moderators would produce problems, and advocated for strong mechanisms for self-regulation; others believed that communities could thrive without moderators, so long as they could provide a strong support system for each other.

A few members stated that they no longer wanted to participate in the communities, as they were upset by WebMD’s decision to remove the moderators and bothered by increased spammers and trolls. One participant in the Pain Management community urged members to “ignore the trolls” and not “give [the trolls] any power to mess up” the community.

To sustain the communities, members needed to stay and support each other. For instance, members discussed “staying strong for each other and the new ones that come [to WebMD] for help” and urged that they “do [their] best to help [new comers] in any way [they] know how” (Breast Cancer). In response to some members stating they would leave, other members asked them to stay:

I’m sorry to see you go [David]. There are too few of us who have remained here over all the changes during the years (I’ve been around about 15 or more). Please reconsider. You help so many people. Anyway, hope you stay well and will contribute as you can to other groups. [Diabetes]

I understand your needing a break, but you will be missed. Your insight and experience are a valuable asset to the other members of this community. [Pain management]

Members also discussed that peer knowledge would not be enough and moderators were essential in communities requiring immediate answers to medical problems. Members discussed concrete actions they could take to fill the void left by the departure of the moderators, such as facilitating conversations by posting questions to elicit responses from “the wonderful people here” (Breast Cancer). After focused conversations about
solutions to moderators being gone, members continued to encourage community members to monitor spam and advertisements. A member also shared one tactic of controlling malicious posts: “to not reply.” (Diabetes)

we can report it and see what happens and then FLAG IT AS SPAM by the FMLY here so no one bothers to read it! (Fibromyalgia)

Members began to practice self-moderation on their communities. They would tell other members not to share medical advice and provided alternative ways to get help at low cost (Pain Management), thus mirroring the prior activities of paid moderators. Members also put self-moderation into practice by reporting people; this task was not favorably received and caused one member to note that she or he “really miss(es) the moderators” (Pain Management). Furthermore, members shared websites that members should be careful of visiting. Members encouraged those who stated they would leave the community to stay, in an effort to sustain the community.

Members’ Experiences on Having Moderators
While making sense of moderators being gone, patients shared their past experiences of having moderators as part of their communities. Throughout this process, even though HPMs still stayed on WebMD, members discussed their perceptions about health professionals as moderators. Contrasting opinions emerged about HPMs. Patients had conflicting views of whether moderators gave pragmatic help. Patients expressed that moderators were critical in ensuring the community did not include hostile messages, spams, and misleading information. Patients reported they felt personally attached with moderators. On the other hand, some expressed moderators were not useful and that peer support was more critical.

Moderators Provided Pragmatic Help
Of the members who commented on the utility of moderators, most mentioned moderators to be helpful. Although STMs were the ones who left the communities, members discussed experiences around HPMs as well, allowing us to understand members’ experiences around not just STMs but also HPMs:

I notice very few of the boards have doctors posting to them anymore. They were one of the reasons why I joined WebMD. [Sex and Relationships]
Many members did not draw a clear distinction between HPMs and STMs until some members clarified that there is a difference between STMs and HPMs. This perception was best illustrated by the sentiment that medical expertise was a unique resource that moderators could provide the communities. For instance, members in Sex and Relationships discussed how they missed doctors on the forum and expressed “personal experience doesn’t always match having a medical opinion” and that although members “have tons of personal experience, [they] sure as heck don’t have the required learning.” Similarly, a member stated, “While the support from people who are “suffering” from the same health problems is the most important thing on these blogs, expert advice [was] invaluable to [them] all. Members from the Diabetes community also felt that “the presence of mods experts in their fields to answer questions” was helpful. Members from Breast Cancer also noted the importance of moderators who are “(medical) experts” on the topic: and that they “had always awaited a promised ‘expert’ for this board” (Breast Cancer).

Although the STMs did not have the medical expertise, members appreciated the unique help provided by these STMs. These moderators helped keep the communities interested by posting articles, news, and information about WebMD. Members felt confident that moderators would find solutions to problems that arose on the forum. Members believed moderators ensured communities kept their “focus and no bickering.” Members did not “feel as safe posting here” (Diabetes, Back pain) as they did when the presence of moderators was obvious. Being monitored by moderators made some members feel safe to participate in the community. Members declared their intent to leave, saying that they “joined because it was not like all the other social networking sites” (Diabetes). They “did not feel comfortable here now” because “mods used to tend to these issues [monitoring spams] in a timely fashion and keep an eye out” (Breast Cancer). Apart from a policing role, moderators helped maintain communities by picking up conversation when it slowed down. Members felt people were not posting anymore because the moderators were gone.

Members from all communities saw an effect of not having moderators—spams lasting too long on the boards before being deleted, and that “New members are posting with rather radical ideas and trying to convince others that they are right” (Diabetes). The community being a “public, world-wide site with the communities open to anyone” (Diabetes), not having moderation made many members no longer feel safe posting.

Patients Felt Personally Attached With the Moderators
Members not only considered moderators to be helpful, but developed personal ties with them. They demonstrated these ties by voicing concerns about them losing their jobs. Several posters commented that moderators were like family members; for example, one wrote, “It is like losing a family member […] To you all we will miss you” (Breast Cancer) and another similarly posted “we really loved having you on this board. We felt we were part of a large family” (Breast Cancer). In the Fibromyalgia community, members coordinated sending a card for one of the moderators. In the Depression community, a member started a thread to thank one of the moderators and wish her well. Some posters tried to petition WebMD to bring back the moderators, on the Sex and Relationships community, a thread called “BRING BACK OUR MODERATORS!!!” was posted with 17 replies in which the members vented on why moderators had to leave: “Complete madness to fire them.”

Several members even threatened to leave the communities after learning about STMs leaving WebMD. One member wrote how she had been on WebMD for over 10 years and said:

It was and has been my life- - line and support for info from very good ladies. But Excuse ME- - - - - You are NOT the only Medical Information site on the Internet. I do believe you have just Stepped in IT [Breast Cancer].

Some members wondered where they could find their former community members on other websites. One member suggested to start a discussion titled “Refugees from that other site” for community members on other websites. One member suggested that they “joined because it was not like all the other social networking sites” (Diabetes). They “did not feel comfortable here now” because “mods used to tend to these issues [monitoring spams] in a timely fashion and keep an eye out” (Breast Cancer). Apart from a policing role, moderators helped maintain communities by picking up conversation when it slowed down. Members felt people were not posting anymore because the moderators were gone.

Members from all communities saw an effect of not having moderators—spams lasting too long on the boards before being deleted, and that “New members are posting with rather radical ideas and trying to convince others that they are right” (Diabetes). The community being a “public, world-wide site with the communities open to anyone” (Diabetes), not having moderation made many members no longer feel safe posting.
(Breast Cancer). Another suggested Facebook site where members can find the other members. Several Breast Cancer community members discovered that former members had posted about a discussion thread called “Friends from WebMDs Support Board” at another breast cancer forum.

Moderators Were Not Useful: Peer Support Is More Important

While most patients who commented about moderators believed they were helpful and important members of their communities, some patients discussed how they did not find moderators’ help to be useful. These members considered peer-support as the main benefit to participation in OHCs, and felt that moderators could deter the dynamic exchange of ideas among patients and peers.

For example, a member stated that HPMs did not weigh in with medical expertise when needed. Certain moderators’ questions were thought to be unhelpful for the community, such as “What turns you on?” in the case of Sex and Relationships community, which seemed to minimize the seriousness of the medical focus of the community. Other examples of ineffective moderation included inappropriate language spreading out even in the presence of moderators.

Members who saw moderators’ roles as providing medical expertise did not find HPMs to be helpful, as they cannot “treat, diagnose, or exam the people” (Sex and Relationships). In addition, members discussed how the “one size fit all” advice coming from the HPMs was not helpful; rather, peers’ “one-on-one, spiritually rewarding” support would be more beneficial for the community (Diabetes).

A few members considered others’ shared personal experience as more critical than moderators’ help. In an exchange between 2 members on the Sex and Relationships community, they shared their belief that their community did not seem to need HPMs’ involvement:

Member 1: It’s got to a point where we do not need a doctor, we’re too good
Member 2: I think you are right? We really are better than any doctor, any day, Right??

A similar sentiment was found in the Fibromyalgia community:

It’s the people that make the community and the support we gain from each other that keep us coming back.

Some members believed that the absence of moderators might facilitate increased sharing among peers. Members believed that self-efficacy was essential and that moderators could not help with disease management. This thought was especially apparent on the Diabetes community. Patients felt that the communities did a good job of self-regulating and making sure that no one was claiming to share medical advice: rather, they were sharing anecdotal experiences. As one poster commented:

I think there are a lot of very smart people who post on the various boards and I have never seen anyone claim to be an expert. We post what we know through personal experiences or something that has worked for us [Sex and Relationships].

Although members believed that moderators may not improve the chemistry of communities, they did acknowledge that the website was losing long-term membership with the absence of moderators. Several members of the Diabetes community mentioned that it is up to the patients themselves to manage their disease, and that moderators cannot help. Similar sentiments were echoed on the Sex and Relationships community, noting that peer’s expertise was important.

Discussion

Principal Findings

OHCs were primarily developed to connect patients to others with similar disease processes in an attempt to provide emotional and informational support [25-28]. While some communities, such as WebMD, have experimented with incorporating paid moderators to guide discussions, it is generally believed that the primary utility of OHCs lies in peer-patient interactions [29,30]. Many believe that patients gravitate to these communities because they are free from professional governance [15,31]. By introducing and then removing STMs from the communities, WebMD has provided a critical test case to demonstrate the impact of moderators on OHCs.

This analysis of the departure of STMs from WebMD communities offers several insights into the role that moderators play on OHCs. Longstanding community members quickly detected moderators’ absence. The departure spurred conversation and debate on the communities about the utility of moderators. This rapid detection of the departure of moderators appeared to be indicative of the important role moderators played on many of the communities, such that the void was noted quickly. This void was validated by our quantitative analysis demonstrating that many of the moderators were active on communities. The close personal ties that many community members felt with moderators was demonstrated by the fact that many members worried about the employment status of the moderators, and some further petitioned WebMD to bring the moderators back.

Although many participants appeared to be especially appreciative of the pragmatic help that moderators had provided to their communities, such as monitoring for trolls and stimulating conversation when it had slowed, many of these roles were quickly assumed by community members. However, members did not enjoy these tasks, which often made them comment on how they missed the moderators. Community members also worked to create a sense of camaraderie and encourage their peers to continue to post, thus filling in the void left by the moderators. These tasks appeared to be less bothersome to posters. Such altruistic behavior is often observed in closely knit online communities, which is one of the strongest sources of maintaining online participation [32,33].

Several posters commented they did not feel as safe participating after moderators had left their communities, even as members tried to step in and report inappropriate posting activity. This finding suggests that even on vibrant communities, the role of the professional moderators may be unique and irreplaceable. This role of professional moderators, however, should be
distinguished from general moderators or informal leaders in online community literature [34,35]. The sense of credibility and trust toward information source, including the author of the information, has a unique role in OHCs compared with general communities. The altruistic volunteerism common in most closely knit online communities [35-37] will not fulfill the absence of professional moderators in OHCs.

Although the general sentiment of community members toward moderators was positive, this sentiment was not universal. The departure of the moderators spurred debate on some communities, which felt that the utility of the moderators might vary according to the disease process the community dealt with. Members were insightful in their discussions about the tension between having moderators versus not having moderators. Having moderators can potentially impede conversation but limit the exchange of erroneous information. The lack of moderators or self-moderated communities can have strong community dynamics but requires strong commitment by the members to self-moderate bothersome, unmoderated exchanges by visitors and new comers with either ill intent or lack of knowledge around the community norms and common ground. Furthermore, not having moderators and committed members would lead to reduced access to health professional knowledge or validated information.

A few members threatened to, and eventually left their communities, after removal of the moderators. Some spoke about attempting to find people who had left for other websites. The remaining members believed that their communities were less active. However, this analysis has revealed that the overall posting activity of the WebMD health communities was declining throughout the study period, so it is difficult to infer that the decline in posting activity was a result of the moderators’ departure. Rather, the decline of member participation was followed by STMs’ and HPMs’ increased posting activity. Moderators’ increased activities showed WebMD’s effort to increase participation, which was evidenced by a study that reported qualitative analysis on the post content of WebMD’s moderators [14]. The researchers of this study found that moderators’ thread initiating posts were facilitating conversations through asking questions for members to share their experiences. Moderators’ replies were used to respond to threads to ensure members feel their posts were being read [38,39]. We saw that STMs generated more initiating of conversations compared with HPMs, and HPMs mainly replied to members’ posts, considering HPMs’ roles in WebMD was to provide clinical expertise [14].

The participation decline observed in WebMD is a canonical retention problem in social media. Thus, user migration has been widely studied to understand how to retain and attract users in social media platforms [40-42]. Main strategies in retaining users include providing useful content and improving socialization [42]. WebMD similarly made an attempt to spark conversations by adding moderators and their conversation facilitating messages together with HPMs’ contribution of clinical expertise. Even with increased moderators’ activities, however, members’ participation did not increase, which could have been a possible reason for WebMD’s decision to remove the moderators.

Another reason for decline in member participation might be due to the members not seeing health benefits as Su et al have discussed in their literature review of eHealth Systems [43]. However, the link between such individual evaluation of the community and the aggregate decline in participation is still unclear.

We also found the lack of distinction community members drew between HPMs and STMs. Although WebMD only dismissed STMs, members did not initially pick up on the fact that HPMs were still active members of their communities. Similarly, even on communities where there were HPMs participating (eg, Breast Cancer), some members were frustrated because they did not realize that there were HPMs (and such moderators were desired). Online health information consumers are keen on finding indicators for the source of information [44-46]. Thus, such WebMD members’ behavior to confuse moderators’ background expertise was a unique challenge worth noting. Our findings contest any perception that patients gravitate to OHCs because they are free from health professional involvement and that OHCs spread misinformation due to patients’ critical consumption of shared information online [47,48]. Many participants were concerned about the validity of information that would be shared on their communities without the expertise of paid moderators to help curate the information available to them. At the same time, assessing posters’ credibility and source of information was a challenging task, considering members’ observed confusion between STMs and HPMs.

Our study has implications for future OHC development. By exploring the impact of the removal of STMs from several well-established communities and the discussions ensued among participants, an insight was gained into what aspects of moderators’ presence and posting activity are most appreciated by members and helpful:

**OHCs need explicit, systematic policing activities put into place to help members feel safe and agree on continued participation.** This was a universal sentiment expressed on the communities; members appreciated this role that moderators had previously played and did not enjoy assuming this responsibility. Given the disproportionate number of verbal members who volunteer to take on the moderating role, strong dependence on these members will threaten the sustainability of the communities.

**The importance of HPMs may vary according to health topics of the communities.** It is difficult to characterize which communities benefited most from moderators from our study, given the more or less similar participation pattern across all communities. However, members’ conversations revealed the needs are different among different communities, where communities such as diabetes or heart disease might need immediate help from health professionals. Further work should clarify and identify what characteristics of illness experiences drive members to seek health professionals’ knowledge online rather than peers’ social support.

**The background of moderators (eg, clinical vs nonclinical) should be explicit.** Some WebMD community members demonstrated a poor understanding of the distinction between HPMs and STMs, where some thought HPMs have left the communities. Even in communities with an HPM, posters noted
that they had been promised such an expert on the community and yet had still not encountered him. Explicit signatures should be available for every post and profile, clarifying if the moderator has undergone any professional health training, or is an STM. If an STM, whether the STM has any professional knowledge on health should be presented explicitly.

Major community changes, such as removing moderators, should be communicated to members with advanced notice. Much of the discussion about moderators centered around communities attempting to understand what had happened to them after they noticed their absence. Members’ frustration about the decision to remove moderators, and the lack of notification, was apparent in their posts. Members felt betrayed, and as many of them had developed close bonds with moderators, were upset about not being able to say their goodbyes to these members of their communities.

Limitations

Our data source was limited to observed, publicly available posts. Thus, our analysis is limited to those who are verbal and have expressed opinions. Other rich metadata sources can be used to further analyze deeper insights about OHC activities, such as user logs, page views, and click streams [43]. The results reported in this study only account for a small percentage of the activities that can be observed in OHCs. However, access to such rich data on webpage activity of online health support group will require multiple layers of privacy protection methods, partnering with the support group provider, and close communication with the users who are willing to share such private data with the public for research purposes. Su et al [43] has also found that none of the eHealth systems studies on OHCs they reviewed examined private data, such as page views and other use logs. Studying such nonverbal behavior online will have continued challenges in obtaining the data and analyzing them.

Conclusions

The analysis of STMs’ departure from WebMD communities provided a critical insight into the utility of moderators in OHCs. By analyzing the reactions of community members in 11 different illness communities to moderators’ departure, it was found that members perceive that moderators play an important role in OHCs, stimulating discussion and making them feel safe. However, this quantitative analysis of the posting activities shows that moderators’ efforts were not enough to increase the already decreasing member participation. Our work disputes a widely held belief about patients’ blindly accepting other patients’ shared information in OHCs and preferring nongovernance. Although moderators’ efforts did not play a large-scale influence on member participation, their presence was effective and favored by the core members. The discussion on member attrition and attraction in OHCs contributes to the call for analyzing attrition as a core research in eHealth systems [49]. This study contributes to the medical informatics community in understanding the utility of adding moderators and optimizing their roles in sustaining member participation in OHCs.
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Abstract

Background: Federal and state public health agencies in the United States are increasingly using digital advertising and social media to promote messages from broader multimedia campaigns. However, little evidence exists on population-level campaign awareness and relative cost efficiencies of digital advertising in the context of a comprehensive public health education campaign.

Objective: Our objective was to compare the impact of increased doses of digital video and television advertising from the 2013 Tips From Former Smokers (Tips) campaign on overall campaign awareness at the population level. We also compared the relative cost efficiencies across these media platforms.

Methods: We used data from a large national online survey of approximately 15,000 US smokers conducted in 2013 immediately after the conclusion of the 2013 Tips campaign. These data were used to compare the effects of variation in media dose of digital video and television advertising on population-level awareness of the Tips campaign. We implemented higher doses of digital video among selected media markets and randomly selected other markets to receive similar higher doses of television ads. Multivariate logistic regressions estimated the odds of overall campaign awareness via digital or television format as a function of higher-dose media in each market area. All statistical tests used the .05 threshold for statistical significance and the .10 level for marginal nonsignificance. We used adjusted advertising costs for the additional doses of digital and television advertising to compare the cost efficiencies of digital and television advertising on the basis of costs per percentage point of population awareness generated.

Results: Higher-dose digital video advertising was associated with 94% increased odds of awareness of any ad online relative to standard-dose markets (P<.001). Higher-dose digital advertising was associated with a marginally nonsignificant increase (46%) in overall campaign awareness regardless of media format (P=.09). Higher-dose television advertising was associated with 81% increased odds of overall ad awareness regardless of media format (P<.001). Increased doses of television advertising were also associated with significantly higher odds of awareness of any ad on television (P<.001) and online (P=.04). The adjusted cost of each additional percentage point of population-level reach generated by higher doses of advertising was approximately US $440,000 for digital advertising and US $1 million for television advertising.

Conclusions: Television advertising generated relatively higher levels of overall campaign awareness. However, digital video was relatively more cost efficient for generating awareness. These results suggest that digital video may be used as a cost-efficient...
complement to traditional advertising modes (eg, television), but digital video should not replace television given the relatively smaller audience size of digital video viewers.
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social marketing; smoking; health campaigns; digital advertising; television advertising

**Introduction**

In 2012, the US Centers for Disease Control and Prevention (CDC) launched the first federally funded national tobacco education campaign, Tips From Former Smokers (Tips). The campaign aired nationwide on cable television networks in addition to radio, online, print, and out-of-home (eg, billboard) outlets. Tips consisted of evidence-based, graphic, and emotional messages that portrayed the devastating consequences of several smoking- and secondhand smoke-related diseases and conditions, including Buerger’s disease, tracheotomy, and heart attack. All video, radio, online, print, and out-of-home ads from the Tips campaign can be viewed at the Tips website [1]. The campaign was associated with approximately 1.6 million additional quit attempts among US smokers and an estimated 100,000 sustained quits of at least 6 months [2]. In addition, the campaign was found to be highly cost effective based on several accepted thresholds for costs per life year saved [3].

As consumers increasingly use digital devices to view new information and advertising content, public education campaigns have followed suit in using digital media as an advertising platform. In early 2013, CDC launched a second wave of the Tips campaign, which involved similar creative content to that in the 2012 campaign. The 2013 campaign was also supported by a robust digital advertising effort, including online video ads (with the same video content as in the television ads), display ads, mobile ads, and paid search to drive awareness of and traffic to the Tips campaign website. Recently published work has shown that advertising doses on television and digital platforms had significant effects on traffic to the Tips campaign website during the 2013 campaign [4]. Other recent data suggest that exposure to digital advertising during the 2012 Tips campaign was associated with increases in confirmed visits to the Tips campaign website and other cessation-oriented websites for several weeks after exposure [5]. However, gaps remain in understanding digital advertising’s impact on real-world campaign exposure at the population level, practical use as a driver of an overall public health campaign message, and relative cost efficiency. This study extended this work and attempted to address these gaps by directly comparing the effects (and related cost efficiencies) of increased doses of digital video and television advertising on campaign awareness at the population level.

Several studies have examined the use of digital advertising for recruitment to interventions via online ads, social media, and text messaging. These studies found digital advertising to be useful and cost efficient for targeting smokers generally and subpopulations of smokers, such as Latinos, in particular. A 2008 study examined reach and cost effectiveness of a digital campaign to recruit smokers in New Jersey to a cessation treatment program and found that digital advertising yielded costs per enrollee that were competitive with traditional media [6]. In addition, a 2012 study found that digital advertising was cost effective for reaching Spanish-speaking Latino smokers and recruiting them to participate in an online cessation intervention [7].

To date, there is little evidence on the extent to which digital advertising can drive awareness of public education campaigns at the population level. In addition, to our knowledge, no major studies have explored the cost efficiency of digital advertising, relative to traditional broadcast platforms, as part of a comprehensive public health education campaign. However, several studies have demonstrated the potential for digital media to reach tobacco users, as there are already high rates of daily Internet use (82%) and online information seeking about health (80%) among the general adult population in the United States [8]. Google AdWords and search engines were shown to be useful tools for reaching smokeless tobacco users as early as 2005 [9]. In addition, search engine referrals were found to contribute over 70% of traffic to a CDC website on chronic fatigue syndrome over an 18-month period in 2006 and 2007 [10]. As noted above, digital advertising has been shown more recently to be effective at recruiting participants for tobacco cessation interventions [6,11], including among more difficult-to-reach minority subpopulations [7]. Campaign planners must carefully consider the mix of not only the message content, but also the platforms on which those messages will be delivered. In light of constrained budgets for advertising, the relative cost efficiency of advertising platforms is a key element of campaign decision making.

In this study, we compared the impacts of higher doses of digital video and television advertising from the 2013 Tips campaign on overall campaign reach at the population level. This is the first study, to our knowledge, that used a dual-mode design that included higher dosing of digital video and higher dosing of television advertising to identify the independent contributions of each media format to overall campaign awareness. In addition, we used data on adjusted advertising costs for the additional digital video and television advertising doses to compare the cost efficiencies of each format on the basis of costs per percentage point of population awareness generated. These comparisons provide new insights into the role of digital video advertising in driving overall audience exposure in the context of a broad multimedia campaign.

**Methods**

**Television Advertising**

The 2013 Tips campaign included purchasing advertising on cable television networks, aimed to deliver on average
approximately 800 ad gross rating points (GRPs) nationwide. Television ads aired during daytime and primetime hours on television shows frequently watched by the campaign’s target audience of adult smokers. GRPs measure the relative “dose” of advertising delivered to a target audience in a given media market and time period. They are defined as the product of the proportion of an audience that is exposed (i.e., audience reach) and the frequency of that exposure (i.e., number of times an ad was seen). For example, if a television ad reaches 50% of an audience twice in 1 week, the GRP for this ad during that week is 100 (50 × 2) [12]. In addition to this base national ad buy, we randomly selected 67 designated market areas (DMAs) to receive an additional planned 1600 television GRPs during the 2013 Tips campaign to facilitate a range of analyses on the dose-response impact of additional television advertising.

**Figure 1.** Flow diagram of assignment of designated market areas (DMAs) to higher-dose and standard-dose television and digital video advertising for Tips From Former Smokers 2013 campaign. GRPs: gross rating points.

Digital Video Advertising

To enable comparisons of costs and ad awareness between television and digital video, we implemented a standard-dose and higher-dose digital video ad buy to mimic the standard-dose and higher-dose television advertising described above. We applied higher-dose digital video advertising within a subset of the remaining 20 largest DMAs that were excluded from the random assignment of higher-dose television described above. The digital video campaign included digital video ads (featuring the same 30-second ads used for the national television campaign) placed on a variety of online advertising networks such as Adotube (Exponential Interactive, Inc., Emeryville, CA, USA) and Tremor (Tremor Video, Inc., New York, NY, USA), as well as several online media networks, including YouTube (YouTube, LLC, San Bruno, CA, USA), Turner networks (Turner Broadcasting System, Inc., Atlanta, GA, USA), and Discovery (Discovery Communications, Inc., Silver Spring, MD, USA). These networks are frequently used by the campaign’s target audience of adult smokers. All digital video ads were clickable and directed viewers to the campaign’s website.

We chose 3 DMAs—Tampa, Florida; Cleveland, Ohio; and Sacramento, California—to receive a higher dose of digital video advertising of roughly 1600 digital video-equivalent GRPs, mimicking the scale of the higher-dose television ad buy. We geographically targeted digital video ads based on the Internet protocol (IP) address of the users of websites where the ads were placed. In cases where the IP address of the user could not be attributed to a specific media market, that user was not included in the calculation of ad impressions and thus was not counted as a contribution to the digital GRPs. We chose these markets based on the affordability of local digital media.

Figure 1 summarizes the assignment of DMAs to each condition of higher media dosing. We randomly assigned higher-dose television advertising across 190 of the available 210 US DMAs. We excluded the 20 largest US DMAs from this randomization due to the high costs of additional local advertising in these markets. We stratified the remaining 190 DMAs by several characteristics that are associated with smoking, including race/ethnicity, income, and education, and then randomly assigned the DMAs within these strata. The probability of assignment to higher-dose television advertising was set at 35% based on the available budget for local television ad buys, resulting in 67 DMAs assigned to higher-dose television and 123 DMAs assigned to standard-dose television. The television campaign and methods of market-level randomization of the television media dose are discussed in more detail in a recent study of the 2013 Tips television campaign’s impact on cessation-related outcomes among smokers [13].
buys and to provide some geographic diversity in the group of
digital higher-dose markets. Furthermore, the markets selected
were very similar in terms of overall target population size,
allowing for a nearly equal delivery of digital video GRPs across
these markets. The remaining 17 large markets that we excluded
from higher-dose television and digital advertising made up the
remainder of the standard-dose condition (140 DMAs in total).

**Figure 2.** Assignment of media assignment conditions across DMAs in the United States.

**Survey Data**

To measure population-level ad exposure rates, we used survey
data from a national online survey of cigarette smokers
conducted immediately after the conclusion of the 2013 Tips
campaign. The survey sample was recruited from the online
GfK KnowledgePanel (GfK Custom Research, LLC,
Nuremberg, Germany) and included all previously available
and newly recruited smokers in this panel. KnowledgePanel is
recruited using address-based probability sampling, covering
more than 95% of all US households. All panelists have a known
probability of selection and cannot volunteer to be a part of the
panel. The KnowledgePanel recruitment procedures are
described in greater detail elsewhere [2,14,15]. Smokers were
defined as adults aged ≥18 years who had smoked at least 100
cigarettes in their lifetime and reported currently smoking either
every day or some days at the time of the 2013 Tips launch.

The final analytic dataset included a total of 15,400 current
cigarette smokers aged ≥18 years in the United States. By market
areas, there were 578 smokers in the 3 higher-dose digital
markets and 4632 smokers in the 67 higher-dose television
markets. There were 10,190 smokers in total across the
remaining 140 markets that received standard-dose television
and digital video advertising. We weighted the survey data to
be representative of the US adult cigarette smoker population.

The weighting procedure used is similar to the weighting
methods of the Behavioral Risk Factor Surveillance System,
which uses demographic benchmarks from the US Census to
yield a weighted survey sample that matches the US Census
distributions for age, sex, race/ethnicity, and education [16,17].

**Outcome Variables**

The outcome variables in this study include a range of measures
of self-reported exposure to the Tips campaign. We measured
self-reported exposure to campaign ads using a standard ad
recognition protocol [18]. Respondents first viewed 7 of a
possible 11 Tips television and digital video ads via video stream
within the survey to prompt recall and then immediately
completed a battery of questions assessing their exposure to the
ad in the past 3 months since the 2013 Tips campaign launch.
Those who indicated any awareness of the viewed ad were then
asked to report the media format on which they recalled seeing the ad: (1) computer desktop or laptop, (2) mobile device, or (3) television. Respondents could indicate multiple media sources, since all Tips ads were available on television and digital formats. We repeated this process of displaying ads and assessing awareness for each ad, and randomized the display order of the ads. Respondents who were unable to view the ads via the within-survey video stream were shown a storyboard of screenshots from the ad along with text of the ad script. Among all respondents, 86.2% (13,275/15,400) were able to view the video ad streams, while the remaining participants viewed them as screenshots. There was no statistically significant difference in the rate of self-reported ad awareness across these 2 modes of ad viewing.

Using this ad recognition protocol, we created 3 dichotomous indicators of ad awareness within the past 3 months: (1) awareness of any ad via digital formats (computer desktop, laptop, or mobile device), (2) awareness of any ad via television, and (3) awareness of any ad via digital or television format. The third measure gauged overall campaign reach. We also created 2 additional dichotomous outcome indicators for awareness of Tips ads exclusively via digital formats and exclusively via television to examine the extent of simultaneous exposure through both formats. Finally, we created an index that measured overall frequency of ad exposure via either digital or television format among individuals who indicated that they had seen at least one Tips ad in the past 3 months. This index was defined as the sum of recall frequency (1=rarely saw ad, 4=saw ad very often) across each of the 7 ads that respondents viewed within the survey. Respondents who saw none of the 7 ads shown received a value of 0, whereas respondents who saw all 7 ads “very often” received a value of 28 for frequency of exposure (total range from 0 to 28).

Independent Variables

The primary independent variables in our analysis were dichotomous indicators of each media dose area: (1) higher-dose television markets, (2) higher-dose digital markets, and (3) standard-dose television and digital markets. In addition to these variables, we measured a wide range of potential confounders at the individual, state, and media market levels that may have been associated with ad recall. We examined whether these factors varied significantly across the exposure conditions to identify relevant control variables to include in our statistical analysis. These variables included demographic covariates for age, sex, race/ethnicity, education, annual household income, television viewing hours per day, household presence of children aged ≤17 years, household presence of a cigarette smoker, and having a chronic or mental health condition. In addition, we merged external state- and market-level variables with the survey data, including cumulative state per capita tobacco control program funding (1985–2012), state cigarette excise tax (2012), market-level population size, median income (in tens of thousands of dollars), and percentage of the population with a bachelor’s degree. We also measured market-level cigarette smoking prevalence by aggregating recently published county-level data on smoking prevalence [19] to the market level, weighted by county population.

Advertising Costs

Cost information for the higher doses of television and digital video advertising were provided by the Tips campaign contractor, PlowShare Group (Stamford, CT, USA). These included the total costs for purchasing the higher doses of television and digital video advertising in each geographic area. Because the higher-dose digital markets have a larger audience than higher-dose television markets, average media costs for any platform are higher in the higher-dose digital markets. Therefore, we adjusted costs for the higher dose of digital video advertising for differences in total audience sizes. This was done to create per-market cost estimates that were comparable between the television and digital higher-dose markets. This adjustment was based on the estimated audience size for digital media (ie, total households with broadband Internet access in 2013) across the 67 higher-dose television markets. This enabled the Tips campaign’s advertising agency to calculate the per-market costs for the increased dose of digital advertising as if it had been applied to the 67 higher-dose television markets.

Statistical Analysis

To assess the impact of additional digital and television advertising on audience exposure across each group of markets, we used logistic regression models to estimate each of the dichotomous awareness variables as a function of higher-dose digital and higher-dose television advertising markets, with standard-dose digital and television markets as the reference category. We used similar linear regression models to estimate the cumulative index of frequency of ad exposure as a function of the media dosing markets. All models included covariates for any of the aforementioned individual, market, or state-level variables that were significantly different across each media dose condition in bivariate analysis. Descriptive analyses of these variables showed that income, presence of a mental health condition, media market population, and media market median income varied significantly across the exposure conditions. Hence, our models included covariates for each of these variables.

Standard errors for each model were clustered at the media market level. We calculated predicted values for the outcome of awareness of any ad in digital or television format to estimate the percentage increases in overall awareness associated with digital and television higher-dose advertising. We used 1-tailed tests as our primary test of significance in the regression models, since our study was a real-world dosing test where all past research, including the 2012 Tips evaluation [2], suggested that there are no reasonable expectations that increased dosing of media would have negative effects on ad awareness [20-25]. All statistical tests used the .05 threshold for statistical significance. Given the smaller sample size of the higher-dose digital exposure condition, we also report marginally nonsignificant results below the .10 level, as these differences may be qualitatively meaningful but have more limited statistical power.

We calculated ad buy costs for each additional percentage point of predicted ad awareness attributable to the higher-dose digital and higher-dose television advertising. We compared costs per additional point of overall ad awareness and frequency of
exposure between the increased digital and television advertising doses to assess the marginal benefits of each advertising channel in increasing overall campaign reach at the population level. All analyses were conducted using Stata statistical software, Release 13 (StataCorp LP).

**Results**

**Survey Sample Demographics**

The unweighted sample was 77.0% (11,864/15,400) non-Hispanic white, 9.1% (1405/15,400) Hispanic, 8.1% (1241/15,400) non-Hispanic black, and 5.8% (890/15,400) non-Hispanic other races/ethnicities. Sample weighting appropriately increases representation of subgroups that are underrepresented in the unweighted data. For example, the weighted race/ethnicity distribution was 67.4% non-Hispanic white, 13.7% Hispanic, 12.1% non-Hispanic black, and 6.8% non-Hispanic other races/ethnicities. Table 1 presents the unweighted and weighted distributions of participants by age, sex, race/ethnicity, and education.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Unweighted data</th>
<th>Weighted data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
<td>95% CI</td>
</tr>
<tr>
<td><strong>Age range (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18–24</td>
<td>1311 (8.5)</td>
<td>8.1–9.0</td>
</tr>
<tr>
<td>25–34</td>
<td>2872 (18.7)</td>
<td>18.0–19.3</td>
</tr>
<tr>
<td>35–54</td>
<td>6256 (40.6)</td>
<td>39.9–41.4</td>
</tr>
<tr>
<td>55+</td>
<td>4961 (32.2)</td>
<td>31.5–33.0</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>6441 (41.9)</td>
<td>41.1–42.7</td>
</tr>
<tr>
<td>Female</td>
<td>8941 (58.1)</td>
<td>57.3–58.9</td>
</tr>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>11,864 (77.0)</td>
<td>76.4–77.7</td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>1241 (8.1)</td>
<td>7.6–8.5</td>
</tr>
<tr>
<td>Hispanic</td>
<td>1405 (9.1)</td>
<td>8.7–9.6</td>
</tr>
<tr>
<td>Non-Hispanic other</td>
<td>890 (5.8)</td>
<td>5.4–6.2</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>948 (6.2)</td>
<td>5.8–6.6</td>
</tr>
<tr>
<td>High school</td>
<td>3802 (24.7)</td>
<td>24.0–25.4</td>
</tr>
<tr>
<td>Some college</td>
<td>7008 (45.5)</td>
<td>44.7–46.3</td>
</tr>
<tr>
<td>College graduate</td>
<td>3642 (23.7)</td>
<td>23.0–24.3</td>
</tr>
</tbody>
</table>

**Impact of Higher-Dose Digital Video and Television Advertising on Campaign Reach**

Table 2 summarizes logistic and linear regression results for the relationships between higher-dose advertising and ad awareness. Higher-dose digital advertising was associated with 94% higher odds of awareness of any ad online relative to standard-dose markets (odds ratio, OR 1.94, \( P < .001 \)). Higher-dose digital advertising was not significantly associated with increased awareness of ads via television (OR 1.33, \( P = .12 \)). Higher-dose digital advertising was associated with a marginally nonsignificant increase in overall campaign awareness regardless of media format (OR 1.46, \( P = .09 \)). Increased doses of television advertising were associated with significantly higher odds of ad awareness via both digital (OR 1.12, \( P = .04 \)) and television formats (OR 1.87, \( P < .001 \)). Higher-dose television advertising was also associated with significantly higher odds of overall ad awareness regardless of media format (OR 1.81, \( P < .001 \)).

Higher-dose digital advertising was associated with significantly higher odds of ad awareness only through online formats (OR 1.93, \( P < .001 \)), while higher-dose television advertising was associated with a higher odds of ad awareness exclusively via television (OR 1.26, \( P < .001 \)). Higher-dose digital advertising was associated with increased frequency of overall campaign exposure via any media channel (\( b = 1.84, P = .01 \)), as was higher-dose television advertising (\( b = 2.79, P < .001 \)). Based on predicted values from these models, we estimated that higher-dose digital advertising generated an approximate 6.6 percentage point increase in overall campaign awareness, while higher-dose television generated an estimated 8.6 percentage point increase.
Table 2. Regression model results for association between 2013 Tips From Former Smokers higher-dose digital and television advertising and ad awareness outcomes.

<table>
<thead>
<tr>
<th>Media dose indicator (reference: standard-dose digital and television)</th>
<th>Logistic regression adjusted odds ratios</th>
<th>Linear regression coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Frequency of exposure on television or online</td>
<td></td>
</tr>
<tr>
<td>Aware of any ad online</td>
<td>Aware of any ad on television only</td>
<td>Aware of any ad online only</td>
</tr>
<tr>
<td>Higher-dose digital market</td>
<td>1.84</td>
<td>1.93</td>
</tr>
<tr>
<td>95% CI</td>
<td>1.39–2.70</td>
<td>0.82–2.17</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>.12</td>
</tr>
<tr>
<td>Higher-dose television market</td>
<td>2.09</td>
<td>2.09</td>
</tr>
<tr>
<td>95% CI</td>
<td>0.99–1.28</td>
<td>1.59–2.19</td>
</tr>
<tr>
<td>P value</td>
<td>.04</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Digital Video and Television Cost Comparisons

The estimated cost of the additional television ad buy in the higher-dose markets was approximately US $9 million, while the comparable estimated cost of the additional digital ad buy was US $2.9 million (Table 3). Based on these cost estimates, the total estimated cost per additional percentage point of overall campaign reach (awareness of any ad on television or online) generated by the higher dose of digital video advertising was approximately US $440,000. By comparison, the cost of each additional percentage point of population reach generated by the higher dose of television advertising was approximately US $1 million.

Table 3. 2013 Tips From Former Smokers campaign costs for higher-dose digital and television advertising.

<table>
<thead>
<tr>
<th>Media channel for higher dose of advertising</th>
<th>Cost (millions of US$)</th>
<th>Increase in awareness (%)</th>
<th>Estimated cost per percentage point of increased awareness (millions of US$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Digital</td>
<td>2.9&lt;sup&gt;a&lt;/sup&gt;</td>
<td>6.6</td>
<td>0.44</td>
</tr>
<tr>
<td>Television</td>
<td>9.0&lt;sup&gt;b&lt;/sup&gt;</td>
<td>8.6</td>
<td>1.0</td>
</tr>
</tbody>
</table>

<sup>a</sup>Adjusted higher-dose digital costs.

<sup>b</sup>Actual higher-dose television costs.

Discussion

Principal Findings

Our findings suggest that, although digital video advertising may complement the overall reach of a broader multimedia campaign, television remains the strongest driver of overall campaign reach. The additional dosing of digital video advertising generated a significant increase in Tips ad awareness via online channels and also resulted in a marginally nonsignificant increase in overall ad awareness. However, the boost that the additional digital video advertising provided to the overall reach of the campaign was smaller (6.6 additional percentage points of awareness) than the impact of additional television advertising (8.6 additional percentage points of awareness). Awareness of the Tips campaign ads, and the resulting increased awareness of the specific health consequences of smoking, is an important precursor to action in reducing the prevalence and burden of tobacco use. For example, previous evaluation research on the 2012 Tips campaign showed that the campaign was associated with 100,000 new quit attempts among smokers [2], resulting in sizable downstream benefits, including more than 17,000 premature deaths averted and nearly 180,000 quality-adjusted life years saved [3].

In addition, we found that, although higher-dose digital video advertising generated larger increases in awareness via online channels, the higher-dose television advertising was also associated with a significant increase in online awareness. This likely reflects the fact that ad content was identical across digital video and television formats. Hence, primary awareness via television may have resulted in many individuals subsequently searching for the ads online or through social channels, such as Facebook or YouTube, and gaining additional online exposure through those digital activities. For campaign implementation practice, these results suggest that television advertising remains the most effective approach for driving overall campaign exposure at the population level, even when complementary digital video advertising is present. However, digital video advertising may be used to augment the exposure of a comprehensive campaign by reaching digital audiences.

In postestimation analyses, we found that only 2.3% of the sample in higher-dose digital markets reported seeing Tips ads exclusively online. This suggests that almost all persons exposed to Tips ads via digital channels were also exposed to television ads. Given the similarity in content and viewing experience between digital video and television formats, this raises the possibility that accurately differentiating between media platforms may be difficult. Emerging technologies and formats on which video content can be viewed (eg, smart televisions,
tablets, and smartphones) may necessitate measures of ad exposure that are not reliant on self-reports due to possible screen or device indifference among viewers. Campaign practitioners should consider using alternative data sources that provide passive measures of exposure to digital advertising as part of their evaluation efforts for these components of the campaign.

Our analysis suggests that the gains generated by higher doses of digital advertising were somewhat more cost efficient than those generated by higher doses of television advertising. Therefore, digital video advertising may be a cost-efficient way to boost the overall reach of a broad multimedia campaign. However, these findings do not imply that digital video is recommended as a predominant mode of advertising. The overall population of those watching digital video on the Internet in the United States is estimated to be 146 million compared with an estimated 285 million who watch traditional television [26]. Hence, the Internet digital video audience is smaller than the traditional television audience and may be younger or otherwise different from the general population, which has implications for the messaging and targeting of public health education campaigns. In addition, digital video advertising is delivered with more precision through targeted buys based on consumer online behaviors and demographic attributes, whereas television advertising is purchased for broader, less-defined audiences. This creates inherent limits to the maximum population reach that is achievable via digital video advertising channels, but it also facilitates more efficient reach among well-defined target audiences.

Limitations
This study has a few limitations. First, the assignment of higher-dose digital advertising was not randomized. Although we controlled for market-level characteristics that were statistically significant across media dose conditions, there may have been other unobserved and unmeasured factors that were also related to ad exposure. Second, our assessment of the impact of higher-dose digital advertising on recall of campaign ads was based on a relatively smaller sample of smokers in the 3 higher-dose digital markets. Hence, estimates of the effect of higher-dose digital advertising on campaign awareness may be less precise than estimates of the effect of higher-dose television advertising. Third, self-reported exposure to television ads may have been underreported because of our use of a Web-based survey, which potentially underrepresents populations that are not Internet enabled. Awareness of television ads may be underestimated if these populations rely more on television for media exposure. However, as described elsewhere [2,14,15], the KnowledgePanel sample we used provided coverage for non-Internet households by either providing a free laptop and Internet service or other means such as additional honoraria for completing the survey at a location with public Internet access. Fourth, it is possible that there was some imprecision in DMA-based media assignments based on TV media “leakage” between adjacent DMAs or imprecision in the IP-based geographic assignments of digital media [27]. Fifth, the overlap of ad exposures via television and digital formats highlights potential difficulties in measuring the true contributions of digital video advertising as part of a broader multimedia campaign. In the case of the 2013 Tips campaign, the television and digital video ad content were identical. Given the low rates of online-only ad exposure, many individuals who reported seeing Tips ads online may have seen them on television first and subsequently searched for the ads online or discovered the ads after visiting the Tips website (which was also promoted by the television ads) or social media. We do not know the proportion of the smoker population that was exposed to a placed digital ad, as opposed to secondary exposure through searches after initial exposure via television. Additional measures on how digital ads are “discovered” when awareness has been claimed are important to understand the extent to which digital video advertising drives message exposure at the population level.

This is the first study, to our knowledge, to draw direct efficiency comparisons between digital video and television advertising in increasing the overall reach of a multimedia campaign at the population level. Previous studies have primarily focused on the use of digital media for purposes of recruiting smokers to cessation interventions [6,7,9] but have not systematically analyzed the use of digital media for promoting overall campaign reach. This study helps fill this gap with an assessment of digital video advertising from the 2013 Tips campaign and compared its efficiency with that of traditional television advertising.

Conclusions
In summary, this study provides new evidence on the role of digital video advertising in boosting the overall population-level reach of a multimedia campaign. Our results suggest that the use of digital advertising enhances overall exposure to a large television-based campaign. We also found that digital advertising was more cost efficient than television in driving ad awareness. However, the smaller size of the digital video viewer audience and relatively smaller effect of digital ad exposure relative to television suggests that digital video is best used as a complement to a main television campaign and not as a replacement for television.

In addition, further research is important to better understand the utility of digital video advertising in light of the high concomitancy of digital and television ad exposure. Specifically, new measures are critical to isolate population-level reach attributable solely to digital video advertising. Additional measurement of format-exclusive ads (ie, ads available in only one format or the other) and exogenous measures of ad exposure are also important to assess the extent to which digital video advertising alone can yield significant population-level rates of exposure.
Acknowledgments

This work was funded by the Centers for Disease Control and Prevention under a contract with RTI International. KD designed the study and led drafting of the manuscript. PS assisted in drafting the manuscript and conducted the analysis. AK, HH, and DP provided feedback on the manuscript. RR and DB assisted in the implementation of the media buy and provided feedback on the manuscript. CC assisted with implementation of digital advertising and provided feedback on the manuscript.

The findings and conclusions in this manuscript are those of the authors and do not necessarily represent the official position of the Centers for Disease Control and Prevention or RTI International.

Conflicts of Interest

None declared.

References


Abbreviations

CDC: Centers for Disease Control and Prevention
DMA: designated market area
GRP: gross rating point
IP: Internet protocol
OR: odds ratio
Tips: Tips From Former Smokers

©Kevin C Davis, Paul R Shafer, Robert Rodes, Annice Kim, Heather Hansen, Deesha Patel, Caryn Coln, Diane Beistle. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 14.09.2016. This is an open-access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/2.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited.
Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Do Health Care Providers Use Online Patient Ratings to Improve the Quality of Care? Results From an Online-Based Cross-Sectional Study

Martin Emmert\(^1\)*, MHMM, PhD; Nina Meszmer\(^2\)*, MSc; Uwe Sander\(^3\), MD

\(^1\)Health Services Management, Institute of Management, School of Business and Economics, Friedrich-Alexander-University Erlangen-Nuremberg, Nuremberg, Germany
\(^2\)Health Care Management, Institute of Management, School of Business and Economics, Friedrich-Alexander-University Erlangen-Nuremberg, Nuremberg, Germany
\(^3\)Media, Information and Design, Department of Information and Communication, University of Applied Sciences and Arts, Hannover, Hannover, Germany

*these authors contributed equally

Corresponding Author:
Martin Emmert, MHMM, PhD
Health Services Management, Institute of Management
School of Business and Economics
Friedrich-Alexander-University Erlangen-Nuremberg
Lange Gasse 20
Nuremberg, 90403
Germany
Phone: 49 9115302 ext 253
Fax: 49 9115302285
Email: Martin.Emmert@fau.de

Abstract

Background: Physician-rating websites have become a popular tool to create more transparency about the quality of health care providers. So far, it remains unknown whether online-based rating websites have the potential to contribute to a better standard of care.

Objective: Our goal was to examine which health care providers use online rating websites and for what purposes, and whether health care providers use online patient ratings to improve patient care.

Methods: We conducted an online-based cross-sectional study by surveying 2360 physicians and other health care providers (September 2015). In addition to descriptive statistics, we performed multilevel logistic regression models to ascertain the effects of providers’ demographics as well as report card-related variables on the likelihood that providers implement measures to improve patient care.

Results: Overall, more than half of the responding providers surveyed (54.66%, 1290/2360) used online ratings to derive measures to improve patient care (implemented measures: mean 3.06, SD 2.29). Ophthalmologists (68%, 40/59) and gynecologists (65.4%, 123/188) were most likely to implement any measures. The most widely implemented quality measures were related to communication with patients (28.77%, 679/2360), the appointment scheduling process (23.60%, 557/2360), and office workflow (21.23%, 501/2360). Scaled-survey results had a greater impact on deriving measures than narrative comments. Multilevel logistic regression models revealed medical specialty, the frequency of report card use, and the appraisal of the trustworthiness of scaled-survey ratings to be significantly associated predictors for implementing measures to improve patient care because of online ratings.

Conclusions: Our results suggest that online ratings displayed on physician-rating websites have an impact on patient care. Despite the limitations of our study and unintended consequences of physician-rating websites, they still may have the potential to improve patient care.

*(J Med Internet Res 2016;18(9):e254) doi:10.2196/jmir.5889*
Over the last years, physician-rating websites (PRWs) have become a popular tool to create more transparency surrounding the quality of health care providers in the United States and other industrialized countries [1-3]. They usually provide structural information about a physician’s office as well as online-derived patient satisfaction results [3]. Regarding the latter, the rating systems usually contain both scaled-rating systems (eg, stars, grades) and narrative comments. Although scaled-rating systems with standardized questions present a more structured way to receive answers about different aspects of care [4], free-text commentaries allow patients to express themselves in their own words [5]. The comments are intended to provide a more complete picture of the patient experience with that provider, incorporating emotional reactions and the meaning that patients ascribe to their experiences [4,6]. When comparing those two features, narrative comments are meant to be more powerful [7] because users are drawing more attention to words than to numbers [8]. Furthermore, narrative comments have been suggested as one possibility to provide performance metrics that are more easily understood, raising the willingness of users to provide a substantial feedback and creating a more personal feedback than other rating formats [4,9,10].

In general, PRWs and other established public reporting instruments (eg, the Wisconsin Collaborative for Healthcare Quality [11], the New York State Coronary Artery Bypass Surgery Report [12], or Nursing Home Compare [13]) intend to improve the quality of health care via two different pathways. According to the first pathway (“selection”), health care services are shifted to caregivers who provide better quality of care. However, there seems to be little or no impact on the selection of health care providers by patients and families or their representatives so far [14]. Nevertheless, a previously published cross-sectional study has shown that 65% of PRW users consulted a particular physician based on the online ratings and 52% avoided consulting a particular physician because of the ratings [15]. In addition, the second pathway (“changes”) describes a mechanism by which providers are motivated to improve their quality of care for patients [16]. Regarding results from the latest systematic reviews, it seems that publicly releasing performance data stimulates quality improvement activity by means of offering new services, changing policies, change in personnel, and an increase in quality improvement activities [14,17].

So far, most of the evidence on whether public reporting instruments improve the quality of care comes from the inpatient sector [12,18,19]; little evidence is available in the outpatient sector [8,11,20]. Even further, no evidence is available on whether PRWs have an impact on the quality of care by motivating physicians to improve their quality of care [21]. In addition, little is known about the characteristics of physicians who use online rating websites or for what purposes [22]. Therefore, it is important to gain a scientific understanding of whether online-based rating websites have the potential to contribute to a better standard of care. In this paper, we present the results of an online-based cross-sectional study that examines (1) which health care providers use online rating websites (2) for what purposes and (3) assesses whether health care providers use online patient ratings to improve patient care.

**Methods**

**Design and Data Source**

We conducted an online-based cross-sectional study by surveying outpatient physicians and other outpatient health care providers (eg, midwives, speech and language therapists) who have registered on the German PRW jameda (September 2015). These providers either subscribed to a monthly newsletter that contained an overview of all individual ratings posted on jameda over the previous four weeks or booked a jameda service product. On jameda, providers can register for a free-of-charge basic account that permits them to modify their personal or structural office data and ensures that they receive notification of online ratings on a monthly basis, as well as including the possibility of commenting on the patients’ ratings on the website. Three products are offered on jameda that contain different tools, such as special presentation formats of the practice or the uploading of additional data. To date, jameda is likely to play the most important role in the German PRW movement [23]. For our purposes, the Web service provider of jameda sent out a special issue newsletter via email to registered health care providers (N=25,000) that contained an invitation and an online link to participate in the survey. The newsletter also contained some information about the study and its purpose. As an incentive, we held drawings for four Amazon vouchers with a value of €150 each.

We designed the survey by using QuestBack’s Internet-based Enterprise Feedback Suite survey software. The questionnaire contained 26 questions about PRWs in general and consisted of three parts. After collecting sociodemographic information, the second part asked questions about the knowledge and usage of PRWs. In the third part of the survey, we aimed to assess whether and how health care providers react to online ratings and whether they had implemented any of 20 listed measures in order to improve patient care. Those measures were derived from a systematic review regarding the impact of public reporting on the quality of patient care (described subsequently). We distinguished between scaled-survey questions and narrative comments to investigate which are of greater importance to the providers (see Multimedia Appendix 1 for the developed survey instrument.)

Before conducting the study, the questionnaire was piloted by 25 individuals to ensure the proper working of the survey, the randomization process of some questions, and the comprehensibility of the wording. The pretest resulted in minor adaptations to the wording of some questions. We conducted a systematic search procedure in the databases Medline (via PubMed) and the Cochrane Library (May 2015) to identify
studies that have researched the impact of public reporting on the provider behavior with respect to the implementation of quality measures. Our search yielded 12 studies that were related to the outpatient (n=3) or inpatient sector (n=9). However, no study had investigated the usage and impact of online rating websites on provider behavior.

**Data Analysis**

Results are presented as both mean and standard deviation for continuous variables and as numbers and percentages for categorical variables. We performed comparisons between more than two groups by using a chi-square test (two-sided) for categorical variables and applying the Kruskal-Wallis test for continuous nonparametric variables. The Shapiro-Wilk test was applied to examine the normality of the data distribution. Multilevel multivariate logistic regression models were used to assess how much of the providers’ reaction to implement measures could be explained by demographic and online report card-related variables. The dependent variable indicated whether a health care provider had implemented any measure(s) to improve patient care (yes/no). Regarding the independent variables, we used the following sequence of models: (1) adjusted for demographics (age, gender, marital status, Internet use, medical specialty), (2) adding information regarding any booked jameda service products (yes/no), and (3) adding online report card-related issues (ie, frequency of use, appraisal of the trustworthiness of the online ratings). All statistical analyses were conducted using SPSS version 22.0 (IBM Corp, Armonk, NY, USA). Observed differences were considered statistically significant if $P<.05$.

**Results**

In total, our final study sample consisted of 2360 respondents who completed the survey (response rate=9.44%, 2360/25000; completion rate=67.29%, 2360/3507). We excluded 49 participants from subsequent analysis because of extremely short answer times and/or inconsistent answer patterns. The completed online surveys took a mean 9.63 (SD 9.03) minutes. The overall mean age was 49.63 (SD 8.69) years, 66.67% (1560/2340) respondents were male, and the mean duration of practice in the doctors’ office was 12.99 (SD 9.10) years (Table 1).

Regarding the medical specialty, 17.50% (413/2360) of the surveyed sample were general practitioners, 69.36% (1637/2360) were specialists, and 13.14% (310/2360) were other health care-related professions (eg, midwives). The three groups did not differ significantly in terms of age and Internet use, but did in terms of gender, marital status, and years of practice in the office.

**Awareness and Usage of Online Rating Websites**

Most providers became aware of the websites through the Internet (71.91%, 1697/2360), contact with the providers of PRWs (20.08%, 474/2360), or advertisements (16.74%, 395/2360) (Table 2). Differences regarding the sources of awareness between the three provider groups (ie, general practitioners, specialists, others) could all be shown to be statistically significant ($P<.05$ each), except for recommendations by friends and relatives as well as others. Furthermore, specialists used PRWs more frequently than general practitioners and other providers did ($P<.001$). Most providers (87.08%, 2055/2360) used online rating websites to read comments for their individual practice. Almost half of all providers read comments for other providers (48.69%, 849/2360) and slightly more than one in three providers (35.97%, 849/2360) to know which measures might be implemented to increase patient satisfaction. In addition, 12.08% (285/2360) of respondents stated that they used online ratings for referring patients to other providers. Therefore, numbers for general practitioners (12.1%, 50/413) and specialists (10.38%, 170/1637) were significantly lower than those for other providers (21.0%, 65/310, $P<.001$). In addition, specialists evaluated their ratings significantly more often than general practitioners and other providers did ($P<.001$). Most providers evaluated the ratings themselves (84.87%, 2003/2360).
Table 1. Characteristics of respondents according to their medical discipline.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Overall (N=2360)</th>
<th>General practitioners (n=413)</th>
<th>Specialists (n=1637)</th>
<th>Others (n=310)</th>
<th>P* value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>49.63 (8.69)</td>
<td>50.61 (8.65)</td>
<td>49.41 (8.76)</td>
<td>49.45 (8.33)</td>
<td>.08</td>
</tr>
<tr>
<td>Ranges, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.06</td>
</tr>
<tr>
<td>&lt;35</td>
<td>109 (5.05)</td>
<td>9 (2.4)</td>
<td>87 (5.83)</td>
<td>13 (4.5)</td>
<td></td>
</tr>
<tr>
<td>36-45</td>
<td>598 (27.71)</td>
<td>110 (29.0)</td>
<td>411 (27.55)</td>
<td>77 (26.8)</td>
<td></td>
</tr>
<tr>
<td>46-55</td>
<td>890 (41.24)</td>
<td>142 (37.5)</td>
<td>619 (41.49)</td>
<td>129 (45.0)</td>
<td></td>
</tr>
<tr>
<td>56-65</td>
<td>494 (22.89)</td>
<td>104 (27.4)</td>
<td>330 (22.12)</td>
<td>60 (20.9)</td>
<td></td>
</tr>
<tr>
<td>≥66</td>
<td>67 (3.10)</td>
<td>14 (3.7)</td>
<td>8 (2.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Male</td>
<td>1560 (66.67)</td>
<td>278 (67.8)</td>
<td>1175 (72.31)</td>
<td>107 (35.1)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>780 (33.33)</td>
<td>132 (32.2)</td>
<td>450 (27.69)</td>
<td>198 (64.9)</td>
<td></td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Married</td>
<td>1706 (77.86)</td>
<td>316 (81.9)</td>
<td>1218 (79.87)</td>
<td>172 (61.4)</td>
<td></td>
</tr>
<tr>
<td>Widowed</td>
<td>20 (0.91)</td>
<td>10 (2.6)</td>
<td>6 (0.39)</td>
<td>4 (1.4)</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>294 (13.42)</td>
<td>31 (8.0)</td>
<td>206 (13.51)</td>
<td>57 (20.6)</td>
<td></td>
</tr>
<tr>
<td>Divorced</td>
<td>171 (7.80)</td>
<td>29 (7.5)</td>
<td>95 (6.23)</td>
<td>47 (16.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Length of practice in the doctor’s office (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>12.99 (9.10)</td>
<td>14.35 (9.67)</td>
<td>12.93 (8.95)</td>
<td>11.48 (8.83)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ranges, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&lt;5</td>
<td>616 (27.76)</td>
<td>97 (24.8)</td>
<td>427 (27.80)</td>
<td>92 (31.5)</td>
<td></td>
</tr>
<tr>
<td>6-10</td>
<td>479 (21.59)</td>
<td>78 (20.0)</td>
<td>323 (21.03)</td>
<td>78 (26.7)</td>
<td></td>
</tr>
<tr>
<td>11-15</td>
<td>333 (15.01)</td>
<td>56 (14.3)</td>
<td>238 (15.49)</td>
<td>39 (13.4)</td>
<td></td>
</tr>
<tr>
<td>16-20</td>
<td>262 (11.81)</td>
<td>33 (8.4)</td>
<td>191 (12.43)</td>
<td>38 (13.0)</td>
<td></td>
</tr>
<tr>
<td>21-25</td>
<td>303 (13.65)</td>
<td>72 (18.4)</td>
<td>211 (13.74)</td>
<td>20 (6.9)</td>
<td></td>
</tr>
<tr>
<td>≥26</td>
<td>226 (10.18)</td>
<td>55 (14.1)</td>
<td>146 (9.51)</td>
<td>25 (8.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Internet use, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.41</td>
</tr>
<tr>
<td>Several times a day</td>
<td>2124 (90.00)</td>
<td>366 (88.6)</td>
<td>1485 (90.71)</td>
<td>273 (88.1)</td>
<td></td>
</tr>
<tr>
<td>Once a day</td>
<td>149 (6.31)</td>
<td>27 (6.5)</td>
<td>98 (5.99)</td>
<td>24 (7.7)</td>
<td></td>
</tr>
<tr>
<td>Less than once a day</td>
<td>87 (3.69)</td>
<td>20 (4.8)</td>
<td>54 (3.30)</td>
<td>13 (4.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Jameda service product, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Basic product</td>
<td>1601 (67.84)</td>
<td>365 (88.4)</td>
<td>1031 (62.98)</td>
<td>205 (66.1)</td>
<td></td>
</tr>
<tr>
<td>Any service product (eg, gold, silver, platinum)</td>
<td>759 (32.16)</td>
<td>48 (11.6)</td>
<td>606 (37.02)</td>
<td>105 (33.9)</td>
<td></td>
</tr>
</tbody>
</table>

*P value was calculated using Kruskal-Wallis [1] and chi-square test [2].
Table 2. Awareness and use of physician-rating websites.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Overall, n (%)</th>
<th>General practitioners, n (%)</th>
<th>Specialists, n (%)</th>
<th>Others, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(N=2360)</td>
<td>(n=413)</td>
<td>(n=1637)</td>
<td>(n=310)</td>
<td></td>
</tr>
<tr>
<td><strong>How did you become aware of physician-rating websites?</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contact with physician-rating website provider</td>
<td>474 (20.08)</td>
<td>78 (18.9)</td>
<td>352 (21.50)</td>
<td>44 (14.2)</td>
<td>.01</td>
</tr>
<tr>
<td>Internet</td>
<td>1697 (71.91)</td>
<td>295 (71.4)</td>
<td>1198 (73.18)</td>
<td>204 (65.8)</td>
<td>.03</td>
</tr>
<tr>
<td>Contact with patients</td>
<td>292 (12.37)</td>
<td>58 (14.0)</td>
<td>210 (12.83)</td>
<td>24 (7.7)</td>
<td>.02</td>
</tr>
<tr>
<td>Recommendations by peers</td>
<td>281 (11.91)</td>
<td>15 (3.6)</td>
<td>210 (12.83)</td>
<td>56 (18.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Advertisement</td>
<td>395 (16.74)</td>
<td>66 (16.0)</td>
<td>300 (18.33)</td>
<td>29 (9.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Newspapers or magazines</td>
<td>141 (5.97)</td>
<td>29 (7.0)</td>
<td>112 (6.84)</td>
<td>0 (0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Recommendations by friends or relatives</td>
<td>89 (3.77)</td>
<td>12 (2.9)</td>
<td>61 (3.73)</td>
<td>16 (5.2)</td>
<td>.29</td>
</tr>
<tr>
<td>Others</td>
<td>111 (4.70)</td>
<td>23 (5.6)</td>
<td>79 (4.83)</td>
<td>9 (2.9)</td>
<td>.23</td>
</tr>
</tbody>
</table>

| **How often do you use physician-rating websites?** |                |                               |                   |              | <.001   |
| At least once per day                    | 155 (6.57) | 16 (3.9) | 130 (7.94) | 9 (2.9) |         |
| Several times a week                     | 273 (11.57) | 29 (7.0) | 209 (12.77) | 35 (11.3) |         |
| Once per week                            | 500 (21.19) | 92 (22.3) | 346 (21.14) | 62 (20.0) |         |
| Once per month                           | 655 (27.75) | 121 (29.3) | 445 (27.18) | 89 (28.7) |         |
| Less frequently                          | 640 (27.12) | 129 (31.2) | 417 (25.47) | 94 (30.3) |         |
| Never                                    | 137 (5.81) | 26 (6.3) | 90 (5.50) | 21 (6.8) |         |

| **For what purpose(s) do you use physician-rating websites?** |                |                               |                   |              |         |
| Reading own ratings                       | 2055 (87.08) | 363 (87.9) | 1448 (88.45) | 244 (78.7) | <.001   |
| Commenting on own ratings                 | 656 (27.80) | 94 (22.8) | 506 (30.91) | 56 (18.1) | <.001   |
| Reading ratings of other physicians because of interest | 1149 (48.69) | 181 (43.8) | 816 (49.85) | 152 (49.013) | .09   |
| Readings ratings of other physicians for patient referral | 285 (12.08) | 50 (12.1) | 170 (10.38) | 65 (21.0) | <.001   |
| Own practice marketing                    | 785 (33.26) | 78 (18.9) | 579 (35.37) | 128 (41.3) | <.001   |
| I use physician-rating websites for other purposes | 68 (2.88) | 12 (2.9) | 46 (2.81) | 10 (3.23) | .92     |

| **How often do you evaluate your ratings on physician-rating websites?** |                |                               |                   |              | <.001   |
| At least once per week                    | 443 (18.77) | 44 (10.7) | 348 (21.26) | 51 (16.5) |         |
| Several times a month                     | 236 (10.00) | 29 (7.0) | 174 (10.63) | 33 (10.7) |         |
| Once per month                            | 765 (32.42) | 142 (34.4) | 535 (32.68) | 88 (28.4) |         |
| Less frequently                           | 734 (31.10) | 161 (39.0) | 477 (29.14) | 96 (31.0) |         |
| Never                                    | 182 (7.71) | 37 (9.0) | 103 (6.29) | 42 (13.6) |         |

| **Who is responsible for evaluating the online ratings for your practice?** |                |                               |                   |              |         |
| I evaluate the online ratings for my practice myself | 2003 (84.87) | 354 (85.7) | 1385 (84.61) | 264 (85.2) | .84     |
| Medical assistant(s)                      | 115 (4.87) | 24 (5.8) | 89 (5.44) | 2 (0.7) | <.001   |
| Practice manager                          | 180 (7.63) | 17 (4.1) | 159 (9.71) | 4 (1.3) | <.001   |
| Others                                   | 47 (1.99) | 6 (1.5) | 41 (2.50) | 0 (0) | .01     |

*P value was calculated using chi-square test for all variables.
Implemented Measures to Improve Patient Care Because of Online Ratings

Overall, 54.66% (1290/2360) of respondents stated that they had used online ratings to implement some measure(s) to improve patient care (Tables 3 and 4). Numbers for specialists (57.79%, 946/1637) were significantly higher than those for general practitioners (50.1%, 207/413) and other providers (44.2%, 137/310, \( P < .001 \)). The most widely implemented measures were related to communication with patients (28.77%, 679/2360) or the appointment scheduling process (23.60%, 557/2360). Staff-related measures also played an important role; 10.38% (245/2360) of respondents stated that they had invested in further training of staff and 5.89% (139/2360) had recruited additional staff. Scaled-survey results seemed to have a greater impact on developing measures to improve patient care. The results showed that half of respondents (50.08%, 1182/2360) developed measures from scaled-survey ratings, whereas only 43.90% (1036/2360) stated that they had used information from narrative comments. In line with these results, specialists made significantly more use of the information in both scaled-survey ratings and narrative comments (53.21%, 871/1637 and 47.16%, 772/1637, respectively) than general practitioners (44.6%, 184/413 and 41.7%, 172/413, respectively) and other providers (41.0%, 127/310 and 29.7%, 92/310, respectively; \( P < .001 \)).

Table 3. Measures that were implemented to increase patient satisfaction because of online ratings by results type and discipline (N=2360).

<table>
<thead>
<tr>
<th>Measures</th>
<th>Overall by results type, n (%)</th>
<th>Overall by discipline, n (%)</th>
<th>( P^a ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Overall</td>
<td>Scaled-survey results</td>
<td>Narrative comments results</td>
</tr>
<tr>
<td>Improvement of the communication with patients</td>
<td>679 (28.77)</td>
<td>527 (22.33)</td>
<td>444 (18.81)</td>
</tr>
<tr>
<td>Improve appointment scheduling process</td>
<td>557 (23.60)</td>
<td>456 (19.32)</td>
<td>317 (13.43)</td>
</tr>
<tr>
<td>Change in office workflow</td>
<td>501 (21.23)</td>
<td>379 (16.06)</td>
<td>310 (13.14)</td>
</tr>
<tr>
<td>Improvement of the waiting room equipment</td>
<td>266 (11.27)</td>
<td>225 (9.53)</td>
<td>135 (5.72)</td>
</tr>
<tr>
<td>Training of the staff</td>
<td>245 (10.38)</td>
<td>173 (7.33)</td>
<td>152 (6.44)</td>
</tr>
<tr>
<td>Reassigning staff responsibilities</td>
<td>231 (9.79)</td>
<td>152 (6.44)</td>
<td>144 (6.10)</td>
</tr>
<tr>
<td>Investments in new technologies/equipment (IT equipment)</td>
<td>200 (8.47)</td>
<td>162 (6.86)</td>
<td>104 (4.41)</td>
</tr>
<tr>
<td>Expand office hours</td>
<td>189 (8.01)</td>
<td>155 (6.57)</td>
<td>104 (4.41)</td>
</tr>
<tr>
<td>Introduction of patient reminders (eg, email reminders)</td>
<td>184 (7.80)</td>
<td>145 (6.14)</td>
<td>91 (3.86)</td>
</tr>
<tr>
<td>Further educational training myself</td>
<td>157 (6.65)</td>
<td>113 (4.79)</td>
<td>90 (3.81)</td>
</tr>
<tr>
<td>Recruitment of additional staff</td>
<td>139 (5.89)</td>
<td>115 (4.87)</td>
<td>75 (3.18)</td>
</tr>
<tr>
<td>Improvement of the communication with other providers</td>
<td>108 (4.58)</td>
<td>77 (3.26)</td>
<td>55 (2.33)</td>
</tr>
<tr>
<td>Introduction of guidelines</td>
<td>100 (4.24)</td>
<td>76 (3.22)</td>
<td>51 (2.16)</td>
</tr>
<tr>
<td>Dismissing staff</td>
<td>78 (3.31)</td>
<td>56 (2.37)</td>
<td>46 (1.95)</td>
</tr>
<tr>
<td>Higher usage of guidelines</td>
<td>77 (3.26)</td>
<td>57 (2.42)</td>
<td>39 (1.65)</td>
</tr>
<tr>
<td>Planning of follow-up tests</td>
<td>65 (2.75)</td>
<td>46 (1.95)</td>
<td>35 (1.48)</td>
</tr>
<tr>
<td>Hygiene improvement measures</td>
<td>64 (2.71)</td>
<td>48 (2.03)</td>
<td>33 (1.40)</td>
</tr>
<tr>
<td>Others</td>
<td>140 (5.93)</td>
<td>86 (3.64)</td>
<td>108 (4.58)</td>
</tr>
<tr>
<td>I have not implemented any measures</td>
<td>1070 (45.34)</td>
<td>1178 (49.92)</td>
<td>1324 (56.10)</td>
</tr>
</tbody>
</table>

\( P^a \) value was calculated using chi-square test.

\( b \) IT: Information Technology.
Table 4. Measures that were implemented to increase patient satisfaction because of online ratings by scaled-survey and negative comments results (N=2360).

<table>
<thead>
<tr>
<th>Measures</th>
<th>Scaled-survey results, n (%)</th>
<th>Narrative comments results, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>General practitioners (n=413)</td>
<td>Specialists (n=1637)</td>
<td>Others (n=310)</td>
</tr>
<tr>
<td>Improvement of the communication with patients</td>
<td>83 (20.1)</td>
<td>399 (24.37)</td>
<td>45 (14.5)</td>
</tr>
<tr>
<td>Improve appointment scheduling process</td>
<td>65 (15.7)</td>
<td>355 (21.69)</td>
<td>36 (11.6)</td>
</tr>
<tr>
<td>Change in office workflow</td>
<td>68 (16.5)</td>
<td>281 (17.17)</td>
<td>30 (9.7)</td>
</tr>
<tr>
<td>Improvement of the waiting room equipment</td>
<td>37 (9.0)</td>
<td>169 (10.32)</td>
<td>19 (6.1)</td>
</tr>
<tr>
<td>Training of the staff</td>
<td>32 (7.8)</td>
<td>136 (8.31)</td>
<td>5 (1.6)</td>
</tr>
<tr>
<td>Reassigning staff responsibilities</td>
<td>24 (5.8)</td>
<td>122 (7.45)</td>
<td>6 (1.9)</td>
</tr>
<tr>
<td>Investments in new technologies/equipment</td>
<td>22 (5.3)</td>
<td>124 (7.57)</td>
<td>16 (5.2)</td>
</tr>
<tr>
<td>Expand office hours</td>
<td>22 (5.3)</td>
<td>109 (6.66)</td>
<td>24 (7.7)</td>
</tr>
<tr>
<td>Introduction of patient reminders (eg, email reminders)</td>
<td>21 (5.1)</td>
<td>109 (6.66)</td>
<td>15 (4.8)</td>
</tr>
<tr>
<td>Further educational training myself</td>
<td>9 (2.2)</td>
<td>71 (4.34)</td>
<td>33 (10.7)</td>
</tr>
<tr>
<td>Recruitment of additional staff</td>
<td>18 (4.4)</td>
<td>91 (5.56)</td>
<td>6 (1.9)</td>
</tr>
<tr>
<td>Improvement of the communication with other providers</td>
<td>9 (2.2)</td>
<td>58 (3.54)</td>
<td>10 (3.2)</td>
</tr>
<tr>
<td>Introduction of guidelines</td>
<td>2 (0.5)</td>
<td>63 (3.85)</td>
<td>11 (3.6)</td>
</tr>
<tr>
<td>Dismissing staff</td>
<td>10 (2.4)</td>
<td>43 (2.63)</td>
<td>3 (1.0)</td>
</tr>
<tr>
<td>Higher usage of guidelines</td>
<td>7 (1.7)</td>
<td>42 (2.57)</td>
<td>8 (2.6)</td>
</tr>
<tr>
<td>Planning of follow-up tests</td>
<td>8 (1.9)</td>
<td>32 (1.95)</td>
<td>6 (1.9)</td>
</tr>
<tr>
<td>Hygiene improvement measures</td>
<td>8 (1.9)</td>
<td>33 (2.02)</td>
<td>7 (2.3)</td>
</tr>
<tr>
<td>Others</td>
<td>13 (3.2)</td>
<td>57 (3.48)</td>
<td>16 (5.2)</td>
</tr>
<tr>
<td>I have not implemented any measures</td>
<td>229 (55.5)</td>
<td>766 (46.79)</td>
<td>183 (59.0)</td>
</tr>
</tbody>
</table>

aP value was calculated using chi-square test.

bIT: Information Technology.

Table 5 presents the results for implementing measures to improve patient care according to the medical specialty (here shown for medical disciplines with at least 20 providers and the seven most frequently implemented measures). As displayed, ophthalmologists (68%, 40/59) and gynecologists (65.4%, 123/188) were most likely to implement any measure to improve patient care. In contrast, the lowest percentages were calculated for psychiatrists (38%, 29/77) and pediatrics (40%, 16/40). Thereby, the mean number of implemented measures (mean 3.06, SD 2.29) was calculated to range between 1.81 (SD 1.05) for pediatrics and 4.29 (SD 3.05) for urologists, respectively. The association between the two variables could be shown to be marginally significant (Spearman P=.47 and P=.07, respectively).
Table 5. An overview of the seven most relevant measures that were implemented to improve patient care because of online ratings according to the medical specialty (medical disciplines with n>20; N=2360) (see Multimedia Appendix 2 for a complete overview).

<table>
<thead>
<tr>
<th>Medical discipline</th>
<th>Any measure implemented, n (%)</th>
<th>Mean measures, mean (SD)</th>
<th>Measure, n (%)&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ophthalmology</td>
<td>40 (67.80)</td>
<td>3.48 (2.61)</td>
<td>M1 13 (22.03)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>M2 11 (18.64)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>M3 13 (10.17)</td>
</tr>
<tr>
<td>Gynecology/obstetrics</td>
<td>123 (65.43)</td>
<td>3.29 (2.28)</td>
<td>M4 26 (13.83)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>M5 29 (13.83)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>M6 26 (9.57)</td>
</tr>
<tr>
<td>Physical and rehabilitative medicine</td>
<td>15 (65.22)</td>
<td>2.43 (1.83)</td>
<td>M7 1 (13.68)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Otorhinolaryngology (ENT&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>59 (62.11)</td>
<td>3.44 (2.42)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neurosurgery</td>
<td>17 (60.71)</td>
<td>3.07 (1.62)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surgery/orthopedists</td>
<td>140 (60.61)</td>
<td>3.02 (2.27)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oral and maxillofacial surgery</td>
<td>21 (60.00)</td>
<td>3.45 (1.21)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urology</td>
<td>38 (58.46)</td>
<td>4.29 (3.05)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dentistry</td>
<td>350 (57.47)</td>
<td>3.12 (2.45)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dermatology and sexually transmitted diseases</td>
<td>41 (55.41)</td>
<td>2.79 (1.91)</td>
<td></td>
</tr>
<tr>
<td>(specialist)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internal medicine</td>
<td>45 (53.57)</td>
<td>2.93 (2.10)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General medicine</td>
<td>158 (52.32)</td>
<td>2.94 (2.08)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Psychosomatic medicine and psychotherapy</td>
<td>18 (50.00)</td>
<td>3.22 (2.44)</td>
<td></td>
</tr>
<tr>
<td>(GP&lt;sup&gt;c&lt;/sup&gt;)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internal medicine</td>
<td>40 (45.45)</td>
<td>3.10 (2.15)</td>
<td></td>
</tr>
<tr>
<td>(GP&lt;sup&gt;c&lt;/sup&gt;)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alternative practitioner</td>
<td>120 (42.25)</td>
<td>2.70 (2.14)</td>
<td></td>
</tr>
<tr>
<td>Pediatrics and adolescent medicine</td>
<td>16 (40.00)</td>
<td>1.81 (1.05)</td>
<td></td>
</tr>
<tr>
<td>Psychiatry and psychotherapy</td>
<td>29 (37.66)</td>
<td>2.61 (1.64)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>1290 (54.66)</td>
<td>3.06 (2.29)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> M1=Improvement of the communication with patients; M2=improve appointment scheduling process; M3=change office workflow; M4=improvement of the waiting room equipment; M5=training of the staff; M6=reassigning staff responsibilities; M7=investments in new technologies/equipment.

<sup>b</sup> ENT: ear, nose, and throat.

<sup>c</sup> GP: general practitioner.
Table 6. Multivariate regression analyses, including adjusted odds ratio (AOR), 95% confidence interval (CI), and P values, of the association between the implementation of measures to increase patient satisfaction because of online ratings (both scaled-survey ratings and narrative comments) and independent variables.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Model 1&lt;sup&gt;a&lt;/sup&gt;</th>
<th></th>
<th>Model 2&lt;sup&gt;b&lt;/sup&gt;</th>
<th></th>
<th>Model 3&lt;sup&gt;c&lt;/sup&gt;</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AOR (95% CI)</td>
<td>P value</td>
<td>AOR (95% CI)</td>
<td>P value</td>
<td>AOR (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;35 (ref)</td>
<td></td>
<td>.57</td>
<td></td>
<td>.71</td>
<td></td>
<td>.85</td>
</tr>
<tr>
<td>36-45</td>
<td>0.76 (0.49-1.19)</td>
<td>.23</td>
<td>0.77 (0.49-1.20)</td>
<td>.24</td>
<td>0.85 (0.53-1.36)</td>
<td>.50</td>
</tr>
<tr>
<td>46-55</td>
<td>0.77 (0.50-1.19)</td>
<td>.24</td>
<td>0.80 (0.52-1.25)</td>
<td>.33</td>
<td>0.91 (0.57-1.45)</td>
<td>.69</td>
</tr>
<tr>
<td>56-65</td>
<td>0.75 (0.47-1.19)</td>
<td>.22</td>
<td>0.79 (0.50-1.25)</td>
<td>.32</td>
<td>0.90 (0.55-1.47)</td>
<td>.67</td>
</tr>
<tr>
<td>≥66</td>
<td>0.57 (0.29-1.10)</td>
<td>.10</td>
<td>0.63 (0.32-1.23)</td>
<td>.18</td>
<td>0.70 (0.35-1.42)</td>
<td>.32</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male (ref)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1.21 (0.99-1.48)</td>
<td>.07</td>
<td>1.16 (0.95-1.43)</td>
<td>.15</td>
<td>1.09 (0.88-1.36)</td>
<td>.43</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td>.38</td>
<td></td>
<td>.43</td>
<td></td>
<td>.55</td>
</tr>
<tr>
<td>Married (ref)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Widowed</td>
<td>1.94 (0.60-5.46)</td>
<td>.21</td>
<td>1.99 (0.71-5.59)</td>
<td>.20</td>
<td>1.32 (0.46-3.80)</td>
<td>.61</td>
</tr>
<tr>
<td>Single</td>
<td>1.14 (0.86-1.50)</td>
<td>.37</td>
<td>1.13 (0.85-1.49)</td>
<td>.40</td>
<td>1.18 (0.88-1.59)</td>
<td>.27</td>
</tr>
<tr>
<td>Divorced</td>
<td>1.20 (0.85-1.69)</td>
<td>.31</td>
<td>1.15 (0.81-1.62)</td>
<td>.44</td>
<td>1.20 (0.83-1.74)</td>
<td>.34</td>
</tr>
<tr>
<td>Internet use</td>
<td></td>
<td>.70</td>
<td></td>
<td>.77</td>
<td></td>
<td>.21</td>
</tr>
<tr>
<td>Several times a day (ref)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Once a day</td>
<td>1.06 (0.72-1.56)</td>
<td>.77</td>
<td>1.13 (0.76-1.66)</td>
<td>.55</td>
<td>1.39 (0.92-2.10)</td>
<td>.12</td>
</tr>
<tr>
<td>Less than once a day</td>
<td>0.82 (0.50-1.35)</td>
<td>.44</td>
<td>0.91 (0.55-1.50)</td>
<td>.71</td>
<td>1.29 (0.75-2.24)</td>
<td>.36</td>
</tr>
<tr>
<td>Medical specialty</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>General practitioner (ref)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Specialist</td>
<td>1.31 (1.04-1.66)</td>
<td>.03</td>
<td>1.16 (0.91-1.48)</td>
<td>.23</td>
<td>1.17 (0.91-1.51)</td>
<td>.23</td>
</tr>
<tr>
<td>Others</td>
<td>0.77 (0.55-1.08)</td>
<td>.13</td>
<td>0.68 (0.48-0.96)</td>
<td>.03</td>
<td>0.59 (0.41-0.85)</td>
<td>.004</td>
</tr>
<tr>
<td>Jameda service product</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Basic product (ref)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Any service product (eg, gold, silver, platinum)</td>
<td>1.61 (1.32-1.96)</td>
<td>&lt;.001</td>
<td>1.13 (0.90-1.41)</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Use of physician-rating websites (frequency)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>At least once per day (ref)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Several times a week</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Once per week</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Once per month</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Less frequently</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Never</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Appraisal of the trustworthiness of scaled-rating results</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>Not at all trustworthy (ref)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not trustworthy</td>
<td>1.68 (1.01-2.84)</td>
<td>.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>More or less trustworthy</td>
<td>1.97 (1.17-3.33)</td>
<td>.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Somewhat trustworthy</td>
<td>1.93 (1.12-3.31)</td>
<td>.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very trustworthy</td>
<td>1.16 (0.59-2.26)</td>
<td>.67</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Multilevel logistic regression models were performed to ascertain the effects of providers’ demographics as well as report card-related variables on the likelihood that providers implemented measures to improve patient care (Table 6). Thereby, the dependent variable indicates whether a health care provider had implemented any measure(s) to improve patient care (yes/no).

All models revealed medical specialty to be a significantly associated predictor (P<.001 each). Thereby, the higher odds for specialists were proven to be statistically significant in our baseline model (AOR 1.31, 95% CI 1.04-1.66, P=.03). In contrast, the lower odds for other providers were proven to be statistically significant in our more comprehensive models and ranged between AOR 0.59 (95% CI 0.41-0.85, P<.001) and AOR 0.68 (95% CI 0.48-0.96, P=.03). In addition, the frequency of report card use (P<.001) and the appraisal of the trustworthiness of scaled-survey results/narrative comments (P=.02) were determined to be significantly associated predictors. Further regression analyses were run to determine whether the results differed when related only to implemented measures because of scaled-survey ratings or narrative comments (see Multimedia Appendices 3 and ). As presented, the results could be shown to be very robust in terms of significantly associated predictors.

Discussion

The aim of this study was to examine which health care providers use online rating websites and for what purposes, as well as to investigate whether health care providers use online ratings to improve their quality of care. Therefore, we conducted an online-based cross-sectional study by surveying 2360 physicians and other health care providers. Our surveyed sample is slightly younger and contains a lower percentage of female respondents than providers who are registered on jameda or those who work in the German outpatient setting, respectively [24]. However, the distribution of our surveyed physicians across Germany as well as the medical specialities is similar to all physicians in the German outpatient setting (see Multimedia Appendix 5). Nevertheless, our sample may not be representative of all providers in the German outpatient setting despite the similarities in its characteristics. First, compared to the German outpatient setting, approximately 8% (25,000/304,818; 147,948 physicians, 69,370 dentists, and 87,500 other providers) of all providers were invited to participate in this survey, of whom slightly more than 9% completed the survey. Second, providers may differ in further characteristics among those who are registered on jameda and those who are not. For example, those less interested in online-related topics (eg, those without a practice website), or PRWs in general, are less likely to be represented by our results.

Our results show that more than half of the surveyed providers (55%) use online ratings to develop measures to increase the quality of patient care. This result is lower than the findings by Friedberg et al [25], who reported that 83% of interviewed physician group leaders used patient experience to improve the performance in the US outpatient setting. Furthermore, Smith and colleagues [20] showed an increase in the percentage of providers that implemented at least one of 22 possible diabetes improvement interventions from 75% to 94% after the onset of public reporting. The study approach here was quite similar because in both studies a literature-based list of possible interventions was presented. Thereby, the mean number of implemented measures to increase patient care in our study (mean 3.1, SD 2.3) was lower than in the study by Smith et al (mean 8.7, SD 4.5) [20].

The most widely implemented quality measures in our study are related to the communication with patients (28.77%, 679/2360), the appointment scheduling process (23.60%, 557/2360), and the office workflow (21.23%, 501/2360). These findings are in line with the results of Friedberg et al [25], who identified the change in the office workflow (eg, procedures for handling test results or incoming mail) as the most widely implemented initiative (70%), much more common even than in our study. The improvement of the appointment scheduling process was similarly reported by 27% of providers. Other common implemented quality measures in the Friedberg et al study (eg, training nonclinicians: 57%; reassigning staff responsibilities: 45%; or hiring or firing clinicians or staff: 36%) were higher in the US studies. Nevertheless, staff-related measures were implemented by approximately 16% of all respondents in our survey and thus do also play a significant...
role in the German context. Although 10.38% (245/2360) of the respondents have invested in further training of staff, 5.89% (139/2360) have recruited additional staff, and 3.31% (78/2360) have dismissed staff as a consequence of the online ratings.

Another study showed the adoption of guidelines (87%) and the introduction of patient reminders (82%) to be the most frequently introduced quality measures [11]. Results from our study are far below those percentages and were shown to range between 4% (introduction of guidelines) and 8% (introduction of patient reminders). It is likely that differences in the surveyed samples (ie, individual physicians vs physician group leaders) may account for some of the difference. For example, physician groups in the study of Friedberg et al [25] represent all physicians who work at one or more practices with at least one group-level manager. This manager coordinates the correspondence with health plans and controls the performance of physician groups [25]. Furthermore, successful physician groups share a unified physician-led network, an infrastructure to support group performance, and incentives to engage individual physicians toward group goals [26]. Consequently, these physician groups might be more active in implementing quality measures due to an established infrastructure and developed competencies. In contrast, our sample comprises individual physicians who may not have the infrastructure or the competencies to introduce quality measures on such a large scale. Another study does not present detailed information about the frequency of implemented measures, but states several measures that have been widely implemented, such as the use of phone and mail patient reminders about existing upcoming appointments or to schedule follow-up tests, guideline-based reminders for providers at appointments about services that their patients should receive, or the adoption of care guidelines [20].

As shown, most providers use the websites for reading comments for their individual practice (87.08%, 2055/2360). Of those, 56.69% (1165/2055) stated that they had implemented quality measures because of the online ratings. This also means that 43.31% (890/2055) of those providers did not implement any quality measure(s), possibly because of a lack of time or trust in the online ratings. Others might find it challenging to develop quality measures at all because anonymous ratings sometimes do not provide enough information to learn about quality deficits [27]. Reading other physicians’ ratings’ out of interest (49%) provides an opportunity for physicians to draw comparisons. This may also have a positive impact on the overall quality of care because some physicians are becoming engaged in implementing quality measures in order to perform better than their colleagues. According to our numbers, 12.08% (285/2360) of the respondents use online ratings for referring patients to other providers. This result exceeds those of other studies, which determined that physicians do not use publicly available quality information [28] or change their referral practices due to public reports [29,30]. The remaining providers might not use online ratings for referral decisions because subjective patient ratings do not accurately display the quality of health care providers [31,32].

We were able to show further that scaled-rating systems seem to have a greater impact on implementing quality measures than narrative comments in absolute terms. This might be because scaled ratings systems offer a more structural approach to rate health care providers in comparison to narrative comments [4]. Therefore, physician-rating systems provide standardized categories that more promptly enable the indication of quality deficits. However, even though narrative comments provide a more complete picture of the patients’ experiences with the health care provider [6], they are more complicated and time-consuming to analyze. For example, it might be easier to determine deficits such as long waiting times for an appointment out of scaled-rating systems. This is because most scaled-rating systems contain this issue, but only 13% of narrative comments address this topic [33].

Finally, even though our results could demonstrate positive effects of public reporting on patient care, several unintended effects should be regarded for the special case of PRWs. For example, public reporting might reduce the access to care because health care providers tend to avoid high-risk patients and prefer low-risk patients (“cherry picking” or “cream skimming”) [29,34]. This effect is likely to be even greater in the case of online rating websites compared to traditional reporting instruments (see previous) because no risk-adjustment of online ratings is carried out [3]. Furthermore, Lindenauer et al [35] mentioned the neglect of more important aspects of care. So far, all PRWs in Germany, and most in the United States, solely contain patient satisfaction as a performance measure. Results for guideline-based treatment (eg, for chronic conditions such as type 2 diabetes) are not presented on many report cards, meaning ratings for physicians are only based on patient satisfaction scores. From the perspective of a physician, this might be challenging because most (narrative) ratings concern the friendliness and general impression of a physician rather than the medical outcomes [33]. For instance, a physician might neglect the patients’ desire for prescribed antibiotics in the case of a nonbacterial infection. Even though this behavior is correct from a medical point of view, patients might experience this differently and leave a low rating for a physician. Lindenauer et al [35] also stated the unintended risk of an increase in performance rates through coding and documentation (“gaming”). So far, this risk might be of lower importance on most reporting websites because no secondary data are used (which might be gamed). However, online rating websites are vulnerable to other gaming aspects [3,27]. For example, physicians may rate themselves, leave a low rating for their colleagues, or ask the more satisfied patients to leave a rating [27].

Our results demonstrate that health care providers in Germany use PRWs for reading comments for their individual practice. More than half of those providers stated that they had implemented quality measures in order to improve patient care. The most widely implemented quality measures are related to communication with patients, the appointment scheduling process, and office workflow. In addition, staff-related measures also play a significant role in the German context. Scaled-survey results seem to have a greater impact on deriving measures than narrative comments. This might be because the latter are more complicated and time-consuming to analyze. Thus, our results
confirm findings from the United States showing that online rating websites may have a positive impact on patient care.

There are some limitations that have to be considered when interpreting the results of this study. First, this study applied a cross-sectional design. Thus, we were able to identify an association between exposure and outcomes, but could not infer cause and effect. Next, even though our sample is representative of those physicians who are registered on the largest German PRW, representation of all practicing health care providers in the outpatient setting in Germany is not achievable (eg, those less interested in online-related topics, those who do not want to deal with this topic in general). In addition, some participants in our sample might be more familiar with Internet-related topics, which may account for some of the high awareness and usage levels of rating websites. Furthermore, the participants were recruited online by the provider of jameda. This means that we only surveyed providers who are active on jameda. Thus, our findings cannot be generalized for providers on other rating websites. For our regression analysis, we used whether providers have implemented any quality measure or not as the binary dependent variable. As shown previously, there were severe differences in the extent of the implementation between the individual measures. Therefore, results might be different if we used the implementation of the individual measures as the dependent variable.
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Multimedia Appendix 4
Multivariate regression analyses; adjusted odds ratio (OR), 95% confidence interval (CI), and $P$ value of the association between the implementation of measures to increase patient satisfaction because of narrative comments and independent variables.
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Comparison of the study sample with the registered providers on jameda and providers in the outpatient sector in Germany.
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Related Article:
Correction of: http://www.jmir.org/2016/8/e229

(J Med Internet Res 2016;18(9):e242) doi:10.2196/jmir.6564

The authors of “Use and Appreciation of a Tailored Self-Management eHealth Intervention for Early Cancer Survivors: Process Evaluation of a Randomized Controlled Trial” (J Med Internet Res 2016; 18(8):e229) have overlooked errors in the abstract during the proofreading process. The method section of the abstract was missing, the results section was displayed under ‘methods’, and the conclusion was displayed twice, under ‘results’ as well as under ‘conclusions’. The methods section in the abstract need to be the following:

Methods: This process evaluation was conducted as part of a randomized controlled trial. Early cancer survivors with various types of cancer were recruited from 21 Dutch hospitals. Data from online self-report questionnaires and logging data were analyzed from participants allocated to the intervention condition. Chi-square tests were applied to assess the adherence to the module referral advice, negative binomial regression analysis was used to identify predictors of module use, multiple linear regression analysis was applied to identify predictors of the appreciation, and ordered logistic regression analysis was conducted to explore possible predictors of perceived personal relevance.

This section needs to be added under ‘methods’, the results needs to be displayed under ‘results’, and the conclusion needs to displayed under ‘conclusions’.

Furthermore, the degrees of the authors were corrected. As per AMA Style Guide, only the highest degrees should be presented, thus we deleted "BSc" from the authors Kanera and Gijsen. In addition, the degree of author Brigitte CM Gijsen (Master of Science in Public Health) was corrected from "MPH" to "MSc" in order to provide uniformity in degrees.

The affiliations of the authors have not been changed. This correction has been made in the online version of the paper on the JMIR website on September 13, 2016, together with publishing this corrigendum.

A correction notice has been sent to PubMed, and the publication was resubmitted to Pubmed Central and other full-text repositories.