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Abstract

Background: Depressive symptoms, and the associated coexistence of symptoms of anxiety and decreased quality of life (QoL), are common in patients with heart failure (HF). However, treatment strategies for depressive symptoms in patients with HF still remain to be established. Internet-based cognitive behavioral therapy (ICBT), as guided self-help CBT programs, has shown good effects in the treatment of depression. Until now, ICBT has not been evaluated in patients with HF with depressive symptoms.

Objective: The aims of this study were to (1) evaluate the effect of a 9-week guided ICBT program on depressive symptoms in patients with HF; (2) investigate the effect of the ICBT program on cardiac anxiety and QoL; and (3) assess factors associated with the change in depressive symptoms.

Methods: Fifty participants were randomized into 2 treatment arms: ICBT or a Web-based moderated discussion forum (DF). The Patient Health Questionnaire-9 was used to measure depressive symptoms, the Cardiac Anxiety Questionnaire (CAQ) was used to measure cardiac-related anxiety, and the Minnesota Living with Heart Failure questionnaire was used to measure QoL. Data were collected at baseline and at follow-up at the end of the 9-week intervention. Intention-to-treat analysis was used, and missing data were imputed by the Expectation-Maximization method. Between-group differences were determined by analysis of covariance with control for baseline score and regression to the mean.

Results: No significant difference in depressive symptoms between the ICBT and the DF group at the follow-up was found, [F(1,47)=1.63, P=.21] and Cohen’s d=0.26. Secondary within-group analysis of depressive symptoms showed that such symptoms decreased significantly in the ICBT group from baseline to the follow-up (baseline M=10.8, standard deviation [SD]=5.7 vs follow-up M=8.6, SD=4.6, t(24)=2.6, P=.02, Cohen’s d=0.43), whereas in the DF group, there was no significant change (baseline M=10.6, SD=5.0, vs follow-up M=9.8, SD=4.3, t(24)=0.93, P=.36. Cohen’s d=0.18). With regard to CAQ and QoL no significant differences were found between the groups (CAQ [d(1,47)=0.5, P=.48] and QoL [F(1,47)=2.87, P=.09]). In the ICBT group in the CAQ subscale of fear, a significant within-group decrease was shown (baseline M=1.55 vs follow-up M=1.35, P=.04). In the ICBT group, the number of logins to the Web portal correlated significantly with improvement in depressive symptoms (P=.02),
whereas higher age ($P=.01$) and male sex ($P=.048$) were associated with less change in depressive symptoms. This study is underpowered because of difficulties in the recruitment of patients.

**Conclusions:** Guided ICBT adapted for persons with HF and depressive symptoms was not statistically superior to participation in a Web-based DF. However, within the ICBT group, a statically significant improvement of depressive symptoms was detected.

**Clinical Trial:** Clinicaltrials.gov NCT01681771; https://clinicaltrials.gov/ct2/show/NCT01681771 (Archived by WebCite at http://www.webcitation.org/6ikzbcuLN)

(J Med Internet Res 2016;18(8):e194) doi:10.2196/jmir.5556
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**Introduction**

Depressive symptoms are common in patients with heart failure (HF), affecting about 20%-40% of the HF population [1-3]. They lead to higher morbidity and mortality and diminish self-care and health-related quality of life (QoL) [3]. However, treatment strategies for depressive symptoms in patients with HF still remain to be established [3,4].

HF has an unpredictable trajectory with disturbing and limiting symptoms that frequently change, leading to a shift between good and bad days [5] and with a constant risk of hospitalization or death [6,7]. Patients with HF may therefore be prone to developing negative thoughts, rumination, and feelings of hopelessness about loss of health and independence and an uncertain future [8], and this can lead to the development of depression.9,10. A vast majority of patients with HF and depressive symptoms also have symptoms of anxiety [11]. Depressive symptoms have a strong negative impact on QoL in patients with HF [3,4]. Because anxiety and depression are closely related, an intervention focusing on decreasing depression may also improve symptoms of anxiety and increase QoL. In general, depressive symptoms can be treated, either by psychotherapy or by pharmacology [12]. However, the impact of pharmacological treatment of depression in HF is not clear [4] and may be complicated due to an already complex pharmacological treatment regime [2]. Furthermore, patients with heart disease seem to prefer talking therapies such as cognitive behavioral therapy (CBT) over pharmacological treatment [8].

In CBT, patients become active participants in their treatment and perform tasks to become aware of and to modify negative thoughts and unhelpful behaviors. By developing skills to cope with these negative thoughts and behaviors, CBT also contributes to a decrease of negative emotions [13]. In HF patients, Freedland et al [14] demonstrated that undergoing CBT for 6 months decreased depression and Gary et al [15] found CBT to be beneficial, especially when combined with physical exercise. In these studies, CBT was provided face-to-face. Due to the lack of CBT therapists to deliver such face-to-face CBT, combined with the large number of HF patients with depression, most HF patients with depressive symptoms might not get access to CBT. Internet-based cognitive behavioral therapy (ICBT) may be an alternative to face-to-face CBT. ICBT has been shown to be a good and time-efficient method for the treatment of depressive symptoms and also effective when delivered by professionals other than psychotherapists. ICBT might, therefore, be considered as an attractive treatment strategy for depression in HF [16], but this is an area still waiting to be explored. Furthermore, since the frequency of participation in CBT treatment [17], level of depressive symptoms pre-intervention [18], age [19], sex, and New York Heart Association Class (NYHA class) [2] may impact changes in depressive symptoms, it is important to investigate these factors in intervention programs.

Recently our group showed that an ICBT program designed for HF patients was feasible [20], but the effect of ICBT on depressive symptoms in patients with HF has, to our knowledge, not been tested in a randomized controlled trial. The primary aim of this study was therefore to evaluate the short-term effect of ICBT on depressive symptoms in patients with HF. A second aim was to investigate the effect of the ICBT program on cardiac anxiety and QoL (secondary outcomes). A third aim was to assess these factors’ associations with the change in depressive symptoms.

**Methods**

**Design**

An open label, randomized control design was used.

**Recruitment Procedure and Inclusion**

To recruit participants, an information letter was sent to all patients who had an outpatient appointment or who had been admitted to hospital with the main diagnosis of HF during 2013 and 2014 in 4 hospitals in the southeast of Sweden (Figure 1).

Inclusion criteria were at least mild depressive symptoms (the Patient Health Questionnaire-9 (PHQ-9) $\geq 5$), regular access to a computer with an Internet connection, access to a cellphone, being motivated to participate in treatment of depressive symptoms, and being aged older than 18 years. Exclusion criteria were suffering from other severe disease or illness that hindered participation in the study, admission to hospital during the last month due to HF, other treatment planned during the intervention that had been assessed as likely to hinder participation (such as surgery or planned inpatient treatment), severe level of depressive symptoms assessed as needing inpatient treatment, and high level of suicide risk or other psychotropic disorder assessed as making the intervention unsuitable. Patients who had perceived themselves as depressed or feeling down during (at least) the last 2 weeks and felt motivated and ready to participate in the study were invited to

http://www.jmir.org/2016/8/e194/
register their interest and perform a Web-based screening on the study website. Computer/Internet literacy was not a criterion for inclusion or exclusion. However, recipients interested in participation had to register on the study website and complete a Web-based screening form including an assessment of depressive symptoms by means of the PHQ-9, self-reported use of medication, comorbidities, NYHA class, and demographics. A total of 64 patients completed the Web-based screening form and 58 were found to be possible candidates for inclusion. Candidates were contacted by telephone to check any uncertainties in the screening forms and to prevent multiple registrations. A structured phone assessment using the Mini International Neuropsychiatric Interview Swedish revised version 5.0.0 [21] was conducted to detect symptoms of other psychiatric health problems or suicidality that could hinder participation in the intervention, as shown in Figure 1. Two candidates were excluded because of suspicion of other mental illness and 3 candidates were excluded because they reported no depressive symptoms during the phone interview despite a screening PHQ-9 >4. During the phone call, the participant received detailed information about the study procedures. The 50 patients remaining after the telephone interview underwent baseline assessment and were randomized to either the ICBT group or the discussion forum group (DF group). Randomization was performed by a person blinded to screening and baseline data using Stata v.13 proc Ralloc with a block size of two. All participants gave written informed consent. No financial compensation was given to the participants. The regional ethical review board in Linköping, Sweden approved the study (dnr 2011/166-31). The study is registered at clinicaltrials.gov (NCT01681771).

**Figure 1.** Flow diagram of participants. DF, discussion forum; HF, heart failure; ICBT, Internet-based cognitive behavioral therapy; PHQ-9, Patient Health Questionnaire-9.

**Intervention Procedure**

Each participant received a password and a user name. Login to the Web portal (to access the treatment program, feedback, secure email, and assessment forms) required a 2-factor authentication system (requiring both a user name and password login and a single use code sent to a preregistered mobile phone) to protect sensitive information. If technical problems occurred, both the therapist and the participants could get support from a computer technician.

The ICBT program has been described in detail elsewhere [20]. Compared with the ICBT program tested in the proof-of-concept study and based on the findings that many of the participants in proof-of-concept study reported that the intervention was quite demanding in some parts, a short nonmandatory relaxation exercise was added in module 3. No changes were made to the program during the trial. To summarize, the ICBT program consisted of 7 consecutive modules that were worked with over 9 weeks (Table 1). Each module contained texts to be read and assignments to be completed by the participants. Written
Feedback was provided on each assignment. Participants could ask questions about the feedback or the content of the module using the secure email system. A mental health specialist nurse with experience of HF care provided feedback and answers within 24 hours during weekdays. The mental health nurse was supervised by a clinical psychologist and could consult a cardiologist and nurses specializing in HF care if needed. Participants who did not complete modules were reminded by personalized manually written emails, a maximum of 3 reminders were sent during a consecutive period of 2 weeks. Screenshots from different parts of the treatment platform are available (Multimedia Appendix 1), and a more comprehensive tour of the platform is available (Multimedia Appendix 2). Patients who were randomized to the DF group participated in a moderated discussion Web-based forum where new discussion topics were presented each week over a 9-week period. The topic was introduced without any extended background in a presentation consisting of statements and questions (Table 1). The discussion was performed in writing. Participants made their posts in discussion threads for each topic. To minimize waiting time, the participants in the DF group were allocated to 2 groups (n=12 and n=13) based on the dates they were enrolled in the study. All participants in the DF group were offered ICBT after the completion of the study.

Table 1. Overview of the guided Internet-based cognitive behavioral therapy program and the discussion forum.

<table>
<thead>
<tr>
<th>Module</th>
<th>ICBTa (content and CBTb component)</th>
<th>DF2 (topic/question for discussion)</th>
<th>Week</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Introduction (values and goals)</td>
<td>HFd: what do you know about HF?</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>Living with heart failure (psychoeducation)</td>
<td>The effect of HF on everyday life: do you have any tips you would like to share about handling HF?</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>Depression/depressive symptoms and heart failure (psychoeducation)</td>
<td>Nonmandatory relaxation exercise</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>Behavior activation 1: to enable change</td>
<td>Physical activity: have you been recommended physical activity? What is good or bad about physical activity when suffering from HF?</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>Behavior activation 2: to implement change</td>
<td>Health care contacts: do you prepare yourself before health care appointments? Do you have any tips you can share with the others?</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>Problem solving: a tool for dealing with problems</td>
<td>Health literacy: if you do not get answers from the health care system, do you look for information in other ways? Do you have any tips on where one can find information about health and diseases such as HF and depression?</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>Consummation</td>
<td>The effect of HF and depression on significant others: do you think that your health affects your relationships with others? If so, in what ways?</td>
<td>7</td>
</tr>
</tbody>
</table>

aICBT: Internet-based cognitive behavioral therapy.
bCBT: cognitive behavioral therapy.
cDF: discussion forum.
dHF: heart failure.

Measurements

Self-assessed data were collected on the Web at baseline (before the start of the intervention) and after the end of week 9 in the intervention. The data collection system for the follow-up was accessible for the participants from the 63rd day after the start of the intervention and could be completed during a 3-week period. All data except activity in the program was self-reported. Participants who did not complete outcome measures were reminded to do so by email up to 3 times.

Depressive Symptoms (Primary Outcome Measurement)

Depressive symptoms were measured with the self-administered PHQ-9 [22]. The PHQ-9 is a 9-item instrument for measurement of depressive symptoms during the previous 2 weeks. Each item is answered on a 4-grade scale where zero means that the item does not affect the person, and scores 1 to 3 indicate that the item affects the person for periods ranging from several days to almost every day. The answers are summed to a total sum score in the range 0-27, with higher numbers representing a...
higher level of depressive symptoms. Proposed cutoff values are 0-4 for no depressive symptom, 5-9 for mild depression, 10-14 for moderate depression, 15-19 for moderately severe depression, and 20-27 for severe depression [23]. PHQ-9 has been tested for reliability and validity in patients with HF [24]. The Web-based version of PHQ-9 has demonstrated good interformat reliability [25]. Cronbach’s alpha of the PHQ-9 in this study was .81 (baseline) and .82 (follow-up).

Cardiac Anxiety (Secondary Outcome Measurement)

The Cardiac Anxiety Questionnaire (CAQ) [26] was used to measure cardiac-related anxiety. CAQ is an 18-item self-rating instrument. Item scores range from 0 (never) to 4 (always). The total sum and mean total (range from 0 to 4) can be calculated for CAQ. The CAQ consists of 3 subscales: fear, avoidance, and heart-focused attention. CAQ has demonstrated good psychometric properties [26]. Cronbach’s alpha of the CAQ in this study was total scale .87 (baseline) and .85 (follow-up); subscale of fear .83 and .80; subscale of avoidance .89 and .88; subscale of heart-focused attention .69 and .70.

QoL (Secondary Outcome Measurement)

QoL was measured with the disease-specific instrument Minnesota Living with Heart Failure questionnaire (MLHF) [27]. MLHF is a 21-item self-rating instrument. Each item is scored on a 6-point Likert scale (no, 0 to very much, 5). The total score is in the range 0-105, and a lower score indicates better QoL. The MLHF can be divided into physical and emotional factors. The reliability of MLHF has been reported as good [28,29]. A change of 5 points has been suggested as clinically important [30]. Cronbach’s alpha of the MLHF in this study was total score .93 (baseline) and .93 (follow-up); physical .91 and .90; emotional .93 and .92.

Activity in the ICBT Program

Activity in the program was calculated by the number of modules that the participants worked with (ie, the module had been assigned to the participant and the participant had done some activity related to the module, eg, handed in an assignment or posted messages regarding the module to the feedback provider; ICBT group only) as well as the number of logins to the Web portal during the 9-week period (both groups). Data concerning activity was aggregated from the Web portals log.

Statistical Methods and Power Analysis

Analysis of participants’ characteristics was performed with descriptive statistics (mean, standard deviation, percent, and frequencies). For continuous variables, assumptions of normality were checked and primary outcome measurements were found suitable for parametric analysis. Analysis of covariance (ANCOVA) adjusting for baseline scores and regression to the mean [31] was used for comparison between groups (ie, ICBT vs DF). Paired samples t tests were used for within-group comparisons. Effect size was calculated with Cohen’s d. A small effect is considered to be between 0.2 and .0.5, a medium effect is considered to be between 0.5 and 0.8, and a value above 0.8 is considered to be a large effect. Pearson’s r or Kendall’s τ-b were used to analyze associations with change in the level of depressive symptoms. A chi-square test was used for nominal data, and if the expected number of observations was less than 5, Fisher’s exact test was used. Subtracting the baseline sum from the follow-up sum gave a figure indicating the change in level of depressive symptoms. A negative value meant a decrease of depressive symptoms, whereas a positive value meant an increase of depressive symptoms at the follow-up compared with baseline. All analyses were performed according to the intention-to-treat principle, regardless of actual completion of the ICBT program or DF.

A total of 18% (n=9) of the participants had missing data at the follow-up measurement. Missing values analysis was performed and data missing completely at random was assumed because there were no significant differences between background variables for participants with complete data versus incomplete data, and Little’s test for missing completely at random was not significant (χ²(111, N=50)=82.07, P=.98). Missing values were imputed using the Expectation-Maximization (EM) method. Based on observed values, EM imputes missing values based on maximum likelihood estimates in an iterative process [32]. Subgroup analysis was performed on participants with complete data. Power analysis showed that a total of 104 participants were needed (effect size=0.5, alpha=.05 (Z=1.96), power 0.80 (Z=0.84). Statistical analysis was performed using IBM SPSS, version 23 and Microsoft Excel 2013. P value <.05 was considered as significant.

Results

The characteristics of the participants are presented in (Table 2). Most (n=29, 59%) of the participants were men, and the mean age was 63 years (range 23-80). Participants in the DF group reported significantly more prescription of diuretics (χ²(1, N =50)=4.67, P=.03) and sleep medications (χ²(1, N=50)=3.95, P=.047). Participants who did not complete the follow-up assessment (n=9) did not significantly differ at baseline in level of depression (PHQ-9 t (48)=1.89, P=.07), cardiac-related anxiety (CAQ t(48)=-.55, P=.60), or QoL (MLHF t(48)=0.69, P=.50) from those who completed the assessment.
## Table 2. Participants’ characteristics.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Total (n=50)</th>
<th>ICBT group (n=25)</th>
<th>DF group (n=25)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age, M (SD)</strong></td>
<td>62.9 (12.8)</td>
<td>63.6 (13.9)</td>
<td>62.3 (11.7)</td>
</tr>
<tr>
<td><strong>Men, n (%)</strong></td>
<td>29 (59)</td>
<td>15 (60)</td>
<td>14 (58)</td>
</tr>
<tr>
<td><em><em>Cohabitation</em>, n (%)</em>*</td>
<td>37 (76)</td>
<td>19 (76)</td>
<td>18 (75)</td>
</tr>
<tr>
<td><strong>Level of depression at screening PHQ-9, M (SD)</strong></td>
<td>11.5 (4.8)</td>
<td>11.8 (4.4)</td>
<td>11.2 (5.2)</td>
</tr>
</tbody>
</table>

### HF<sup>b</sup>symptoms and treatment

<table>
<thead>
<tr>
<th>NYHA&lt;sup&gt;c&lt;/sup&gt; class, n (%)</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>11 (22)</td>
<td>20 (40)</td>
<td>18 (36)</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Dyspnea&lt;sup&gt;d&lt;/sup&gt;, n (%)</strong></td>
<td>48 (96)</td>
<td>24 (96)</td>
<td>23 (92)</td>
<td></td>
</tr>
<tr>
<td><strong>Fatigue&lt;sup&gt;d&lt;/sup&gt;, n (%)</strong></td>
<td>49 (98)</td>
<td>25 (100)</td>
<td>24 (96)</td>
<td></td>
</tr>
<tr>
<td><strong>Swollen legs or feet&lt;sup&gt;d&lt;/sup&gt;, n (%)</strong></td>
<td>23 (46)</td>
<td>14 (56)</td>
<td>12 (48)</td>
<td></td>
</tr>
<tr>
<td><strong>Time with HF&gt;6 month/&lt;6 month, n (%)</strong></td>
<td>45/5 (88/10)</td>
<td>22/3 (88/12)</td>
<td>23/2 (92/8)</td>
<td></td>
</tr>
<tr>
<td><strong>Previously hospitalized due to HF, n (%)</strong></td>
<td>36 (72)</td>
<td>17 (68)</td>
<td>19 (76)</td>
<td></td>
</tr>
<tr>
<td><strong>Beta blocker, n (%)</strong></td>
<td>44 (88)</td>
<td>22 (88)</td>
<td>22 (88)</td>
<td></td>
</tr>
<tr>
<td><strong>ACE-I/ARB&lt;sup&gt;f&lt;/sup&gt;, n (%)</strong></td>
<td>47 (94)</td>
<td>22 (88)</td>
<td>25 (100)</td>
<td></td>
</tr>
<tr>
<td><strong>Diuretics, n (%)</strong></td>
<td>34 (68)</td>
<td>14 (56)</td>
<td>20 (80)&lt;sup&gt;g&lt;/sup&gt;</td>
<td></td>
</tr>
</tbody>
</table>

### Comorbidities, n (%)

| Ischemic heart disease       | 18 (36) | 8 (32)  | 10 (40) |
| Hypertension                 | 26 (52) | 11 (44) | 15 (60) |
| Arrhythmia                   | 26 (52) | 14 (56) | 12 (48) |
| Diabetes                     | 7 (14)  | 2 (8)   | 5 (20)  |
| Pulmonary disease            | 6 (12)  | 1 (4)   | 5 (20)  |
| Stroke or TIA                | 11 (22) | 4 (16)  | 7 (28)  |
| Kidney disease               | 1 (2)   | 1 (4)   | 0 (0)   |
| Cancer                       | 5 (10)  | 3 (12)  | 2 (8)   |
| Other psychiatric disorder<sup>h</sup> | 2 (4) | 2 (8) | 0 (0) |

### Pharmacological antidepressive, anxiolytic, or sleep medication

| Antidepressives | 9 (18) | 9 (12) | 6 (24) |
| Anxiolytics     | 2 (4)  | 1 (4)  | 1 (4)  |
| Sleep medication| 14 (28) | 4 (16) | 10 (40)<sup>g</sup> |

<sup>a</sup>Cohabitation includes participants that live with someone in a long-term relationship (including married). Not living with partner includes participants who were divorced, with partner deceased or living alone.

<sup>b</sup>HF, heart failure.

<sup>c</sup>NYHA, New York Heart Association.

<sup>d</sup>Symptoms reported to affect the participant very severely to little have been collapsed and reported as presence of symptoms.

<sup>e</sup>ACE-I, angiotensin-converting enzyme inhibitor.

<sup>f</sup>ARB, angiotensin receptor blocker.

<sup>g</sup>Significant difference between CBT and discussion groups (P<.05).
Self-reported: anxiety disorder (n=1) and drug dependence (n=1).

Primary Outcome: Level of Depressive Symptoms
In the primary ANCOVA analysis, there was no significant difference in depressive symptoms between the ICBT and the DF group at the follow-up [F(1,47)=1.63, P=.21] Cohen’s d= 0.26. Secondary within-group analysis showed that depressive symptoms in patients in the ICBT group decreased significantly from baseline to the follow-up (Figure 2) (baseline M= 10.8, SD=5.7 vs follow-up M=8.6, SD=4.6, t (24)=2.6, P=.02. Cohen’s d=0.43). In the patients in the DF group, a small nonsignificant change in depressive symptoms was found (baseline M = 10.6, SD=5.0, vs follow-up M = 9.8, SD=4.3, t (24)=0.93, P=.36. Cohen’s d = 0.18).

Figure 2. Mean values for PHQ-9 at baseline and follow-up in the 2 groups (n=25 ICBT and n=25 DF). DF, discussion forum; ICBT, Internet-based cognitive behavioral therapy; PHQ-9, Patient Health Questionnaire-9.

Secondary Outcomes: Cardiac-Related Anxiety and QoL
Between group comparison (ie, ANCOVA, ICBT vs DF) showed no statistically significant difference in the CAQ total score [F(1,47)=0.51, P=.48], Cohen’s d = 0.18, subscale of fear [F(1, 47)=1.57, P=.22], Cohen’s d = 0.43, subscale of avoidance [F(1,47)=0.11, P=.74], Cohen’s d = 0.17, and subscale of heart-focused attention [F(1,47)=0.39, P=.54], Cohen’s d = 0.08. In the secondary within-group analysis, the ICBT group showed a decrease in the total CAQ score and in the subscale of fear. The decrease in the subscale of fear was statistically significant (baseline M=1.55, SD=0.73 vs follow-up M=1.35, SD=0.60, t (24)=2.18 P=.04. Cohen’s d=0.30), see Figure 3, but the decrease in the total score was not significant (baseline M=1.60, SD=0.58 vs follow-up M=1.49, SD=0.49, t (24)=1.25, P=.22. Cohen’s d = 0.31). In the subscales of avoidance and heart-focused attention, no significant changes were found (Multimedia Appendix 3). In the DF group, no significant changes in any of the CAQ scales were found (total P=.86, fear P=.92, avoidance P=.82, heart-focused attention P=.83).

Between-group analysis (ie, ANCOVA, ICBT vs DF) of MLHF revealed no significant differences for the total score [F (1,47)=2.87, P=.09], Cohen’s d = 0.51, the physical factor [F (1,47)=3.35, P=.07], Cohen’s d = 0.56, and the emotional factor [F(1,47)=0.20, P=.66], Cohen’s d = 0.37. The change in scores from baseline to the follow-up for the total score and the physical and emotional factors in the MLHF is shown in Multimedia Appendix 4. In the ICBT group, the mean total score decreased by 6.0 points, by 2.4 points in the physical factor and by 0.3 points in the emotional factor. None of the differences were statistically significant; total score baseline M=41.8, SD=20.5 vs follow-up M=35.8, SD=15.3, t (24)=1.79, P=.09, Cohen’s d = 0.33; the physical factor, baseline M=17.5, SD=8.7 vs follow-up M = 15.1, SD=7.5, t (24)=1.62, P=.12, Cohen’s d = 0.28; baseline M=10.8, SD = 7.2 vs follow-up M = 10.5, SD = 6.4, t (24)=0.31, P=.76. Cohen’s d = 0.05. In the DF group, the mean total score decreased by 1.9 points, by 0.2 points in the physical factor and by 0.3 points in the emotional factor. None of the differences were statistically significant; total score baseline M=47.1, SD=24.0 vs follow-up M=45.3 SD=21.3, t (24)=0.64, P=.53, Cohen’s d = 0.08; the physical factor baseline M=20.0, SD=10.6 vs follow-up M = 19.8, SD=8.9, t (24)=0.14, P=.89, Cohen’s d = 0.02; the emotional factor baseline M=13.7, SD = 6.3 vs follow-up M = 12.9, SD = 5.6, t (24)=0.91, P=.37, Cohen’s d = 0.14.
Relationship Between Factors and Changes in Depressive Symptoms

The median number of modules performed in the ICBT group was 4. Six (24%) of the participants in the ICBT group had worked with all 7 modules and 15 (60%) had worked with at least 4 modules (ie, 57% of the program). There was no significant relationship between the number of modules completed and the change in depressive symptoms ($t_{8}=.13$, $P=.46$). In the ICBT group, the number of logins to the Web portal was significantly related to the change in depressive symptoms (improvement in depressive symptoms) ($r=-.50$, $P=.02$). A similar relationship was found in the DF group although not as strong and not significant ($r=-.32$, $P=.17$). Age had a negative correlation with number of logins in the ICBT group ($r=-.67$, $P<.001$). In the DF group, this correlation was not so strong and not significant ($r=-.24$, $P=.25$).

The level of depressive symptoms at screening was not associated with the level of depressive symptoms at the follow-up. A separate analysis of participants with PHQ-9 ≥10 at screening (ICBT n=18, DF n=15) showed no significant difference between groups in the level of depressive symptoms at the follow-up ($F(1,29)=1.30$, $P=.26$). Nor of participants with PHQ-9 ≤15 (ICBT n=19, DF n=19) [$F(1,34)=0.82$, $P=.37$]. Higher age correlated significantly with less change in depressive symptoms ($r=.54$, $P=.01$) in the ICBT group and women (n=8, complete cases) ($M=-3.4$, $SD=4.6$) had a significantly higher mean change in depressive symptoms compared with men (n=13, complete cases) ($M=-0.08$, $SD=2.6$). $t(19)=2.12$, $P=.048$. Cohen’s $d=0.89$. The severity of HF as assessed by NYHA class was not associated with a change in depressive symptoms.

Discussion

Principal Findings

To our knowledge, this is the first study evaluating an ICBT program aimed at decreasing depressive symptoms in patients with HF. The recruitment of participants was more difficult than expected. Based on a prevalence of depressive symptoms among HF patients at approximately 20% [1], we expected about 571 of the 2852 contacted the patients have a significant level of depressive symptoms. However, only 80 patients registered as interested and 50 were found to be eligible for inclusion. Other studies of CBT in HF also appear to have difficulty in achieving sample sizes corresponding to power analysis [14,15,33]. Due to practical and economic reasons, we chose to end the study without achieving the targeted sample size. Other recruitment strategies may be more effective. However, there may also be a structural problem in reaching out to patients with HF and depressive symptoms. This is because depressive symptoms can reduce patients’ decision-making process due to ambivalence and impaired cognitive functioning [34]. Our primary analysis could not detect any significant difference in the reduction of depressive symptoms between the ICBT and DF groups; this may be explained by the slight reduction of depressive symptoms in the DF group. Dekker et al [35] reported similar results where depressive symptoms decreased in HF patients who received a brief CBT intervention or received standard care before discharge from hospital. The within-group analysis of depressive symptoms showed a significant decrease in the ICBT group but not in the DF group. These findings are in line with previous studies reporting that CBT for depression is significantly superior compared with no treatment, but only nominally superior compared with psychological placebo [33,36] such as the DF in our study. Studies specifically on HF patients with depressive symptoms also suggest that an active intervention, such as CBT or placebo with attention control such as DF can reduce depressive symptoms to a greater extent than
standard care [14,15,37]. Designing a new ICBT program is a complex process [38]. Our program is to our knowledge one of the first ICBT programs for patients with HF and depressive symptoms. Furthermore, HF patients are often older compared with other patient groups treated with ICBT. Therefore, there is a need for more research to gain knowledge on how to design or redesign ICBT programs for the HF population. A possible future approach to achieve optimal results in treatment of depressive symptoms in HF could be a stepped care model [39] where patients could start with a type of DF or physical exercise, and if the depressive symptoms did not improve, ICBT could be added. However, such models have to be evaluated in further studies.

The secondary outcomes of CAQ and MLHF did not show any significant difference between the ICBT group and the DF group. However, in the ICBT group, a lower cardiac-related anxiety in the subscale of fear and an increased QoL was found in the within-group analysis. The increase in QoL of 6 points in the total MLHF score was not statistically significant; however, a change of 5 points in MLHF has been proposed as a measure of a clinically important change [30].

It is common for depressive symptoms in patients with HF to coexist with anxiety [11]. Anxiety CBT treatment can have a better effect on depressive symptoms than CBT for depression in patients with HF [40]. Thus, anxiety and worries may need special attention when designing or redesigning ICBT interventions for patients with HF and depressive symptoms.

We also found that the age and sex of the participant may need to be taken into account. Higher age and male sex correlated with less change in depressive symptoms in the ICBT group. Older people to some extent seem to benefit from CBT [20,41]; however, the evidence of benefit for them is greater in problem-solving therapy [42,43]. Our ICBT program relied to a large extent on behavioral activation and to a lesser extent on problem-solving therapy [20]. Most patients with HF are older and vulnerable, which raises an important question of whether problem-solving therapy should be used to a greater extent in future studies, as proposed by Alexopoulos et al [44]. Women showed more positive effects compared with men in the ICBT group. This is in line with the results of other ICBT studies [45,46]. However, sex as a predictor of outcome of CBT delivered by other modalities has shown inconsistent results; men have been reported to have a better response in telephone and face-to-face CBT [47]. More research is needed to determine whether CBT and ICBT should be adapted to the different sexes.

The cornerstone of CBT is to encourage participants and involve them in the treatment [48]. We found that activity in the program, as indicated by the number of logins, correlated significantly with a change in depressive symptoms. This suggests that helping participants in ICBT programs to be active is important for a positive outcome. In our program, participants who did not follow the pace of the program were reminded to do so by email. In contrast, others have used more intensive reminder techniques of both text messages and phone calls, and thereby achieved a higher adherence to ICBT treatment [49,50]. This indicates that more direct reminders can motivate less active participants. The number of modules performed did not correlate with level of depression at follow-up. The reasons for this have not been investigated in this study. However, during the study, we experienced that some patients early in the program reported that they felt better and therefore did not proceed with the next module. This may have affected the result negatively; thus one may speculate that patients might have improved even more if they had completed the program. Our study has shown that ICBT for HF patients with depressive symptoms is feasible. However, further research is needed to develop effective ICBT programs for depressive symptoms in HF patients. Furthermore, this study only evaluated the effect directly after the intervention; thus, the long-term effects of ICBT on depression in patients with HF need to be evaluated in future studies.

The generalizability of the results is limited for several reasons. One major limitation of our study is that it is underpowered. Post hoc power calculation for this study showed a power of 16% and a need for 462 patients to be included to achieve a statistically significant result as regards depressive symptoms. A reason for the need for such a large sample could be floor effects, because patients with mild depression were also included (PHQ-9≥5). A reason for including these patients is that even mild depression has a strong negative impact on QoL in HF patients [51]. The mean age in the study sample was lower compared with the HF population in the community (approximately 78 years) [52]; thus, it is unclear how the program works in older HF patients. Furthermore, the study could only include patients with access to a computer and the Internet, and therefore, the results cannot be generalized to patients without such access. On the other hand, in Sweden, 42% (n=355 793) of the population aged older than 75 years use computers and the Internet at home. This figure is expected to rise to approximately 80% in the coming 5-10 years [53]. There is a potential limitation in relying on self-reported data. However, all patients were identified by diagnostic codes for HF from electronic hospital records and were contacted by telephone to verify their reported medication and comorbidities. There were twice as many participants taking an antidepressant medication in the DF group compared with the ICBT group. The reason for this not being statistically significant is probably due to low power in the study. Subgroup analysis in this study has to be interpreted with caution due to the limited sample size. Missing data were imputed using the EM method. Although Littles’ test indicated that the missing data in our study appear to be missing at random, this can never be certain, and missing data and imputation can carry a risk of bias. Initially, all analysis was performed on both nonimputed data and imputed data, and we found no significant differences between the analysis with the exception of the ANCOVA on the physical factor of QoL, which presented a significant difference between the groups on nonimputed data but not on imputed data. There were more patients reporting use of antidepressive medication (nonsignificant) and sleep medication (significant) in the DF group. We do not think that this had any major impact on our result. For example, pharmacological antidepressive treatment in HF patients has shown a poor effect on depression [37]. The lack of power of this study may also have resulted in differences not being detected between participants completing the intervention and dropouts. Nevertheless, we think that our study
is important since interventions for patients with HF and depressive symptoms are not widely studied. To our knowledge, our study is one of the first to investigate the effect of ICBT in HF and depressive symptoms. Development of new interventions is an iterative process [38] and although clear-cut results may be desirable, the novelty of the research area makes this unlikely. With our study’s limited sample size and its recruitment difficulties, the results may best serve as a foundation for further research rather than as clinical recommendations.

Conclusion
Guided ICBT adapted for persons with HF and depressive symptoms was not statistically superior to participation in a Web-based DF. However, within the ICBT group, a statically significant improvement of depressive symptoms was detected.
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Abstract

Background: Integrating stakeholder involvement in complex health intervention design maximizes acceptability and potential effectiveness. However, there is little methodological guidance about how to integrate evidence systematically from various sources in this process. Scientific evidence derived from different approaches can be difficult to integrate and the problem is compounded when attempting to include diverse, subjective input from stakeholders.

Objective: The intent of the study was to describe and appraise a systematic, sequential approach to integrate scientific evidence, expert knowledge and experience, and stakeholder involvement in the co-design and development of a complex health intervention. The development of a Web-based lifestyle intervention for people in retirement is used as an example.

Methods: Evidence from three systematic reviews, qualitative research findings, and expert knowledge was compiled to produce evidence statements (stage 1). Face validity of these statements was assessed by key stakeholders in a co-design workshop resulting in a set of intervention principles (stage 2). These principles were assessed for face validity in a second workshop, resulting in core intervention concepts and hand-drawn prototypes (stage 3). The outputs from stages 1-3 were translated into a design brief and specification (stage 4), which guided the building of a functioning prototype, Web-based intervention (stage 5). This prototype was de-risked resulting in an optimized functioning prototype (stage 6), which was subject to iterative testing and optimization (stage 7), prior to formal pilot evaluation.

Results: The evidence statements (stage 1) highlighted the effectiveness of physical activity, dietary and social role interventions in retirement; the idiosyncratic nature of retirement and well-being; the value of using specific behavior change techniques including those derived from the Health Action Process Approach; and the need for signposting to local resources. The intervention principles (stage 2) included the need to facilitate self-reflection on available resources, personalization, and promotion of links between key lifestyle behaviors. The core concepts and hand-drawn prototypes (stage 3) had embedded in them the importance of time use and work exit planning, personalized goal setting, and acceptance of a Web-based intervention. The design brief detailed the features and modules required (stage 4), guiding the development of wireframes, module content and functionality,
virtual mentors, and intervention branding (stage 5). Following an iterative process of intervention testing and optimization (stage 6), the final Web-based intervention prototype of LEAP (Living, Eating, Activity, and Planning in retirement) was produced (stage 7). The approach was resource intensive and required a multidisciplinary team. The design expert made an invaluable contribution throughout the process.

**Conclusions:** Our sequential approach fills an important methodological gap in the literature, describing the stages and techniques useful in developing an evidence-based complex health intervention. The systematic and rigorous integration of scientific evidence, expert knowledge and experience, and stakeholder input has resulted in an intervention likely to be acceptable and feasible.


**KEYWORDS**
intervention studies; health behavior; retirement; Internet

**Introduction**

Leading international bodies in health and social care research and governance advocate the integration of stakeholder involvement in the design and development of novel health interventions [1-3]. Stakeholder input in intervention development is important to ensure that the intervention is relevant and useful for those people or groups who have or could have an interest in it. This, in turn, has the potential to maximize the acceptability and potential effectiveness of the intervention. Contemporary methods for designing products or services have moved away from using material and supplier-centered processes to more social and user-centered processes [4]; consequently, design-oriented approaches to health care innovation are being more widely recognized [5-7].

Involving relevant stakeholders as co-designers of health interventions allows the stakeholders to help define the health care problem and identify preferred intervention solutions [8-12]. Divergent and convergent thinking may result in the generation of new intervention ideas and selection of the best idea available. Intervention ideas are prototyped and explored hands-on, through sequential processes to rehearse the future [4,7]. Despite the growing use of co-design techniques in health care innovation, there is no explicit, replicable, and accepted description of their application in the development of complex health interventions.

Stakeholder involvement alone is not sufficient for effective intervention development. A range of research methods also needs to be applied, including careful consideration of existing evidence of need, and for effectiveness and cost-effectiveness of interventions to tackle the specific problem. Qualitative research provides depth of understanding to the relevant issues. Evidence-based medicine has been formally recognized as one of modern medicine’s most important milestones [13] and is applied increasingly across the fields of public health, behavioral medicine and health, and social care. Systematic and rigorous methods, including systematic reviews, meta-analyses, and meta-syntheses, for identifying and evaluating the evidence base and identifying and developing theory are key elements in the process of developing complex health interventions [14]. Quantitative and/or qualitative data are synthesized to draw conclusions about likely intervention effects and potential effect modifiers. For example, the active ingredients or features of interventions, such as behavior change techniques (BCT) associated with more positive behavior change and theory underpinning effective interventions, can be identified [15-19]. These conclusions can then be used to inform the development of novel interventions including the features that are most likely to be effective [20,21]. This systematic and theoretical approach to intervention development, along with accuracy of reporting the intervention protocol, facilitate the evaluation and replication of the intervention. While this approach to evidence synthesis is desirable, in practice it can be challenging because of the absence of established methods to guide the application of evidence to the specific population or clinical context in building a complex intervention [22,23].

Qualitative research methods help inform the development of complex health interventions [24,25]. Interviews, focus groups, and observational methods can explore the needs, attitudes, behavior, and contextual factors of the specific population and health topic under investigation [26]. The outcomes of such qualitative research can help intervention developers identify potential further intervention effect modifiers, which may inform tailoring of the intervention, thereby increasing the likelihood that the intervention will be accepted and effective.

In practice, intervention developers are likely to use deductive and inductive research methods to generate the evidence base on which the novel intervention is based. Mixed-method studies attempt to bridge the epistemological differences between quantitative and qualitative data acquisition approaches [27]. Such an inclusive approach to evidence synthesis, integrating different forms of scientific evidence, can be challenging, especially when mixed-method findings conflict [28]. Moreover, methodological guidance on how to integrate this evidence with stakeholder needs and preferences is lacking. This paper aims to fill this important methodological gap, describing and appraising a systematic and sequential approach to intervention development, drawing on techniques of co-design. Specifically, we detail the stages and techniques used to integrate quantitative (systematic review) and qualitative (interviews and focus groups) evidence, and expert knowledge and experience to engage stakeholders in a co-design process. The process is illustrated through the development of a Web-based lifestyle intervention (Living, Eating, Activity, and Planning in retirement: LEAP) to promote health and well-being of people in retirement.
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Methods and Results

Overview
An iterative co-design process involving sequential validation of the evidence, generation of intervention ideas, and prototyping, testing, analyzing, and optimizing the intervention was followed. This process is described as a series of stages in which each stage in the process resulted in output(s) to inform the design of the intervention. After each stage, the research team discussed and analyzed the output(s) and critically reflected on the process. Outputs from each stage were used subsequently as inputs to the next stage of development. The methods and results of each stage are therefore presented sequentially. Figure 1 displays an overview of the methods employed and outputs derived at each stage.

The context and underlying rationale behind developing a Web-based lifestyle intervention to promote health and well-being of people in retirement is presented in the following summary.

Figure 1. Overview of the systematic, sequential approach to intervention co-design and development.

Stage 1
- **Systematic reviews:** identify the effectiveness & cost-effectiveness of existing interventions and features
- **Qualitative research:** contextualise the intervention for the target population
- **Other evidence:** evidence: consult wider evidence base and relevant experts

Outputs: Evidence Statements

Stage 2
- **Co-design workshop 1:** test evidence statements and brainstorm new intervention ideas

Outputs: Principles Underpinning the Intervention

Stage 3
- **Co-design workshop 2:** validate the intervention principles and develop core concepts

Outputs: Core Concepts and Paper Prototype(s)

Stage 4
- **Translating outputs:** develop a design brief and intervention specification

Outputs: Design Brief and Specification

Stage 5
- **Intervention build:** produce a functional version of the intervention (digital, material, service)

Outputs: Intervention Prototype(s)

Stage 6
- **Co-design workshop 3:** ‘de-risk’ the prototype (test functionality and identify required changes)

Outputs: List of Required Revisions of Prototype

Stage 7
- **Iterative intervention optimisation:** user feedback to test and optimise revised versions of the intervention

Outputs: The final intervention
Summary of the Intervention Development Context

Retirement from full-time work is a life transition that has been shown to be associated with changes in key lifestyle factors. Some cross-sectional and longitudinal studies have shown that people engage in more healthy behaviors with retirement [29-31]. However, the evidence is inconsistent and other studies have shown reduced physical activity (PA) [32,33], less healthy dietary behavior [34], and a loss of perceived status and purpose [35]. The population health and well-being benefits of physical activity, a healthy diet, in particular one based on a Mediterranean dietary pattern, and social engagement are well documented [36-38]. Despite recent evidence that today’s older adults are healthier than they were 10-20 years ago [39], with a globally ageing population and the accompanying increase in the prevalence of chronic ill health and morbidity [40], maintaining a healthy lifestyle into later years is vital for individual well-being and to lessen the burden on society.

As engagement with key health and social behaviors may change in retirement, the retirement transition offers a unique window of opportunity to intervene to improve health and well-being of older adults [41]. A small number of studies have delivered lifestyle interventions in the retirement transition [42-45], and systematic reviews synthesizing data from this life stage provide support for their effectiveness [46-49].

A predefined priority for the research team was to develop a personalized, scalable, sustainable, and potentially cost-effective intervention. Web-based interventions can be tailored to the individual user and may be more compatible with modes of accessing information and support (e.g., by mobile phone) in future cohorts of older people. They also have greater potential for wide scale use in the target population. As such, the possibility of a Web-based intervention was a planned consideration of the research team.

Figure 2 details the process by which the sequential intervention development approach (detailed in Figure 1) was applied to develop LEAP, a Web-based lifestyle intervention in retirement. The specific outputs of each stage in the development of LEAP are presented.
Figure 2. Applied example: integrating systematic review, qualitative research and other evidence with stakeholder engagement in a co-design process to develop the LEAP intervention.

**Stage 1**
- **Systematic reviews:**
  - a) physical activity
  - b) Mediterranean dietary pattern
  - c) social roles
- **Qualitative research:**
  - d) experiences of the retirement transition, wellbeing and later life
- **Other evidence:**
  - e) wider evidence base for behaviour change
  - f) consultation with experts

**Outputs: Evidence Statements**
- a) Increase in physical activity at 12 months, less evidence beyond. BCT feedback particularly associated with effectiveness.
- b) Sustained increase in fruit and vegetable intake. Behavioural Change Techniques goal setting, identifying barriers, social support, feedback and prompting, associated with effectiveness.
- c) Providing explicit social roles produces most benefits.
- d) Retirement transitions are diverse and often prompted by unanticipated changes, forming context for wellbeing. Wellbeing is idiosyncratic (resources). Support to plan to use resources (health, financial and social) to achieve personally meaningful goals. Later life is an uncertain stage ‘beyond’ retirement, therefore goals focused on the retirement transition may be most effective [51, 52].
- e) Importance of planning, self-efficacy and self-regulatory strategies in line with the Health Action Process Approach [53].
- f) Signposting intervention users to local community resources such as walking groups, social clubs, citizens advice and volunteering opportunities

**Stage 2**
- **Co-design workshop 1:** persona building, retirement experience mapping, generating ideas and storyboarding

**Outputs: Principles Underpinning the Intervention**
- Self-reflection on financial, time, social, health and community resources
- Personalisation to match individual circumstances, preferences and goals
- Social relationships linked to being active and eating healthily to reduce social isolation

**Stage 3**
- **Co-design workshop 2:** persona building, mapping retirement week, work-exit planning, profile set-up questions, and hand-drawn prototyping

**Outputs: Core Concepts and Hand-Drawn Prototypes**
- Time use and work exit planning: assess current situation, receive feedback and encourage planning new activities.
- Personalised goal setting based on available resources; self-monitoring and goal review of physical activity eating well and social activities
- Validation of web-based intervention concept ensuring support to use is available = Illustrations of content and how intervention works

**Stage 4**
- **Translating outputs: developing a design brief and intervention specification**

**Outputs: Design Brief for the Web-Based Intervention (details in text and Appendix)**

**Stage 5**
- **Intervention build:** creative and web development company contracted to build web-based intervention

**Outputs: Functional Web-Based Intervention Prototype**
- Wireframes of intervention modules addressing the core concepts (time use, work exit, physical activity, eating well, social roles & relationships)
- Defined module content and functionality (decision trees)
- Virtual mentors to guide intervention use
- Branding the intervention

**Stage 6**
- **Co-design workshop 3:** test functionality, usability and aesthetics of web-based prototype

**Outputs: List of Required Revisions of Intervention Prototype**
- User feedback to identify where amendments, refinements and optimisation of the functioning digital intervention are required

**Stage 7**
- **Iterative intervention optimisation:** to further test and optimise revised versions of the intervention

**Output: Final Web-Based Intervention Prototype for Formal Testing**
- LEAP (Living, Eating, Activity and Planning in retirement)
Stage 1: Compiling the Evidence Base

Stage 1 Procedure
Evidence from systematic reviews, qualitative research, and other sources, including the wider evidence base for behavior change and consultation with relevant experts, was summarized by the research team.

Stage 1 Analysis
The evidence was recorded as a list of “evidence statements” [50] that informed the aims and content of co-design workshop 1 (stage 2).

Stage 1 Outputs
The evidence statements are listed in Figure 2 and descriptions of the evidence are enlarged upon in Multimedia Appendix 1. The systematic reviews, which in part underpinned these statements, have previously been published [18,19,47-49].

Stage 2: Co-design Workshop 1

Stage 2 Participants
A total of 42 stakeholders participated in co-design workshop 1. Participants included 12 members of the research team (6 workshop facilitators and 6 scribes), 22 adults aged 55 years or over (9 males) as potential intervention users, and 8 health and social care professionals (3 males) from the voluntary sector and public health organizations, whose role was related to improving health and well-being of people in retirement. The research team included health researchers from a range of disciplines involved in improving health and well-being in older people and with combined expertise in design, behavior change, public health, physical activity, nutrition and dietetics, and social gerontology.

Older adults from local older people’s forums were sampled purposively to represent men and women at different stages in the retirement transition and from diverse socioeconomic backgrounds.

Stage 2 Procedure
The aim of stage 2 (co-design workshop 1) was to determine the face validity of the evidence statements and brainstorm new intervention ideas, which were informed and inspired by the evidence statements. In preparation, discussion among the research team identified that the qualitative work provided the context in which the intervention would be built. The qualitative work emphasized individual experiences through retirement; retirement was commonly experienced as a process rather than a discrete event. The systematic review evidence and the theoretical framework of the Health Action Process Approach provided recommendations regarding intervention content, modalities, and timings. Through these discussions, the research team identified the need for co-design techniques that could combine descriptive, context-rich narratives with more discrete evidence regarding health and social behaviors.

The workshop took place in a university space. Participants were divided into small groups, each comprising older adults, health and social care professionals, one facilitator, and one scribe. Facilitators guided the structure and timing of the workshop, and scribes recorded participants’ comments and ideas.

The first technique used in the workshop was the co-design of a persona. As retirement is both a process and idiosyncratic, “persona building” [51] was a useful technique in order to orient each group to real world issues in retirement. Each group of workshop participants was assigned a different persona with a description that was a composite of different accounts and experiences of participants in the qualitative study and from clinical experience of the research team. The personas represented male and female older adults from a range of socioeconomic positions (see Multimedia Appendices 2 and 3). Each workshop group considered one of the behaviors examined in the systematic reviews [47-49]. For example, Jeff was said to be physically inactive but had enjoyed being active when he was younger.

The second technique was “experience mapping” [52] of the retirement transition. To generate intervention ideas including considering when it would be most needed, accepted, and potentially effective, we mapped different retirement pathways identified in the qualitative study. Each group considered the possible key stages in the persona’s retirement transition such as “Jeff gets made redundant,” “Jeff retires,” and “Jeff gets a part-time job.” This technique allowed participants to discuss how the persona might feel during the retirement transition, reflecting on their own experiences. Each group generated intervention ideas that would help tackle the specific health, social, or resource challenges of the persona in each scenario. In particular, groups were asked to consider Web-based intervention ideas. Drawing on evidence statements regarding the importance of the local environment and community resources to facilitate behavior change, groups were presented with a map of the persona’s local area and asked to think about whether local resources could support the intervention ideas generated.

“Wild cards” representing random events that might disrupt the retirement story were introduced to mimic the unpredictable nature of real life and challenge the participants to consider whether these events would alter the retirement story. The wild cards also provided opportunities to discuss how specific intervention features, such as behavioral change techniques, could be incorporated in the persona’s retirement pathway.

The third technique was “storyboarding” [53]. This allowed the group to pull their different ideas together to form a new intervention to support an ideal retirement experience for their persona. The intervention ideas from each group provided an outline of a potential intervention, which was defined to include its name, how it would be signposted or advertised, features to encourage initial and longer-term engagement, and the lifestyle behaviors it would help to promote.

Stage 2 Analysis
Shortly after the workshop, the facilitators prepared detailed notes to capture group discussions and describe how the participants tackled each activity, reflecting on the key insights and ideas discussed within each group. Analyzing the outputs of the workshop activities revealed recurring design ideas (ie,
broad goals for the intervention), which became the “principles underpinning the intervention.” The intervention principles were derived from validating the acceptability and importance of the evidence statements with potential users, and therefore the principles reflected the context in which the intervention would be built and ideas for intervention content, modality, and timing. These principles were further explored and developed by stakeholders at subsequent workshops (co-design workshops 2 and 3, described below) to generate more tangible ideas for products and features for the intervention. The method used to analyze the facilitator notes and workshop materials resembles thematic analysis [54], a technique that allows for the identification of repeated patterns of meaning. As used here, it captured design ideas in addition to themes.

Stage 2 Outputs
The outputs of co-design workshop 1 were the potential intervention ideas from each of the six groups. The potential intervention components, resources for the intervention, and the key design priorities were identified by the research team. The most common themes and features in the intervention ideas formed the following intervention principles:

1. **Self-reflection** on financial, time, social, health, and community resources; the intervention should provide practical assistance in planning or structuring activities focusing on key life events rather than age;

2. **Personalization** to individual circumstances, preferences, and goals, providing a flexible intervention with individual feedback and tailored support from a mentor;

3. **Social relationships** linked to being physically active, eating healthily, in order to reduce risks of social isolation, promote a sense of social support, and share experiences in an engaging way.

Stage 3: Co-design Workshop 2

Stage 3 Participants
A total of 20 stakeholders participated in co-design workshop 2: 6 members of the research team (3 facilitators and 3 creative facilitators) and 14 older adults (6 males). Older adults were recruited from local forums as before.

Stage 3 Procedure
Co-design workshop 2 aimed to obtain user feedback on the intervention principles derived from co-design workshop 1. Feedback was used to assess face validity of the principles and to develop the core intervention concepts. The workshop took place in a local community meeting space and lasted 4 hours including refreshment breaks. Participants were divided into three groups, each of which was led by a workshop facilitator. Each group was also supported by a creative facilitator with design expertise, who sketched the intervention ideas as they were being generated and facilitated the development of hand-drawn prototypes of potential interventions using paper Web browser templates. Web browser templates were used to explicitly explore the acceptability of a Web-based intervention.

In preparation for this workshop, the design expert identified further co-design techniques to facilitate the presentation and interaction with specific aspects of the intervention principles using Web browser visual materials and prompts. “Prototyping” was a key technique used to communicate ideas, which enabled the progression of thinking through physical making, a safe space for failure leading to faster learning, and encouragement and permission to explore new behaviors [55].

Validation of the self-reflection intervention principle was conducted using mock-ups of a work transition tool with interactive graphs and texts. This tool, which supported individuals to reflect on possible work exits (eg, retiring fully, reducing hours) or re-entry (eg, returning to employment) as identified in the qualitative work [56], was developed in each workshop group.

To further explore the personalization intervention principle, participants were asked to consider what questions the intervention platform should ask to learn about the persona’s attitudes and habits in relation to the target lifestyle behaviors. The answers to these questions would shape how the intervention could be personalized to meet the persona’s needs, circumstances, and goals. Participants wrote the questions on cards, placed them in a natural conversational order, and considered options for how they could be presented (eg, written text, video clips, and images).

The co-design technique of persona building was used to further explore and validate the social relationships intervention principle, while also providing further opportunity to explore the act of planning included in the self-reflection principle. Groups mapped a typical week during retirement, focusing on the absolute and relative time the persona engaged in lifestyle behaviors related to being physically active, eating healthily, and spending time with other people.

Stage 3 Analysis
Detailed notes capturing each group’s discussion, how the participants tackled each activity, and key feedback on the intervention principles were produced by the facilitators. Using thematic-based analysis as in stage 2, facilitator notes and the hand-drawn prototypes of potential interventions were analyzed to identify recurring design ideas and intervention user requirements, and to define the core intervention concepts, which reflected the intervention principles and the target lifestyle behaviors of physical activity, healthier eating, and social roles.

Stage 3 Outputs
The outputs of co-design workshop 2 were core intervention concepts and the hand-drawn prototypes of novel interventions, which served to document how the intervention principles were validated through user feedback. The “work transition” and “mapping a retirement week” tools were evaluated as enabling self-reflection; providing feedback on financial, time, and social resources (including considering how social relationships can be linked with other activities during a week); and facilitating future goal setting and planning. Seeing when new activities could take place was deemed to be extremely valuable, providing insight into potential spare time. It also served to prompt people to set boundaries (eg, ensuring they did not overcommit to looking after grandchildren) and goals.
A core set of personalization questions were defined whose answers would allow the intervention to be tailored to individual needs and goals. The result was a low-fidelity (limited function) prototype of the user registration component of the intervention, with each webpage hand-drawn on a deck of paper templates.

The majority of participants welcomed a Web-based intervention, acknowledging the benefits of having access at home and at convenient times, and the intrinsic ability of a Web-based intervention to be tailored to the individual. However, there were concerns that some individuals may feel unsupported by technology and consequently disengage from the intervention, further reinforcing the need for support from a mentor outlined in the personalization design principle. Potential cost-effectiveness and scalability of the intervention were predefined priorities of the research team. Therefore, providing access to someone to support the use of the intervention, such as a health care assistant, was considered unfeasible. Consequently, the role of a virtual mentor within the Web-based intervention, who could help the user explore transition options and lifestyle behaviors, was explored and positively appraised.

The research team identified common themes and features of the hand-drawn prototypes that related to the target lifestyle behaviors to form the following core intervention concepts: (1) time use and work exit planning as an opportunity to assess current financial, time, and social resources, receive feedback, and encourage the planning of new activities, (2) personalized goal setting based on identified available resources, self-monitoring of behavior, and regular reviewing of lifestyle goals, and (3) a Web-based intervention as an acceptable mode of delivery, providing that support to use is available.

Stage 4: Translating Outputs Into a Design Brief and Specification

Stage 4 Procedure
The aim of this stage was for the research team to examine, critically evaluate, and translate the outputs from the previous stages into a detailed design brief and specification document to inform the intervention build.

Stage 4 Analysis
The evidence statements (stage 1), design principles (stage 2), hand-drawn prototypes, and core intervention concepts (stage 3) were examined for recurring design ideas and intervention requirements across all outputs. These ideas and requirements were evaluated critically by the research team for concurrence with the team’s predefined priorities, the intervention development context, and their suitability to support the promotion of the target lifestyle behaviors.

Stage 4 Outputs
The output was a design brief and specification document detailing the aim of the intervention and the design features it should include (see Multimedia Appendix 4). The design brief stated the need for an interactive website including a set of intervention tools to support people to have a healthier and more fulfilling retirement. The design specification detailed the following design features that the intervention should include: personalized, scalable, sustainable, interactive, digital, user flow through the intervention, and visually and functionally engaging. The following intervention sections or modules to be included were also detailed: user profile, work-exit and cost of living, time and activity planner, physical activity, eating well, and social relationships.

Stage 5: Intervention Build

Stage 5 Procedure
The aim of this stage was to produce a functional version of the intervention prototype. This involved a tendering process to identify a Web development company that would support the building of a functional Web-based intervention prototype. The design brief and specification were included in the tender. The research team worked closely with the contracted company throughout the process, holding regular face-to-face meetings to discuss emerging ideas for presenting the intervention content, to order and structure the intervention modules, and to maximize user engagement with the intervention.

Stage 5 Outputs
Wireframes for the intervention modules, detailed module content, and decision trees guiding user flow through the intervention were developed. Wireframes are simple images that show how a website and its webpages are structured and how the content is arranged. A set of six “virtual mentors” connected, if desired, to audio files recorded by local actors to provide cultural links were also developed to guide and support users through the intervention. The final output of this stage was a functioning Web-based intervention prototype for testing and optimization with stakeholders (see Multimedia Appendices 5-14).

Stage 6: Co-design Workshop 3

Stage 6 Participants
A total of 37 stakeholders participated in co-design workshop 3: 8 members of the research team as facilitators and 29 older adults (12 males). Older adults were recruited from local forums.

Stage 6 Procedure
The aim of the third and final co-design workshop was to “de-risk” the prototype [57] through testing intervention functionality and identifying necessary modifications using a cognitive walkthrough activity [58]. The final workshop took place in a university space. Participants were divided into small groups, each of which was led by a workshop facilitator. The intervention de-risking techniques focused on exploiting user experience testing. Participants were provided with a tablet and asked to use the intervention with the aim of testing its functionality, usability, and aesthetics. Feedback, queries, technical and functional issues that participants expressed were recorded by the group facilitator on printed screenshots of each page of the intervention. The technique of persona building was used as the vehicle for the group to navigate the intervention from the perspective of the persona.

Stage 6 Analysis
The feedback and issues identified by each group were collated by the facilitators. Technical and functional issues were added
to a list of required revisions to the intervention prototype. Other feedback, such as comments relating to the design, esthetics, or content of the intervention, was considered by the research team to ascertain whether the revisions were feasible and essential.

**Stage 6 Outputs**

The output of this stage was a comprehensive list of revisions to the intervention prototype required to improve user experience and acceptability of the intervention. Identified revisions to the prototype included (1) refining color contrasts and font size, (2) revising text content, order, and position, (3) including an intervention overview page, a dashboard summarizing the parts of the intervention with which the user has already engaged, and a diary summarizing the user’s activities scheduled for the following weeks, (4) adding progress bars for questionnaires, and (5) providing options to hear the mentor’s voice and viewing the time planner as a calendar or pie chart. An optimized functioning intervention prototype was produced following the amendments and refinements.

**Stage 7: Iterative Intervention Optimization**

**Stage 7 Participants**

A group of 30 representatives of stakeholders (potential intervention users, researchers, and health and social care professionals) provided feedback on the revised intervention prototype.

**Stage 7 Procedure**

The aim of this final stage was for the revised intervention prototype to be further tested by stakeholders to identify additional ways to improve and refine the intervention. This stage adopted an iterative testing, user feedback, and intervention refinement process whereby optimization occurred in parallel with testing to ensure that new or revised features were also tested. The research team liaised closely with the Web development company to ensure that optimization occurred promptly and efficiently.

**Stage 7 Outputs**

The output was a final prototype Web-based intervention, ready for formal field testing in a pilot randomized controlled trial (to be reported elsewhere). The intervention was named LEAP (Living, Eating, Activity, and Planning in retirement). Table 1 presents a summary of LEAP intervention modules, tools and interactive features, and the evidence on which each element was based.

**Ethical Approval**

This work was conducted as part of the LiveWell program. Ethical approval was acquired from Newcastle University Ethics Committee (No 00423). Informed consent was obtained from participants in the qualitative study. The workshops were based on a co-design methodology where all stakeholders (research team, older adults, and health professionals) held shared “power” in the development of the new intervention. No personal data were collected, thus ethical consent to participate in the workshops was not obtained. However, informed consent was obtained for the purpose of photographically recording the activities at each workshop.
Table 1. The LEAP features and modules, and the objective(s), tools, and evidence on which they were based at different stages of the intervention development process.

<table>
<thead>
<tr>
<th>LEAP section/module</th>
<th>Objective(s)</th>
<th>LEAP tools</th>
<th>Evidence base</th>
</tr>
</thead>
<tbody>
<tr>
<td>User profile</td>
<td>Register the user and set preferences</td>
<td></td>
<td>Qualitative research found that retirement transitions and available resources are idiosyncratic. The user profile supports the tailoring of LEAP to address the variable nature of retirement transitions [56,59]. Preliminary information about the user’s retirement stage, physical activity, diet, and social circumstances is captured and used to tailor the introduction of the related module.</td>
</tr>
<tr>
<td>Intervention overview (Multimedia Appendices 5-7)</td>
<td>Provide an overview of the modules and their objectives, and guidance on the general functions and features of LEAP. Set personal preferences (mentor, email bulletin).</td>
<td>Interactive carousel overview of modules. Opt-in for LEAP to be personalized and supported by a virtual mentor. One of eight mentors could be chosen with the option of hearing their voice or reading the text. Opt-in to receive weekly email bulletin summarizing recent usage of LEAP and prompt revision of goals and plans (BCT: follow-up prompts, goal review).</td>
<td>Co-design workshop 3 identified the need for an overview to provide a guide to the intervention modules and tools, including emphasizing the intended dip-in and dip-out nature and user-determined flow through the intervention. Co-design workshop 1 identified the need for a mentor to support user journey through the intervention. This idea was appraised positively during co-design workshop 2. Virtual mentors were developed and optimized during co-design workshop 3. Systematic review of dietary interventions found that the BCT follow-up prompts was associated with greater intervention effectiveness [19]. Self-regulation prompts for action control [60] is an effective behavior change strategy [61].</td>
</tr>
<tr>
<td>Time module (Multimedia Appendix 8)</td>
<td>Reflect on current and desired future time use over the retirement transition.</td>
<td>Interactive calendar or pie chart time planner.</td>
<td>Qualitative research indicated that assistance to reflect on current and future time use was important. Considering how time might be spent in retirement (eg, additional care of relatives, unstructured time) might help identification of personalized goals (eg, a need for a structured role or activity) and potential barriers/ facilitators to goal achievement [56]. This module provides space and tools for the user to think through the possibilities and opportunities for lifestyle behaviors, goals, and aspirations. Co-design workshop 1 found that a time reflection tool would be useful. Co-design workshop 2 found that providing a choice of how the time planner tool is presented (calendar or pie chart style) is desirable and that this module was valuable to “set the scene” for other modules, where activities could be considered and scheduled.</td>
</tr>
<tr>
<td>Changing Work module (Multimedia Appendix 9)</td>
<td>Consider financial and work situation as participant moves through the retirement transition.</td>
<td>Interactive bar charts and graphs to visualize different retirement trajectories and the effect on income and expenditure.</td>
<td>Qualitative research indicated that finances and modes of work transition (eg, full to part-time, fully retire, retired to part-time) are idiosyncratic and lay the foundation for different retirement experiences and the adoption and maintenance of lifestyle choices [59]. This module allows the user to consider their circumstances and opportunities to engage in new activities (eg, continuing working reduces available free time but the continued income could mean can retire earlier). Co-design workshop 1 showed that a work exit tool was appraised positively by potential users. Co-design workshops 2 and 3 further developed and refined this tool.</td>
</tr>
<tr>
<td>LEAP section/ module</td>
<td>Objective(s)</td>
<td>LEAP tools</td>
<td>Evidence base</td>
</tr>
<tr>
<td>--------------------------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Moving More module</td>
<td>Awareness of current physical activity level. Opportunity and tools to engage in self-regulation of PA.</td>
<td>Pedometer to facilitate self-monitoring, goal setting including step-count, receive feedback, schedule activities, identify barriers, and revisit and review step and activity goals (BCT self-monitoring, goal setting behavior and outcome, goal review, action planning, barrier identification).</td>
<td>Physical activity was a predefined target behavior. Systematic review of physical activity suggested that the BCTs of providing feedback was associated with greater long-term effectiveness [18]. Evidence for the effectiveness of other self-regulation BCTs to promote PA, in line with the Health Action Process Approach [16,62-64]. Co-design workshop 1 confirmed that the BCTs of self-monitoring, goal setting, and action planning were acceptable to stakeholders and potentially valuable for most. Co-design workshops 2 and 3 further developed and refined this module.</td>
</tr>
<tr>
<td>Being Social module</td>
<td>Explore potential benefits of having a meaningful occupation/role or spending time with significant others.</td>
<td>Interactive social relationship mapping, social role case studies and schedule activities (BCT: action planning).</td>
<td>Social connectedness was a predefined target behavior. Systematic review of social roles suggested that interventions providing explicit roles with group support were effective [48]. The social roles tool provides resources to explore explicit roles. Participating in social relationships has been identified in the literature as key to well-being in later life [38]. Qualitative research confirmed the importance of social relationships but did not identify a clear opportunity for intervention [56]. Co-design workshop 2 identified a potential intervention mechanism through a relationship reflection tool, supporting by structured suggestions for maintaining and building social relationships.</td>
</tr>
<tr>
<td>Eating Well module</td>
<td>Awareness of current diet and provision of information to make diet more Mediterranean in style.</td>
<td>Mediterranean diet quiz and feedback, goal setting, recipe book, schedule trying a new recipe, identify barriers, and revisit and review goals (BCTs: information about consequences of behavior, goal setting behavior and outcome, goal review, action planning, barrier identification).</td>
<td>A predefined target behavior. Systematic review of Mediterranean dietary patterns suggested that the BCTs of goal setting, identifying barriers, feedback, and follow-up prompts were associated with greater effectiveness [19]. Co-design workshop 1 identified the need for a self-assessment tool to appraise fit between current diet and Mediterranean eating pattern, with personalized feedback and suggestions to improve. Co-design workshop 2 confirmed acceptability of the module’s core functions, including personal goal setting, feedback, and follow-up prompts, in line with BCTs identified in systematic review [19]. A meal planner and recipe guide were also judged acceptable. Co-design workshop 3 confirmed acceptability of the barrier identification and coping planning features. Stakeholders suggested improvements to interface usability and clarity.</td>
</tr>
<tr>
<td>Diary</td>
<td>Schedule PA, trying a new Mediterranean diet recipe or social activity for the current and following week.</td>
<td>Intelligent design remembers previously named significant others and prompts to add them to the scheduled activity (BCT: action planning).</td>
<td>This feature arose in co-design workshop 3 and was developed subsequently as a way to summarize the activities a user had scheduled and link with the weekly email bulletin to encourage revisiting the intervention to update data, get feedback, revise goals and plans, and schedule new activities. Evidence for the effectiveness of self-regulation behavioral change techniques to promote health behaviors, in line with the Health Action Process Approach [16,18,19,62-64].</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

This paper’s key contribution is providing a description of a systematic, sequential approach to integrating scientific evidence from systematic reviews, qualitative research, and expert knowledge and experience with stakeholder involvement to develop an evidence-based complex health intervention. We have detailed the stages employed including the co-design techniques used and the outputs produced, and have demonstrated the application of the approach in the development of LEAP, a Web-based lifestyle intervention for people in the...
retirement transition. Here we provide a critical appraisal of this approach.

**Strengths and Limitations**

The approach presented in this paper follows and complements the Medical Research Council (MRC) guidance for the development of complex health interventions [14]. As advocated in this guidance, our approach applied systematic and rigorous methods to identify and evaluate the evidence base and the theoretical basis for a novel intervention. In addition, we have described the practical stages and methods required to integrate this evidence with stakeholder input. Specifically, we have utilized co-design methodology to facilitate stakeholder engagement and input, which can be modified and refined to suit the specific intervention context and target population. Our approach adds to recent studies using co-design techniques for health care innovation [5-7] providing a concrete example of how to apply these methods in the development of a Web-based lifestyle intervention in retirement.

Our intervention development approach follows seven distinct stages, each of which has the following strengths, limitations, and challenges. Stage 1, “compiling the evidence base,” is an essential component of intervention development [14], but depending on the size and extent to which the evidence base has been interrogated previously, this stage can be resource intensive, which may be a barrier for projects with scarce resources. In the example of developing LEAP, there was limited existing evidence for the effectiveness of lifestyle interventions in retirement and on experiences of the retirement transition. The wider evidence base for behavior change and knowledge of local resources with which the intervention could link were evidence sources that already existed yet required explicit interrogation in relation to the intervention objectives.

A challenge faced during stage 2 co-design workshop 1 involved the use of personas. Some stakeholders struggled with this concept initially but when the purpose of using a persona was further explained by researchers, stakeholders engaged with the process. In addition, many stakeholders found that the wild cards, used to assess how specific BCTs could be incorporated in the persona’s retirement pathway, were too abstract and difficult to grasp, thus limiting the assessment of their potential value and acceptability in the intervention. However, allowing stakeholders to explore how BCTs work in practice using a prototype intervention at a later stage in the intervention development process (stage 4) was found to be more effective.

The possibility of a Web-based intervention was a planned consideration of the research team, we were cognizant of the potential limitations related to the so-called digital divide and subsequent health inequalities in intervention access and use [65]. This issue was further explored in the formal pilot evaluation of LEAP (reported elsewhere).

The success of stage 2 co-design workshop 1, stage 3 co-design workshop 2, and stage 4 translating outputs into a design brief and specification, relied critically on contributions from our design expert. During stage 2, the design expert identified established co-design techniques, including persona-building and storyboarding, to facilitate the development of persona narratives within the scope of the qualitative evidence, and as a means to punctuate these narratives with opportunities to pursue the specific lifestyle behaviors identified in the systematic reviews. They also ensured that the evidence statements, written in scientific terms, were translated into plain English and presented in a visually engaging way so that they were accessible and interesting for all participants. During stage 3, the design expert guided the creative facilitators to sketch the intervention ideas generated and prototype potential interventions. When testing prototypes, the researchers observed that the level of fidelity of the prototypes was important; sketched ideas were easier for participants to engage with than more detailed mock-ups of one part of the intervention were, which was interpreted as a finished product inviting little useful feedback [66]. These visual aids served both as prompts for discussion in the workshop and as illustrations of design ideas for use in stage 4.

The challenge of stage 4 was to ensure that recurring design ideas contained in the prototypes were translated into specific features for tools, modules, or requirements of the intervention. Here, the design expert supported the production of a design brief and specification that reflected the outputs from previous stages while also detailing the intervention content and function that should be included in the intervention build.

A challenge of stage 6 co-design workshop 3 was that some user feedback suggested revisions to the prototype that were deemed unfeasible or non-essential by the research team and therefore were not addressed in the revisions. For example, idiosyncratic feedback about the value of particular modules or features indicated that not all parts of the intervention would be useful to all users. Rather than trying to anticipate which parts of the intervention would be most valuable to a user on the basis of their user profile, the team decided to emphasize in the intervention overview that LEAP is designed to allow a user to choose which modules or features to engage with, in an order of their choice. This would also allow an individual to revisit other parts of the intervention at a later date when perhaps their needs and priorities had changed.

The challenge of translating requirements from multiple perspectives and evidence sources (i.e., people with experience of retirement, organizations, and subject experts) alongside the scope and stated aims of the research program required that pragmatic compromises were made. Decisions were taken through discussion by the research team. In addition, the contracted Web-development company had many design decisions to make in the functional intervention build that were not directly influenced by co-design stakeholders until the prototype testing stages.
A strength of our approach is that it draws on the diverse skills of a multidisciplinary team with expertise in a range of research methodologies, including systematic reviewing, qualitative enquiry, and intervention co-design and development. Teams also need the subject expertise required to develop the particular intervention, which in our case included PA, nutrition and dietetics, social gerontology, and information technology expertise.

**Comparison of our Intervention Development Approach With Other Approaches**

Our sequential approach fills an important methodological gap in the complex health intervention development literature, providing the description and appraisal of how to integrate systematic review, qualitative research, and other evidence with stakeholder engagement in a co-design process. Other approaches have advocated the integration of user perspectives in intervention development, demonstrating the importance of conducting qualitative research with a wide range of people from the target user populations at every stage of intervention development, from planning to feasibility testing and implantation [25,67]. In addition, the application of co-design techniques in health care intervention development has been demonstrated [8-11]. Our approach values the role of qualitative research and stakeholder input in intervention development but also details how to integrate systematic review evidence in the process, which is an important component of the MRC guidance [14]. Moreover, we provide detailed information on the stages and methods required to follow the approach to develop an intervention that is not only evidence-based but also fits the needs of intervention stakeholders, thereby increasing the likelihood of the intervention being acceptable and feasible. A 6-step guide [68] attempts to fill the methodological gap in the literature by providing a guide of how to develop public health interventions from defining the problem and identifying the modifiable causal and contextual factors through to collecting preliminary evidence of effectiveness. Our approach complements this guide describing the specific methods and co-design techniques that can be employed at each step.

As illustrated by our example of developing LEAP, the approach we have tested enables a clearly documented description of the intervention development process including the evidence on which each intervention feature/characteristic was based and the potential causal mechanisms of change in terms of BCTs used (see Table 1). Documenting the process in this way ensures that the intervention can be clearly described and reported, facilitating future replication. Thus our approach supports researchers to conform to the Template for Intervention Description and Replication (TIDieR) intervention reporting guidelines [69] and to develop an intervention logic model or “theory of change,” which can direct an evaluation of the effectiveness of the intervention as advocated in the MRC guidance on process evaluation of complex interventions [70].

**Implications of our Approach**

The approach we present provides a sequential description of the methods needed to pursue evidence and theory-based complex health intervention development. The co-design techniques we employed, namely persona building [56], experience mapping [59], storyboarding [60], and prototyping [43], originate from product and service design adopting a social and user-centered process [4]. Co-design techniques have been used to involve stakeholders as co-designers in health care innovation and intervention development [5-11]. Our approach adds to this growing body of literature providing an explicit and replicable description of how to apply the techniques using the example of the development of LEAP, a complex lifestyle intervention for people in the retirement transition.

As discussed, the approach can be labor and time intensive. In the illustrative example of developing LEAP, a large proportion of the project timeline was attributed to delivering the outputs of stage 1. Conducting high-quality systematic reviews is a lengthy and resource-intensive process, which in our example, included additional work to identify the associations between intervention features and effectiveness. This was a necessary stage in the process as current systematic review evidence of interventions for PA, Mediterranean dietary patterns, and social roles for people in retirement did not exist. Where recently conducted, high-quality systematic reviews exist, these can be used to develop the evidence statements to inform intervention co-design (stage 2), maximizing the time and resources available for the later stages of designing, building, and de-risking the intervention.

**Further Work**

We have demonstrated that a sequential approach can be applied to the development of a Web-based lifestyle intervention for people in retirement. Further work is needed to apply this approach to other areas of health intervention development. Further application and refinement of this approach would help build evidence about its utility and acceptability. This in turn could support the development of formal guidance on this process.

The final output of our approach to intervention development is a functional prototype (in our case, the Web-based intervention LEAP) ready for formal testing to ascertain the effectiveness of the intervention. Web-based interventions have significant promise to reach the rapidly expanding older adult population who are increasingly becoming routine Internet users [71] and have been shown to have positive effects on lifestyle behaviors, including PA, in older adults [72-74]. The feasibility and acceptability of LEAP has been formally tested in a pilot randomized controlled trial (NCT02136381), which will be reported elsewhere. The pilot data will be used to inform the design of a definitive evaluation of the effectiveness and cost-effectiveness of LEAP.

**Conclusions**

This paper fills an important methodological gap in the complex health intervention development literature by describing and appraising a systematic, sequential approach to the co-design and development of an evidence-based complex health intervention. Using the example of the development of the LEAP intervention, we have illustrated the application of this approach and detailed the stages and techniques followed, integrating quantitative and qualitative evidence (derived from systematic...
reviews and qualitative research), expert knowledge and experience, and stakeholder involvement.
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Long-Term Effects of an Internet-Mediated Pedometer-Based Walking Program for Chronic Obstructive Pulmonary Disease: Randomized Controlled Trial

Abstract

Background: Regular physical activity (PA) is recommended for persons with chronic obstructive pulmonary disease (COPD). Interventions that promote PA and sustain long-term adherence to PA are needed.

Objective: We examined the effects of an Internet-mediated, pedometer-based walking intervention, called Taking Healthy Steps, at 12 months.

Methods: Veterans with COPD (N=239) were randomized in a 2:1 ratio to the intervention or wait-list control. During the first 4 months, participants in the intervention group were instructed to wear the pedometer every day, upload daily step counts at least once a week, and were provided access to a website with four key components: individualized goal setting, iterative feedback, educational and motivational content, and an online community forum. The subsequent 8-month maintenance phase was the same except that participants no longer received new educational content. Participants randomized to the wait-list control group were instructed to wear the pedometer, but they did not receive step-count goals or instructions to increase PA. The primary outcome was health-related quality of life (HRQL) assessed by the St George’s Respiratory Questionnaire Total Score (SGRQ-TS); the secondary outcome was daily step count. Linear mixed-effect models assessed the effect of intervention over time. One participant was excluded from the analysis because he was an outlier. Within the intervention group, we assessed pedometer adherence and website engagement by examining percent of days with valid step-count data, number of log-ins to the website each month, use of the online community forum, and responses to a structured survey.

Results: Participants were 93.7% male (223/238) with a mean age of 67 (SD 9) years. At 12 months, there were no significant between-group differences in SGRQ-TS or daily step count. Between-group difference in daily step count was maximal and statistically significant at month 4 ($P<.001$), but approached zero in months 8-12. Within the intervention group, mean 76.7% (SD 29.5) of 366 days had valid step-count data, which decreased over the months of study ($P<.001$). Mean number of log-ins...
to the website each month also significantly decreased over the months of study ($P<0.001$). The online community forum was used at least once during the study by 83.8% (129/154) of participants. Responses to questions assessing participants’ goal commitment and intervention engagement were not significantly different at 12 months compared to 4 months.

**Conclusions:** An Internet-mediated, pedometer-based PA intervention, although efficacious at 4 months, does not maintain improvements in HRQL and daily step counts at 12 months. Waning pedometer adherence and website engagement by the intervention group were observed. Future efforts should focus on improving features of PA interventions to promote long-term behavior change and sustain engagement in PA.

**ClinicalTrial:** Clinicaltrials.gov NCT01102777; https://clinicaltrials.gov/ct2/show/NCT01102777 (Archived by WebCite at http://www.webcitation.org/6iyNP9KUC)
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### Introduction

Physical activity (PA) is significantly reduced in persons with chronic obstructive pulmonary disease (COPD), even at the earliest stages of disease [1-3]. Its clinical course is punctuated with acute exacerbations, during and following which persons suffer further reductions in PA [4,5]. As a disease with systemic consequences, COPD increases vulnerability to frailty, immobility, and loss of functional independence. Despite optimal pharmacological therapy, persons with COPD suffer from a downward spiral of breathlessness, deconditioning, and physical inactivity [6]. Comorbidities of cardiovascular disease, diabetes mellitus, and osteoporosis contribute to further reductions in PA [7,8].

Physical activity is a modifiable health behavior that affects COPD-specific outcomes [9-14]. It has been shown that a greater quantity of low-intensity PA reduces risk of COPD hospitalizations, whereas high-intensity PA does not result in risk reduction [15]. In a cohort of persons with COPD, those who walk the least have risks that are 2 and 6 times higher for acute exacerbations and COPD-related hospitalizations, respectively, compared to those who walk the most [12]. In addition, persons with COPD with higher PA levels have a significantly lower risk of dying, independent of forced expiratory volume in 1 second (FEV$_1$) [14]. The Global Initiative for Chronic Obstructive Lung Disease (GOLD) guidelines recommend regular PA for all persons with stable COPD as part of standard nonpharmacological treatment [6].

Despite the evidence and recommendations, effective long-term PA interventions are lacking in the clinical care of patients with COPD. Most studies of long-term exercise interventions have examined methods to maintain exercise in the subset of persons with COPD who have completed a conventional pulmonary rehabilitation program [16-21]. These interventions have combined weekly- or monthly-supervised exercise classes with unsupervised home exercise, support groups, and/or telephone contact with a health care professional, showing mixed results over the long term [16-21]. Strategies that promote behavior change and long-term adherence to effectively sustain PA in all persons with COPD are needed.

We developed an automated, Internet-mediated, pedometer-based walking program called Taking Healthy Steps to promote PA in persons with COPD. Taking Healthy Steps combines the Omron HJ-720 ITC pedometer (Omron Healthcare, Inc, Bannockburn, IL, USA) with a disease-specific website accessed via a URL. Taking Healthy Steps provides iterative step-count feedback, individualized step-count goals, education on disease self-management, motivational support, and an online community of social support [22-27]. We studied the efficacy of Taking Healthy Steps in a randomized controlled trial (trial registration: Clinicaltrials.gov NCT01102777) [27]. The conceptual framework, study design, and results at 4 months have been described previously [26,27]. We have shown that Taking Healthy Steps is safe and engaging, and improves health-related quality of life (HRQL) and increases daily step count at 4 months [25-27]. In this study, our primary aim was to assess the long-term efficacy of Taking Healthy Steps on HRQL and daily step counts, a marker for walking behavior change, at 12 months. Our secondary aim was to assess long-term engagement with the PA intervention.

### Methods

#### Recruitment

The study design and methods have been reported previously [26,27]. Participants were enrolled from national patient care databases of US Veterans, between December 2011 and January 2013, who had received any treatment services in the previous year and had a COPD diagnosis. Zip codes were matched with the Rural Urban Commuting Area Codes to determine whether one’s residence was urban or rural [28]. Of the 21 regional Veteran Integrated Service Networks (VISN) across the 50 United States and Puerto Rico, we excluded Veterans from one VISN (VISN-1) where another COPD research study using the Taking Healthy Steps platform was recruiting participants. The coordinating center was located at the Ann Arbor VA Healthcare System, Ann Arbor, MI, USA. Ethical approval for this study was granted by the VA Ann Arbor Healthcare System Human Studies Subcommittee.

A random sample of 28,957 Veterans (half rural, half urban) with a COPD diagnosis was sent a recruitment letter. Inclusion criteria included having access to a computer with an Internet connection, a USB port, and Windows XP, Vista, Windows 7, or Windows 8. Our a priori exclusion criteria excluded those who did not upload baseline step-count data or who did not
complete the baseline survey to assess HRQL. Per study protocol, participants had to have baseline values for the primary (HRQL) and secondary outcome (daily step count) to be enrolled and randomized. Ultimately, 239 participants were enrolled and randomized in a 2:1 ratio to either Taking Healthy Steps (Internet-mediated, pedometer-based walking program) or wait-list control (pedometer alone), stratified by Modified Medical Research Council (MMRC) dyspnea score and urban versus rural status (Figure 1). All participants were prompted monthly to report new or worsening medical problems; all self-reported adverse events were recorded. There were no face-to-face encounters with staff; all features were automatically delivered via the website.

**Figure 1.** CONSORT diagram at 12 months.

Outcomes

**Primary Outcome**
The St. George’s Respiratory Questionnaire (SGRQ), a disease-specific instrument with 50 items that has been well validated in COPD [29,30] was used to assess HRQL. It has a summary total score (SGRQ-TS) composed of three domain scores: symptoms (frequency and severity), activities (that cause or are limited by breathlessness), and impact (social functioning and psychological disturbances resulting from airways disease). Scores range from 0 to 100 with lower scores indicating better HRQL. A change of four units is the minimum clinically important difference for the SGRQ-TS [31]. Study participants completed the SGRQ online at study entry, 4 months, and 12 months.

**Secondary Outcome**
Daily step count was assessed by the Omron HJ-720 ITC pedometer. Once participants completed the baseline survey, study staff mailed them a pedometer that had an embedded USB port, an upload cable, and detailed written instructions on how to install the Java software and upload pedometer data. For users who did not have Java already installed on their computers, the software installation was a one-time event. Thereafter, participants uploaded step-count data using the cable that
connected the pedometer to their home computer. Research staff were available by telephone to assist with software installation and upload of step counts.

A wear day with valid step-count data was defined as one having at least 100 steps and 8 hours of step counts recorded [32]. At baseline, participants wore the pedometer covered with a sticker to blind the participant to device feedback. Baseline daily step count was the mean daily step count calculated using at least 5 days of valid data within a period of seven consecutive days. Follow-up daily step counts were calculated within a window of +/-14 days around day 121 for 4-month values, and +/-14 days around day 366 for 12-month values. Follow-up daily step counts were the means of at least 5 days of valid data within a period of seven consecutive days. We also calculated the mean daily step count each month by examining the data in 30-day increments. We used values from the last valid week (at least 5 days of valid data within a period of seven consecutive days) in each of those months.

**Intervention Group**

Participants randomized to Taking Healthy Steps completed an intensive 4-month intervention period, followed by a distinct 8-month maintenance phase (Table 1). During the first 4 months, participants were instructed to wear the pedometer every day, reminded to upload at least weekly, and were provided access to the website. The website has four key components [26,27]: individualized goal setting was based on uploaded step counts, iterative feedback allowed self-monitoring of step counts, motivational content provided a new educational tip every other day and a new motivational message each week, and an online community forum enhanced social support [22-27]. During the 8-month maintenance phase, participants continued to wear the pedometer, upload daily step counts, receive weekly step-count goals and feedback, and had access to the online community forum. They could view the initial 4 months of educational content and motivational messages, but no longer received new content. Topics on the online community forum included walking in a variety of weather/seasons, health topics (weight management, COPD disease management), injury prevention, barriers to walking, and technical issues with the pedometer and website.

<table>
<thead>
<tr>
<th>Features</th>
<th>0-4 Months</th>
<th>5-12 Months</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Taking Healthy Steps</strong></td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Control</strong></td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Taking Healthy Steps</strong></td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Control</strong></td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Wear pedometer</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Upload step-count data</td>
<td>At least weekly</td>
<td>At least monthly</td>
</tr>
<tr>
<td>Goal setting</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Feedback</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>New educational and motivational content</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Online community forum</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

**Wait-List Control Group**

Participants randomized to the wait-list control group were instructed to wear the pedometer every day, reminded monthly to log in to the website to upload step-count data, and asked to report all adverse events. Veterans in the wait-list control group received neither instruction to increase PA nor step-count goals. They had access to a webpage that showed only a checklist of surveys completed and a count of what week they were in the study. After 12 months, they were given the option to use the Internet-mediated intervention.

**Participant Characteristics, Device Adherence, and Website Engagement**

At baseline, participants answered questions online that assessed comorbidities, oxygen use, smoking status, and demographics. At study entry, 4 months, and 12 months, dyspnea was assessed using the MMRC scale (range 0-4 with 4 indicating the most severe level of dyspnea) [33]. Events self-reported during the study were defined a priori as COPD-related if persons experienced a combination of symptoms and/or required treatment with antibiotics and/or systemic corticosteroids. The COPD-related events included acute exacerbations or pneumonia, ascertained by self-reported events and/or review of health care utilization (hospitalizations and emergency room visits) and pharmacy data. To assure independence of individual acute exacerbations, participants were considered to have experienced a new acute exacerbation only if it were reported 21 or more days after the previous acute exacerbation [34].

We examined device adherence, overall and by group, by calculating the percentage of days (of 366 days) that were wear days with valid step-count data. For the participants who uploaded valid step-count data at 12 months and completed the study, we also examined percentage of days (of 42 days) that were wear days during the last 6 weeks of the study.

In the intervention group, we objectively examined website engagement by recording the number of log-ins to the website by month of study and assessing the frequency of use of the online community forum. In addition, at 4 and 12 months, participants in the Taking Healthy Steps group answered a structured survey eliciting feedback about their commitment to their step-count goals and various aspects of engagement with the intervention, including participants’ ease of finding time to log in to the website, knowledge of step-count goals, and use of the different components of the website.
Statistical Analysis

Proportions, means, and standard deviations described baseline participant characteristics. Two-sample t tests and chi-square tests compared baseline characteristics between groups. The occurrence of COPD-related events (acute exacerbations or pneumonia), hospitalizations, emergency room visits, deaths, and adverse events during the study were each compared between groups using a logistic regression model. For the count of hospitalizations, a zero-inflated Poisson regression model was also used to assess the difference in the rate of hospitalizations between groups. These models adjusted for age, gender, treatment group, and oxygen use.

The primary analysis used the intention-to-treat approach, and used a linear mixed-effects model with baseline, 4-month, and 12-month outcome values (eg, SGRQ-TS or daily step count) as dependent variables. No baseline variable was predictive of missingness in models adjusting for stratification variables and treatment group. Thus, the longitudinal data model included participants who had the dependent variable for at least one time point and was expected to give unbiased estimates of the intervention effect assuming missingness at random. The model included participants as random intercepts to adjust for within-participant correlations of repeated measures, fixed predictors of treatment group, 4- and 12-month time indicators, and treatment group by time indicator interactions, MMRC dyspnea score (dichotomized to 0-1 vs 2-4), and urban versus rural residence. We also analyzed the data excluding those who died. The proportion of participants who had at least a 4-unit improvement in SGRQ-TS at 12 months was compared between groups using a chi-square test [31]. For the analysis of mean daily step count by month of study, we used a linear mixed-effect model similar to that for the primary outcome except data were assessed in 30-day increments over the 12-month study period. Predictors were treatment group, month of study as indicator variables (coded as 1-12), group-by-month indicator variables interactions, dichotomized MMRC dyspnea score, and urban versus rural residence.

We assessed website engagement in the intervention group by characterizing the number of log-ins to the website using the mean, median, and interquartile range, and assessed trends over months of study using a linear mixed-effects regression analysis with monthly number of log-ins for each participant as the outcome and time (month since randomization) as the predictor. Trends for device adherence over month of study were examined with percent of days with valid step-count data using a linear mixed-effects model and for use of the online community forum using a generalized mixed-effects model with logit link. The effect of time on participant responses to the online survey about goal commitment and intervention engagement at 4 and 12 months was estimated for each response variable using a mixed-effects model with 4- and 12-month survey data as the dependent variable and predictors including 12-month indicator, baseline dichotomized MMRC dyspnea score, and urban versus rural status. All models, including the model for the number of log-ins, were checked for model assumptions using residuals.

One participant in the Taking Healthy Steps group was considered an outlier given that his change in SGRQ-TS was 4.0 standard deviations greater than the mean for change in SGRQ-TS and his change in daily step count was 8.1 standard deviations greater than the mean for change in daily step count. The extremely high step counts more likely reflected his occupational PA rather than any effects of our intervention. Our main analyses excluded the outlying individual, but we also repeated primary and secondary outcome analyses with this participant included. All analyses were performed with Stata 14.0 (StataCorp LP, College Station, TX, USA).

Results

Participant Characteristics

No information is available on the persons to whom we mailed recruitment materials but who were not screened because they did not go to our website and did not call us (Figure 1). The top three reasons for ineligibility of 459 participants were not sedentary (n=202), could not walk a block (n=120), or no compatible computer access (n=161), with some participants having more than one reason (Figure 1). In all, 68 persons consented but were not enrolled and randomized, including 19 who failed to submit a medical clearance form and did not upload step-count data, one who failed to submit a medical clearance form, four who failed to upload step-count data, and nine who failed to complete the baseline SGRQ (Figure 1).

Participants’ (N=238) characteristics include: mean age 67 (SD 9) years, male (93.7%, 223/238), rural residence (45.4%, 108/238), MMRC dyspnea score ≥2 (30.7%, 73/238), current smokers (24.8%, 59/238), and supplemental oxygen use (23.5%, 56/238) (Table 2). There were no significant differences in baseline characteristics between study groups, including current smoking history. Overall, 87.8% (209/238) of participants completed the 12-month online HRQL assessment, and 74.4% (177/238) uploaded 12-month valid step-count data. In the intervention group, 87.7% (135/154) of participants completed the HRQL assessment and 76.6% (118/154) uploaded valid step-count data, compared to 88% (74/84) and 70% (59/84), respectively, in the control group.
Table 2. Baseline participant characteristics (N=238).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Intervention (n=154)</th>
<th>Control (n=84)</th>
<th>Total (N=238)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>67 (8.6)</td>
<td>66.4 (9.2)</td>
<td>66.8 (8.8)</td>
</tr>
<tr>
<td>Gender (male), n(%)</td>
<td>146 (94.8)</td>
<td>77 (92)</td>
<td>223 (93.7)</td>
</tr>
<tr>
<td>Residence, n(%)</td>
<td>Urban: 83 (53.9)</td>
<td>47 (56)</td>
<td>130 (54.6)</td>
</tr>
<tr>
<td></td>
<td>Rural: 71 (46.1)</td>
<td>37 (44)</td>
<td>108 (45.4)</td>
</tr>
<tr>
<td>Hispanic (n=235), n(%)</td>
<td>5 (3.3)</td>
<td>1 (1)</td>
<td>6 (2.6)</td>
</tr>
<tr>
<td>Race, n(%)</td>
<td>Black: 7 (4.6)</td>
<td>3 (4)</td>
<td>10 (4.2)</td>
</tr>
<tr>
<td></td>
<td>White: 142 (92.2)</td>
<td>79 (94)</td>
<td>221 (92.9)</td>
</tr>
<tr>
<td></td>
<td>Other: 5 (3.3)</td>
<td>2 (2)</td>
<td>7 (2.9)</td>
</tr>
<tr>
<td>Current smoker, n(%)</td>
<td>41 (26.6)</td>
<td>18 (21)</td>
<td>59 (24.8)</td>
</tr>
<tr>
<td>Oxygen use, n(%)</td>
<td>35 (22.7)</td>
<td>21 (25)</td>
<td>56 (23.5)</td>
</tr>
<tr>
<td>SGRQ,* mean (SD)</td>
<td>Symptoms: 57.2 (19.1)</td>
<td>56 (19.9)</td>
<td>56.8 (19.3)</td>
</tr>
<tr>
<td></td>
<td>Activities: 62.3 (20.2)</td>
<td>64.2 (18)</td>
<td>62.9 (19.5)</td>
</tr>
<tr>
<td></td>
<td>Impact: 32.2 (16.5)</td>
<td>34.1 (17.9)</td>
<td>32.9 (17)</td>
</tr>
<tr>
<td></td>
<td>Total: 45.6 (15.4)</td>
<td>46.8 (15.6)</td>
<td>46 (15.4)</td>
</tr>
<tr>
<td>Baseline daily step count, mean (SD)</td>
<td>3488 (2316)</td>
<td>3521 (2058)</td>
<td>3499 (2224)</td>
</tr>
<tr>
<td>MMRC dyspnea score,* n (%)</td>
<td>0-1: 108 (70.1)</td>
<td>57 (68)</td>
<td>165 (69.3)</td>
</tr>
<tr>
<td></td>
<td>2-4: 46 (29.9)</td>
<td>27 (32)</td>
<td>73 (30.7)</td>
</tr>
</tbody>
</table>

*SGRQ: St. George’s Respiratory Questionnaire. Data for symptoms, activities, and impact were available from 236 participants; total from 233 participants.

At 12 months, 29 of 238 (12.2%) participants did not have sufficient data to calculate the SGRQ-TS: 19 Taking Healthy Steps participants and 10 controls. There was no significant difference in baseline SGRQ-TS (mean 49.8, SD 16.1 vs mean 45.6, SD 15.3; P=.18) or baseline daily step count (mean 3410, SD 2667 vs mean 3512, SD 2163; P=.82) between those for whom SGRQ-TS could not be calculated (n=29) versus those for whom SGRQ-TS was calculated at 12 months (n=209).

The percent of participants with COPD-related events (acute exacerbations or pneumonia) during the study did not differ between groups (control: 18%, 15/84; intervention: 22.7%, 35/154; logistic regression OR 1.4, 95% CI 0.7-2.8; P=.33). No between-group difference was found in the percent of participants with hospitalizations (control: 17%, 14/84; intervention: 23.4%, 36/154; logistic regression OR 1.6, 95% CI 0.8-3.2; P=.19) or emergency room visits (control: 24%, 20/84; intervention: 29.9%, 46/154; logistic regression OR 1.4, 95% CI 0.8-2.6; P=.27) during the 12-month study. For the count of hospitalizations, a zero-inflated Poisson regression model also found no between-group difference. The percent of participants who died during the study did not differ between groups (control: 2%, 2/84; intervention: 3.9%, 6/154; P=.53). Finding no between-group differences in the percentage of participants who were hospitalized or died provided assurance that the censoring of the outcome variables (SGRQ-TS or daily step counts) due to these events was not likely to confound the assessment of the between-group outcome differences. However, we repeated the analyses with deaths excluded as well.

**Health-Related Quality of Life**

There was no significant between-group difference in the primary outcome of SGRQ-TS (mean 1.1 units, 95% CI –2.2 to 4.5; P=.50) at 12 months (Table 3). The proportion of participants who achieved at least a 4-unit improvement in SGRQ-TS at 12 months was 45.2% (61/135) in the intervention versus 32% (23/71) in the control group (P=.08). There was no significant between-group difference in the SGRQ domain scores of symptoms (mean 0.5 unit, 95% CI –4.2 to 5.2; P=.84), activities (mean 0.04 unit, 95% CI –4.2 to 4.2; P=.99), and impact (mean 2.3 units, 95% CI –1.6 to 6.1; P=.25) at 12 months.
Table 3. Within-group changes and between-group differences in SGRQ scores and daily step counts at 12 months.

<table>
<thead>
<tr>
<th>Outcome and arm</th>
<th>N</th>
<th>Difference from baseline to 12 months, mean (95% CI)</th>
<th>P</th>
<th>Between-group difference, mean (95% CI)</th>
<th>p a</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SGRQ</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Taking Healthy Steps</td>
<td>154</td>
<td>−2.5 (−4.5, −0.6)</td>
<td>.01</td>
<td>1.1 (−2.2, 4.5)</td>
<td>.50</td>
</tr>
<tr>
<td>Control</td>
<td>84</td>
<td>−1.4 (−4.1, 1.3)</td>
<td>.31</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Symptoms</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Taking Healthy Steps</td>
<td>154</td>
<td>−3.2 (−6.0, −0.4)</td>
<td>.02</td>
<td>0.5 (−4.2, 5.2)</td>
<td>.84</td>
</tr>
<tr>
<td>Control</td>
<td>84</td>
<td>−2.7 (−6.5, 1.1)</td>
<td>.16</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Activities</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Taking Healthy Steps</td>
<td>154</td>
<td>−1.2 (−3.7, 1.3)</td>
<td>.36</td>
<td>0.04 (−4.2, 4.2)</td>
<td>.99</td>
</tr>
<tr>
<td>Control</td>
<td>84</td>
<td>−1.1 (−4.5, 2.3)</td>
<td>.51</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Impact</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Taking Healthy Steps</td>
<td>154</td>
<td>−3.4 (−5.6, −1.1)</td>
<td>.004</td>
<td>2.3 (−1.6, 6.1)</td>
<td>.25</td>
</tr>
<tr>
<td>Control</td>
<td>84</td>
<td>−1.1 (−4.2, 2.0)</td>
<td>.48</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Daily step count</strong></td>
<td></td>
<td></td>
<td></td>
<td>−108 (−720, 505)</td>
<td>.73</td>
</tr>
<tr>
<td>Taking Healthy Steps</td>
<td>154</td>
<td>270 (−86, 626)</td>
<td>.14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>84</td>
<td>163 (−336, 661)</td>
<td>.52</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a Based on linear mixed-effect models, adjusting for group, 4- and 12-month indicators, group×time indicator interactions, baseline MMRC dyspnea score (dichotomized to 0-1 vs 2-4), and urban versus rural status.

Intervention participants showed an improvement in SGRQ-TS of a mean 2.5 units (95% CI −4.5 to −0.6) at 12 months, compared to baseline (P=.01) (Table 3). For domain scores in the intervention group, symptoms improved by a mean 3.2 units (95% CI −6.0 to −0.4, P=.02), and impact improved by a mean 3.4 units (95% CI −5.6 to −1.1, P=.004) at 12 months. The control group showed no significant changes in the SGRQ-TS and domain scores at 12 months compared to baseline (Table 3). When the analysis was repeated with the outlying individual included, no substantive difference was seen in results, except improvement in symptoms within the Taking Healthy Steps group was marginally significant (P=.05). When the analysis excluded the eight deaths, results remained nearly identical.

**Daily Step Count**

There was no significant difference between groups with respect to the secondary outcome of daily step count at 12 months (P=.73) (Table 3). There was no significant change in daily step count in the intervention participants (P=.14) or in the control group (P=.52) at 12 months, compared to baseline (Table 3). Examination of daily step count by month of intervention showed that differences in daily step counts in the intervention group compared to controls were maximal and statistically significant at month 4, but approached zero in months 8 to 12 (Figure 2). Between-group P values were <.001 at 4 months, .28 at 8 months, and .82 at 12 months. Within the intervention group, although daily step counts peaked at 2 months and then declined over the course of the study, daily step counts continued to be higher than baseline values in all months of the study (Figure 2). Analysis including the outlying individual showed improvement in daily step counts at 12 months to be significant in the Taking Healthy Steps group (P=.048). Analysis excluding the eight deaths did not change results.
Device Adherence and Website Engagement

Device adherence during the 12-month study period was significantly higher in the intervention group than the control group, with mean 76.7% (SD 29.5) of the 366 days having valid step-count data in the intervention group versus mean 63.7% (SD 32.9) of the 366 days having valid step-count data in the control group ($P=0.002$). For the 177 participants in both groups who uploaded valid step-count data at 12 months and completed the study, mean 83.1% (SD 21.9) of days in the last 6 weeks of the study had valid step-count data. In these last 6 weeks, mean 87.5% (SD 16.5) of days had valid step-count data in the intervention group, which was significantly higher than the mean 74.1% (SD 28.1) of days observed in the control group ($P<.001$). In the intervention group, device adherence decreased significantly over time ($P<.001$), with mean 92.1% (95% CI 86.6-97.6) of days having valid step-count data at month 1 versus 70.3% (95% CI 64.9-75.8) of days at month 12 (Figure 3).

In the intervention group, mean number of log-ins to the website decreased significantly over the months of study ($P<.001$; Figure 4). The number of monthly log-ins was mean 6.8 (SD 3.7; median 6, IQR 3) at month 1, which declined to mean 4.2 (SD 3.5; median 4, IQR 3) by month 9 and mean 3.0 (SD 3.0; median 3, IQR 3) by month 12 (Figure 4). In the intervention group, 83.8% (129/154) of the participants used the online community forum at some point during the 12-month study; 66.2% (102/154) of participants directly viewed an online community forum thread or entry, and an additional 17.5% (27/154) of participants posted a new topic or a reply at least once. More than half of the participants responded “definitely true” (22/121, 18.2%) or “mostly true” (45/121, 37.2%) to the statement: “I learned helpful information when I used the online community forum.” There was a significant trend for decreasing use of the online community forum by month of study ($P<.001$).

Responses to questions regarding participant’s goal commitment were not significantly different at 12 months compared to 4 months (Table 4). When asked, “Overall, how motivated are you to walk each day?” with responses from 1=not motivated and 10=extremely motivated, the mean response was 6.8 (SD 2.3) at 4 months compared to mean 6.5 (SD 2.5) at 12 months ($P=0.06$). Responses to questions about engagement with the use of Taking Healthy Steps were not significantly different at 12 months compared to 4 months (Table 4).

Figure 2. Mean daily step count and 95% confidence intervals by month of study. Note: the Taking Healthy Steps (THS) curve is shifted to the right of the control curve on the x-axis for ease of visual display. Baseline data are included at month zero.
Table 4. Goal commitment and engagement with Taking Healthy Steps intervention.

<table>
<thead>
<tr>
<th>Goal commitment and engagement</th>
<th>N(^c)</th>
<th>4 months mean (95% CI)</th>
<th>12 months mean (95% CI)</th>
<th>p(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Goal commitment(^f)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>It’s hard to take my step-count goal seriously.</td>
<td>147</td>
<td>2.1 (1.9-2.2)</td>
<td>2.0 (1.9-2.2)</td>
<td>.69</td>
</tr>
<tr>
<td>Quite frankly, I don’t care if I reach my step goal or not.</td>
<td>147</td>
<td>1.7 (1.6-1.8)</td>
<td>1.7 (1.6-1.8)</td>
<td>.46</td>
</tr>
<tr>
<td>I am strongly committed to pursuing my step-count goal.</td>
<td>146</td>
<td>3.8 (3.6-4.0)</td>
<td>3.7 (3.5-3.9)</td>
<td>.52</td>
</tr>
<tr>
<td>It wouldn’t take much to make me abandon my step-count goal.</td>
<td>147</td>
<td>1.9 (1.7-2.1)</td>
<td>2.0 (1.8-2.2)</td>
<td>.27</td>
</tr>
<tr>
<td>I think my step-count goal is a good goal to shoot for.</td>
<td>146</td>
<td>4.0 (3.8-4.2)</td>
<td>3.9 (3.8-4.1)</td>
<td>.77</td>
</tr>
<tr>
<td>Engagement in Taking Healthy Steps(^d)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I would recommend the Taking Healthy Steps walking program to another person with COPD.</td>
<td>146</td>
<td>1.3 (1.2-1.4)</td>
<td>1.2 (1.1-1.3)</td>
<td>.01</td>
</tr>
<tr>
<td>It was easy for me to find the time to log in to the website once a week.</td>
<td>146</td>
<td>1.8 (1.6-2.0)</td>
<td>1.8 (1.6-2.0)</td>
<td>.92</td>
</tr>
<tr>
<td>I had technical difficulty uploading step-count data from the pedometer to my computer.</td>
<td>146</td>
<td>4.0 (3.7-4.2)</td>
<td>3.9 (3.7-4.1)</td>
<td>.75</td>
</tr>
<tr>
<td>I knew what my step goal should be every day.</td>
<td>147</td>
<td>1.5 (1.4-1.6)</td>
<td>1.5 (1.4-1.6)</td>
<td>.48</td>
</tr>
<tr>
<td>I was able to comfortably increase my daily step count every week.</td>
<td>147</td>
<td>2.6 (2.5-2.8)</td>
<td>2.8 (2.6-3.0)</td>
<td>.10</td>
</tr>
<tr>
<td>I looked at the graphs of the step counts that I walked.</td>
<td>147</td>
<td>1.6 (1.4-1.7)</td>
<td>1.6 (1.4-1.7)</td>
<td>.76</td>
</tr>
<tr>
<td>The motivational messages and educational tips were easy to understand.</td>
<td>143</td>
<td>1.9 (1.8-2.0)</td>
<td>1.8 (1.7-1.9)</td>
<td>.21</td>
</tr>
<tr>
<td>I learned helpful information when I used the online community forum.</td>
<td>137</td>
<td>2.5 (2.3-2.7)</td>
<td>2.4 (2.3-2.6)</td>
<td>.52</td>
</tr>
<tr>
<td>The daily step-count goals were too high for me to walk each day.</td>
<td>147</td>
<td>3.4 (3.2-3.5)</td>
<td>3.4 (3.2-3.5)</td>
<td>.98</td>
</tr>
</tbody>
</table>

\(^a\) Participants with responses at 4 and/or 12 months were included in the models.

\(^b\) Based on linear mixed-effect models with 4 and 12 months as the dependent variable and predictors of 12-month indicator, intervention group indicator and baseline MMRC dyspnea score (dichotomized to 0-1 vs 2-4) and urban versus rural status.

\(^c\) Response scale 1-5 with 1=strongly disagree, 2=disagree, 3=neither agree nor disagree, 4=agree, 5=strongly agree.

\(^d\) Response scale 1-5 with 1=definitely true, 2=mostly true, 3=not sure, 4=mostly false, 5=definitely false.

Figure 3. Percentage and 95% confidence intervals of days with valid step-count data in the intervention group by month of study.
Safety
Adverse events were categorized as pulmonary, cardiac, musculoskeletal, or other. A significantly greater percent of participants in the intervention group (27.9%, 43/154) had minor musculoskeletal adverse events than in the control group (10%, 8/84; \( P < .001 \)). There were no differences between groups with respect to pulmonary, cardiac, or other adverse events during the 12 months.

Discussion
We show that our Internet-mediated, pedometer-based walking intervention does not maintain benefits in HRQL and daily step counts at 12 months, despite demonstrated improvements at 4 months [27]. Although we report negative findings for the study overall, lessons learned about device adherence and website engagement are highly informative for guiding the development of future PA interventions that can effectively promote long-term behavior change and sustain PA.

Overall, we found that a COPD population found the study feasible and were engaged. The percentage of participants who completed the 12-month study, providing HRQL and step-count data, was high. In addition, our objective results assessing device adherence and showing that 83% of days for participants in both groups within the last 6 weeks of the study had valid step-count data support that people were not lost to the study and then showing up for the last evaluation period. Importantly, persons in the intervention group had significantly higher device adherence compared to the control group for the study overall and at the end of the study. This finding supports that the goal setting, feedback, educational and motivational content, and online community forum provided on the website significantly increased intervention engagement beyond that observed with the use of a pedometer alone.

For the first time, we rigorously elicited participant survey responses about goal commitment and intervention engagement, and objectively assessed device adherence and website engagement during the 12-month study. In the intervention group, responses to questions about engagement at 12 months were the same compared to those at 4 months, with participants finding time to log in to the intervention, knowing their step-count goal, and using the graphs, tips and messages, and forums. They also reported that they were as committed to their step-count goal at 12 months as they were at 4 months. Although participants reported the same levels of goal commitment and intervention engagement at the end of the study compared to the beginning of the study, sustained behavior change was not observed because there were significant decreases in number of days with valid step-count data, number of log-ins to the website, and use of the online community forum over time. Although we can only speculate as to cause and effect, the decrease in daily step count (a marker of intervention efficacy and walking behavior change) over time mirrors the declines in device adherence and website engagement over time.

The reasons for the observed decline in daily step counts over time require further exploration. Participants may not have continued to wear the pedometer, log in to the website, and walk over the 12 months for a variety of possible reasons that we did not assess, such as waning interest with the intervention, progression of underlying COPD, flare-up of comorbidities, or occurrence of intercurrent life events (eg, spouse illness). The effect of the intervention on daily step counts could potentially have been greater if the control group had not received a pedometer and monthly reminders to upload step counts. We are confident that battery life did not affect the results because we mailed a new battery with replacement instructions to each participant every 4 months. We replaced lost or broken devices reported to us.

These results are similar to published data examining maintenance exercise programs after conventional pulmonary rehabilitation [16-21]. Typically, the unstable clinical course of a chronic lung disease such as COPD makes it difficult for patients to resume or maintain an exercise program [20]. Although we observed no difference in the number of COPD-related events, such as acute exacerbations, between groups, the occurrence of acute exacerbations and flare-up of comorbidities over a period of 12 months may have modified
the response to Taking Healthy Steps within the intervention group.

The failure to obtain long-term benefits with our PA interventions parallels the literature studying other behavior changes, such as smoking cessation [35] and weight loss [36]. Our 8-month maintenance phase retained the key components of goal setting, feedback, and social support. The main feature omitted beginning at month 5 was new educational and motivational content. These findings support that ongoing behavioral modification techniques are critical to sustain PA [37,38]. We speculate that additional intervention components, such as face-to-face contact with peers and/or health care providers, would enhance the social support and motivation needed to sustain PA as a routine behavior. Use of evolving technology, such as wireless transmission and mobile connectivity with cell phones, smartphones/mobile phones, or tablets, could potentially provide anytime/anywhere access to the PA intervention and enhance its long-term efficacy [37,39,40]. Intensive counseling and support at the time of acute exacerbations and flare-up of comorbidities would address medical barriers to PA and motivate patients to continue to walk after an illness. Finally, incorporating the health care provider, health care institutions, communities, and society at large into PA interventions could enhance long-term behavior change and adherence to effectively sustain PA in persons with COPD [41,42].

The exact role of digital walking programs in starting and maintaining exercise in persons with COPD remains to be determined. Both acute and chronic models of digital walking programs are potentially useful. Acute intervention models are needed to initiate and promote PA in the vast majority of patients with COPD who cannot access a conventional pulmonary rehabilitation program [43]. In addition, maintenance models are appropriate and much needed because long-term maintenance of behavior change is challenging. In addition, digital walking programs can potentially be useful adjuncts after conventional pulmonary rehabilitation to maintain benefits, which start to wane as early as 3 to 6 months after program completion [20,21]. They can also be an important component of COPD self-management programs [44]. An interesting future question to address is whether restarting our intervention every 4 to 8 months would be an efficacious long-term strategy.

The potential full impact of our intervention can only be appreciated by performing a future cost-effectiveness analysis. Results from cross-sectional data from our group and others have shown that every step counts. We have not found a “threshold” or “optimal” daily step count to obtain clinical benefits. The benefits appear to be linear such that those with higher step counts have lower risks for acute exacerbations, hospitalizations, hospital admissions and readmissions, and death compared to those with lower step counts [9-14]. Future work is needed to examine whether PA interventions such as ours can decrease health care resource utilization and result in cost savings to our health care system.

Major strengths of our study include the randomized controlled trial design with balanced groups at baseline, objective data on device adherence and website engagement, and the long-term follow-up of 12 months. Our intervention is based on a theoretical model, and informed by previous work eliciting patient feedback to optimize user acceptability and develop the motivational and educational content [25,45]. Our Internet-mediated, pedometer-based intervention focuses specifically on walking, a low-intensity PA that most patients can do. It has already been shown that a greater quantity of low-intensity PA reduces risk of COPD hospitalizations, whereas high-intensity PA does not result in risk reduction [15].

Our study has several limitations. We studied primarily white male Veterans limiting the generalizability of our results. Spirometric confirmation of the COPD diagnosis was not made at study entry. However, any potential misclassification of asthma as COPD was most likely balanced between groups and would not bias the primary results. The vast majority of the patients had MMRC <2. It is justified to include patients with MMRC <2 because patients with newly diagnosed COPD have reduced PA even at the earliest stages of the disease [3]. It is important to promote PA even when patients are not significantly symptomatic, as recommended by the GOLD guidelines for COPD [6]. We found no difference in benefit of the PA intervention in those with MMRC <2 versus MMRC ≥2. We acknowledge the final response rate was likely biased toward respondents who had a particular interest in this type of intervention, and the results may not be generalizable to a wider COPD population. Finally, seasonal variation can influence our secondary outcome of daily step counts. We minimized the impact of season by having a 12-month intervention and enrolling participants over all four seasons.

An Internet-mediated, pedometer-based PA intervention for persons with COPD does not maintain improvements in HRQL or daily step count at 12 months, despite demonstrated improvements at 4 months. In addition, waning engagement with the PA intervention support that future efforts should focus on improving features of PA interventions to enhance long-term behavior change and sustain engagement with PA. These findings need to be considered when designing future Internet-mediated PA interventions.
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Abstract

Background: Lifestyle-related health problems are an important health concern in the transport service industry. Web- and telephone-based interventions could be suitable for this target group requiring tailored approaches.

Objective: To evaluate the effect of tailored Web-based health feedback and optional telephone coaching to improve lifestyle factors (body mass index—BMI, dietary intake, physical activity, stress, sleep, tobacco and alcohol consumption, disease history, self-perceived health, and motivation to change health habits), in comparison to no health feedback or telephone coaching.

Methods: Overall, 3,876 employees in the Swedish transport services were emailed a Web-based questionnaire. They were randomized into: control group (group A, 498 of 1238 answered, 40.23%), or intervention Web (group B, 482 of 1305 answered, 36.93%), or intervention Web + telephone (group C, 493 of 1333 answered, 36.98%). All groups received an identical questionnaire, only the interventions differed. Group B received tailored Web-based health feedback, and group C received tailored Web-based health feedback + optional telephone coaching if the participants’ reported health habits did not meet the national guidelines, or if they expressed motivation to change health habits. The Web-based feedback was fully automated. Telephone coaching was performed by trained health counselors. Nine months later, all participants received a follow-up questionnaire and intervention Web + telephone. Descriptive statistics, the chi-square test, analysis of variance, and generalized estimating equation (GEE) models were used.

Results: Overall, 981 of 1473 (66.60%) employees participated at baseline (men: 66.7%, mean age: 44 years, mean BMI: 26.4 kg/m²) and follow-up. No significant differences were found in reported health habits between the 3 groups over time. However, significant changes were found in motivation to change. The intervention groups reported higher motivation to improve dietary habits (144 of 301 participants, 47.8%, and 165 of 324 participants, 50.9%, for groups B and C, respectively) and physical activity habits (181 of 301 participants, 60.1%, and 207 of 324 participants, 63.9%, for B and C, respectively) compared with the control group A (122 of 356 participants, 34.3%, for diet and 177 of 356 participants, 49.7%, for physical activity). At follow-up, the intervention groups had significantly decreased motivation (group B: \( P < .001 \) for change in diet; \( P < .001 \) for change in physical activity; group C: \( P = .007 \) for change in diet; \( P < .001 \) for change in physical activity), whereas the control group reported significantly increased motivation to change diet and physical activity (\( P < .001 \) for change in diet; \( P < .001 \) for change in physical activity).
Conclusion: Tailored Web-based health feedback and the offering of optional telephone coaching did not have a positive health effect on employees in the transport services. However, our findings suggest an increased short-term motivation to change health behaviors related to diet and physical activity among those receiving tailored Web-based health feedback.
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Introduction

Behaviors related to diet, physical activity, sleep, stress, and use of tobacco and alcohol play an important role in the prevention of lifestyle-related health problems such as obesity, diabetes, and cardiovascular diseases [1]. According to a review by Lancaster, lifestyle interventions with a holistic perspective on health, such as an individual’s overall lifestyle behaviors, are more successful than those only focusing on one specific behavior [2]. Employees in the transport service industry represent one of many target groups that would benefit from tailored interventions focusing on healthy lifestyle behaviors. A needs assessment conducted by our research team among a sample from the Swedish transport service industry indicated that more than 60% of the track technicians were overweight, 70% had an unhealthy diet, and almost 50% had high cholesterol levels. Furthermore, a report by Kecklund et al [3] highlights health risks associated with irregular workdays due to shift work, long working hours, and the lack of recovery—common characteristics of Swedish transport employees.

We had previously reported findings on employees in the Swedish transport service industry. In detail, different methods to encourage study participation of this target group in a large Web-based lifestyle intervention study (described herein) were examined. The effects of email reminders and additional, more practical, reminders on overall study participation were specifically studied. Sending email reminders was an effective approach to encourage study participation in our intervention study [4]. Until now, we have not yet reported the health effects from our Web-based lifestyle intervention study.

To intervene at the workplace can be an effective health promotion strategy, which has also been endorsed by the World Health Organization which stated, “the workplace directly influences the physical, mental, economic and social well-being of workers and in turn the health of their families, communities and society. It offers an ideal setting and infrastructure to support the promotion of health of a large audience” [5]. However, it may be challenging to intervene at the workplace in the transport service industry because of different types of professions among the employees, resulting in different work tasks, schedules, and work settings. Tailored lifestyle interventions would therefore be ideal.

The advancements in technology allow for tailored lifestyle interventions. Prior research suggests promising results for Web-based physical activity interventions on improved physical activity habits [6-9]. The effect is even more valuable as Web-based interventions bridge the gap between the individual’s need for health interventions and the primary care’s lack of capability to support these individuals [9]. Mateo et al and Muntaner et al further support technologies to increase physical activity by using mobile phones, apps, and digital assistants [6,7]. Similar effects and types of interventions have been found for diet [10-12] and weight loss [13].

For instance, we had previously reported findings from a public Web-based weight loss club targeting behavioral change, using interactive progress charts, graphs, recipes, and chat forums [13]. We found that men and foremost participants older than 45 years were particularly successful in changing their eating behaviors, which was positively associated with greater weight loss [12]. In addition, our male participants logged in to the website most frequently, compared with our female participants. Related research carried out by our research team [14] builds on these findings, suggesting that an interactive food plate would serve as an appropriate tool to assess food intake among a male cohort via the Internet.

According to a review conducted by Webb et al [15], Web-based health interventions that are based on health behavior theories are more successful in promoting health behavior change, compared with nontheory-based health interventions. Also, Web-based interventions that incorporate more behavior change techniques and modes of delivery in addition to the Web further enhance the effects of a health intervention as opposed to fewer health behaviors techniques and 1 mode of delivery [15]. Yet, the actual effect of an intervention may also be related to the type of outcome variable measured [16].

A recent review [17] compared the effects from interventions using Web-based, printed materials, or the telephone to support healthier behaviors with respect to physical activity, diet, and weight control. Telephone intervention was particularly effective to promote healthier habits. Further research supports the telephone as an intervention tool in smoking and alcohol cessation programs [18-20]. In Sweden, there are mainly 2 helplines to encourage healthier behaviors among the public with respect to tobacco and alcohol. These are free of charge and have shown promising effects in reducing alcohol use and alcohol problems [19,21].

Consequently, the aim of this study was to evaluate the effect of tailored Web-based health feedback and the offering of optional telephone coaching with respect to improved health, in comparison to no health feedback or telephone coaching among employees in the transport service industry.
Methods

Participants
We asked 3,876 employees (18-65 years) at 4 transportation companies in the Swedish transport service industry to participate in a lifestyle health intervention. The invited companies represented (1) The Swedish Transport Administration (n=453), (2) The Swedish national train operator (n=2,391), (3) The local train operator in Stockholm (n=573), and (4) The subway transportation operator in Stockholm (n=459). Because the intervention study had a Web-based approach, only those employees with a work email were asked to participate.

Study Design
The employees were emailed a link to the lifestyle health intervention with personal login details (username and password), information about the study, and instructions on how to participate in the study.

When the link was emailed, the participants were randomized to 1 of the 3 groups: (A) control group or (B) intervention Web or (C) intervention Web + telephone. All the 3 groups received an identical questionnaire on health and lifestyle behaviors, only the interventions differed. The intervention group B received tailored Web-based health feedback, and intervention group C received tailored Web-based health feedback + additional optional telephone health coaching for those participants who were motivated to change health behaviors. The Web-based feedback and the optional telephone coaching were based on the participants’ responses to the questions in the questionnaire. The CONSORT-EHEALTH has been used to report this study (Multimedia Appendix 1).

Questionnaire
When the participants opened the link, they entered a welcome page with participant information and an informed consent form. By giving informed consent, they entered the questionnaire. Both the baseline and the follow-up questionnaires assessed the following 9 health areas divided into sections: body mass index (BMI), dietary intake, physical activity, stress, sleep, tobacco consumption, alcohol consumption, history of disease, and self-perceived health.

The questionnaire was originally developed to be filled out by using a computer, but it was possible to access the questionnaire using mobile phones.

Outcome Measures
In details, our primary outcome was BMI (kg/m²), computed by dividing the body weight (in kilograms) by the height (in meters) squared. Secondary outcomes were: eating breakfast (times/week), carbohydrates intake (times/week), sugar intake (times/week), saturated fats intake (times/week), unsaturated fats intake (times/week), leisure-time physical activity (days/week), minutes of leisure-time activity/week (“0-10,” “11-20,” “21-30,” “31-40,” “41-50,” “51-60,” “>60” minutes/week), and total physical activity/day in metabolic equivalent of task (MET) hours, feeling stressed (“no,” “little,” “somewhat,” “quite a lot,” “very much”), sleeping ≤5 hours/night (“never,” “seldom,” “sometimes,” “frequently,” “mostly”), sleeping ≥9 hours/night (“never,” “seldom,” “sometimes,” “frequently,” “mostly”), feeling well-rested after sleeping, (“never,” “seldom,” “sometimes,” “often,” “mostly,” “always,” “do not know”), number of occasions of alcohol consumption (“never,” “1 time/month or less,” “2-3 times/month,” “2-3 times/week,” “≥4-6 times/week”), number of glasses during a typical alcohol occasion (“1-2 glasses,” “3-4 glasses,” “≥ 5 glasses”), smoke (“daily,” “sometimes,” “no”), number of cigarettes per week, use of moist oral snuff, “snus” (“daily,” “sometimes,” “no”), and number of packages of snus per week.

All questionnaire sections (besides self-perceived health and BMI) ended with a follow-up question on the participants’ “motivation to change” their health habits in that specific health area. The response options for these question was in accordance with Prochaskas’ transtheoretical model (TTM) of behavior change using the 5 phases—precontemplation, contemplation, preparation, action, and maintenance—to assess participants’ readiness to change now, within a month, within 6 months, not now, or not at all [22]. If the participants were motivated to change their health habits, they were recommended to contact any of the telephone helplines to receive coaching for healthier habits, presumed that they were assigned to group C intervention Web + telephone (see more details in the following section).

Development of Questionnaire and Randomization
The researchers developed the questionnaire and the content of the feedback and were involved in the development of content of the telephone coaching. We asked experts in respective health field to approve the questions asked, and its feedback, for each part of the questionnaire. The questionnaire was pilot tested by truck drivers, the target group, and the research unit at Karolinska Institutet. Most questionnaire sections used validated items from previous research. We used a questionnaire to assess food frequency including the intake of carbohydrates or fibers; sugar; saturated fats or high fat intake; and unsaturated fats or low fat intake. To complement the food frequency questionnaire, we used an interactive virtual food plate developed by the research team to assess lunch intake, by allowing the participants to complete a typical lunch meal by dragging pictures of food items to a virtual food plate. This interactive food plate has been validated and described previously [14]. Alcohol consumption was studied using the Alcohol Use Disorders Identification Test, AUDIT-C [23], and tobacco use was assessed using validated questionnaires provided by the Swedish National Tobacco Quitline. Sleep was assessed using the validated Karolinska Sleep Questionnaire [23]. Physical activity was measured using a validated questionnaire for total energy expenditure [24]. The instrument has 9 ordered intensity levels, each assigned a value expressed as a multiple of metabolic energy turnover [25] and exemplified by common activities. The participants reported the time spent on each intensity level, in total 24 hours, which allowed for an estimate of MET hours per day. In addition, we asked the participants to indicate the average number of times per week spent on leisure-time physical activities such as brisk walking, running, aerobics or weight lifting and skiing, and number of minutes per session. These self-reported questions about leisure-time physical activity are often used in
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epidemiological research, for example, the question about leisure-time activity is similar to the questions used in studies by McTiernan et al [26] and Godin et al [27] and extensively validated against other measures such as maximal oxygen uptake and accelerometers.

A Web company [28] was responsible for developing a Web-based version of the research material in collaboration with the research group. They were also responsible for administering the website enclosing the feedback to ensure overall feasibility and usability. A helpdesk was administered by the research group and the Web company if participants needed any help to access or use the website or had any questions regarding the content of the feedback.

The research group collected lists of potential participants (employees) from the company manager at the 4 companies. All employees with an email address were eligible for the study. The participant lists were given to the Web company, which was responsible for distributing the questionnaires. Randomization lists were automatically created by the Web company before distributing the questionnaire link.

Reminders to take part in the study were sent to all nonresponders to encourage study participation at baseline and follow-up, which has been described in detail previously [4]. In brief, a total of 4 to 5 and 11 email reminders were sent at baseline and follow-up, respectively. The difference of reminders (4 or 5) depended on when the participants entered the study. The email reminders increased the total response rate by 15% and 21% at baseline and follow-up, respectively. Additional reminders such as informational texts about the study, fliers, oral presentations, and visits by the research group as well as texting were also distributed in addition to the email reminders. Thus, we had several strategies to encourage our target group to participate in this intervention study.

Only those who submitted the questionnaire(s) were considered participants in this study.

**Intervention Web**

The participants received icons such as colored smiley faces and icons symbolizing “information” and “advice” to guide them throughout the completion process of the questionnaire and with respect to health changes. The smiley faces provided the participants with tailored feedback on level of satisfaction regarding the reported health habit according to national health guidelines [29]. A green and happy smiley indicated “your reported health habits are good”; a yellow smiley indicated “your reported health habits need to be improved”; a red, sad smiley indicated “your reported health habits mean health risks.” The icons for “information” and “advice” allowed the participant to click forward to get more information about the health habit and to receive specific advice and recommendations to improve that specific health habit (see Figure 1).

In addition to the icons shown in Figure 1, tailored feedback appeared instantly and automatically on the computer screen after the participants had responded to each of the sections with questions (Figure 2). For example, if the participants reported a low physical activity level, that is, not meeting the national health guidelines [29], information about the significance of being physically active and advice on how to increase physical activity as a natural part of life were provided via the computer screen. The participants were able to read the feedback instantly. All feedback was summarized and saved at the end of the questionnaire and on a tailored website, which the participants could visit at any time using their personal login details.

**Figure 1.** Screenshot of the icons used to guide the participants throughout the completion process of the questionnaire.

These are the icons that will guide you throughout the questionnaire:

- A green and happy smiley – your reported health habits are good
- A yellow smiley – your reported health habits need to be improved
- A red, sad smiley – your reported health habits mean health risks
- Information – click here for more information!
- Helpful tips – click here for helpful tips!
Intervention Web + Telephone

The participants were offered the opportunity for telephone coaching in addition to Web-based tailored health feedback, if their reported health habits did not meet the national guidelines or if they expressed motivation to change health habits. If the participants were referred to telephone coaching, they could either leave their mobile phone number to be dialed (reactive help) by the telephone helplines or dial themselves (proactive help) (Figure 3). The 3 helplines that were offered were: (1) The Swedish National Tobacco Quitline, (2) The Swedish National Alcohol Helpline, and (3) The Diet and Exercise Helpline. The helplines for tobacco and alcohol are well-established public helplines in Sweden [30]. The Diet and Exercise Helpline was developed for this study. All helplines used counselors who were specifically trained to work effectively with behavior changes using traditional counseling approaches such as the motivational interviewing technique [31] and TTM [22].

The tailored Web-based health feedback and the telephone coaching services were available during 9 months. After 9 months, all participants received a follow-up questionnaire including intervention Web + telephone coaching. The following differences between baseline and follow-up applied: at follow-up, the participants had access to the website encompassing their personalized feedback. This website was however only available during 2 weeks after the study had ended. All participants were offered telephone coaching by The Swedish National Tobacco Quitline and The Swedish National Alcohol Helpline but not by the Diet-and Exercise Helpline. The reasons for this were that the helplines for tobacco and alcohol are national public health services, whereas the helpline for diet and exercise habits was part of the intervention itself and led by the research group.

Data were collected by the Web company [28] and sent to the researchers after the intervention had ended.

The Ethics Committee of the Karolinska Institutet, Stockholm, Sweden, approved this study. See Figure 4 for a flowchart of the study design.
Figure 3. Screenshot of referral to The Swedish National Tobacco Quitline.

**Good! You are motivated to change your tobacco habits!**
The first step in changing behavior is to make the decision.

Would you like to get in contact with the Quit-Smoking-Helpline? Please call them at 020-84 00 00 for coaching.

It’s free of charge, confidential and anonymous.

Please select one of the following options:

- I wish to be contacted by the helpline at the following telephone number
- I wish to contact the helpline myself
- I do now wish to have any contact with the helpline.

Figure 4. Flowchart of the study design. A total of 3876 employees were asked to participate in the study and were automatically randomized to 1 of the 3 groups: (1) control group or (2) intervention Web, or (3) intervention Web + telephone. All the 3 groups received an identical questionnaire on health and lifestyle behaviors, only the interventions differed. Nine months later, all participants received a follow-up questionnaire and interventions web + telephone.

Statistics

Descriptive statistics (proportions, medians, and means with standard deviations) of the participants’ characteristics (sex, age, BMI, physical activity level, use of tobacco—snus and smoking—and perceived health) at baseline (all sample, completers, noncompleters) and follow-up were computed. We also categorized the participants into office workers or field workers (if mostly office based=office worker; if mostly non-office-based with limited access to a computer=field worker). The participants’ referral and usage of the 3 telephone helplines were also examined.

We studied whether differences in participants’ reported health habits at baseline and follow-up varied across the 3 groups (A, B, and C). Chi-square tests were performed to study possible differences in categorical variables and analysis of variance (or Kruskal–Wallis) for continuous variables.
The participants’ levels of “motivation to change” were specifically studied. Both at baseline and follow-up, the participants answered the question “are you motivated to change your X behaviors,” in which X refers to the specific health behavior that was examined (ie, physical activity, diet, tobacco, or alcohol). The response options to these questions were: “yes, within a month,” “yes, within six months,” “yes, but in the future,” “do not know,” and “no.” We summarized the proportions of responses within the yes-options and the proportions within “do not know” and “no,” separately.

We used generalized estimating equation (GEE) to study specific effects of the interventions over time in relation to changes in reported health habits and motivation to change. GEE models are an extension of the simple regression model to contexts in which the outcome can be noncontinuous and measured more than once on the same subject. The GEE models were adjusted for age and gender.

Only those who participated at both baseline and follow-up were considered for analyses. STATA version 13.1 (Statacorp LP, College Station, TX) for Windows was used for all statistical calculations and analyses. All reported P values were 2-sided. \( P<.05 \) was considered statistically significant.

Results

Basic characteristics of the study participants

In total, 1473 of 3876 (38.00%) employees completed the Web-based lifestyle questionnaire, and 981 of 1473 (66.60%) employees participated both at baseline and follow-up. Table 1 summarizes baseline characteristics of subjects who started the study, stratified by being, or not being, lost to follow-up. At baseline, 984 of 1473 (66.80%) participants were men. They had a mean age of 44 years (SD 10.2), a BMI of 26.4 kg/m\(^2\) (SD 4.2), and perceived their personal health as “rather good” or better. In total, 500 of 1473 (33.94%) participants were categorized as office workers, the remaining as field workers. There were no substantial differences between completers and noncompleters, even if subjects who were lost to follow-up were slightly younger and more inclined to smoke and use snus than subjects who proceeded in the study.

Table 1. The participants’ basic characteristics at baseline (all sample, completers, and noncompleters) and follow-up.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Baseline (all), N=1473(^a)</th>
<th>Baseline (completers), N=981(^b)</th>
<th>Baseline (non-completers), N=492(^c)</th>
<th>Follow-up, N=981(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex, male (%)</td>
<td>984 (66.80)</td>
<td>655 (66.7)</td>
<td>329 (66.9)</td>
<td>656 (66.8)</td>
</tr>
<tr>
<td>Age, years (SD(^f))</td>
<td>43 (10.68)</td>
<td>44 (10.2)</td>
<td>42 (11.5)</td>
<td>44 (10.2)</td>
</tr>
<tr>
<td>Physical activity level/day, MET(^e) hours (SD)</td>
<td>44.1 (13.66)</td>
<td>43.8 (12.8)</td>
<td>44.8 (15.2)</td>
<td>44.0 (12.1)</td>
</tr>
<tr>
<td>Smoking, yes (%)</td>
<td>261 (17.72)</td>
<td>158 (16.1)</td>
<td>103 (20.9)</td>
<td>154 (15.7)</td>
</tr>
<tr>
<td>Snus, yes (%)</td>
<td>255 (17.31)</td>
<td>160 (16.3)</td>
<td>95 (19.3)</td>
<td>167 (17.0)</td>
</tr>
<tr>
<td>BMI(^d), kg/m(^2) (SD)</td>
<td>26.3 (4.25)</td>
<td>26.4 (4.3)</td>
<td>26.1 (4.1)</td>
<td>26.5 (4.2)</td>
</tr>
<tr>
<td>Perceived health habits as “rather good” or better, yes (%)</td>
<td>1149 (78.00)</td>
<td>769 (78.4)</td>
<td>380 (77.2)</td>
<td>803 (81.8)</td>
</tr>
</tbody>
</table>

\(^a\)Number of subjects who participated at baseline.

\(^b\)Number of subjects who participated at both baseline and follow-up.

\(^c\)Number of subjects who participated at baseline but were lost to follow-up.

\(^d\)BMI: body mass index.

\(^e\)MET: metabolic equivalent of task.

\(^f\)SD: standard deviation.

Interventions

Among the 981 employees who participated at both baseline and follow-up, 357 of 981 (36.4%) represented group A (control group), 301 of 981 (30.7%) group B (intervention Web), and 324 of 981 (33.0%) group C (intervention Web + telephone). See Figure 4.

In group C, at baseline, 173 (53.4%), 23 (7.1%), and 19 (5.8%) of 324 participants reported a wish to be dialed by or to dial themselves to the Diet and Exercise Helpline, the Swedish National Tobacco Quitline, and the Swedish National Alcohol Helpline, respectively. In details, 77 of 173 (44.5%) participants asked to be dialed by the Diet and Exercise Helpline, 9 of 23 (39.1%) participants by The National Tobacco Quitline, and 5 of 19 (26.3%) participants by The Swedish National Alcohol Helpline. All participants were contacted accordingly. The remaining participants reported that they would contact the helplines themselves. No participant contacted the Diet and Exercise Helpline voluntarily.

At baseline, 550 of 981 participants (56.1%) reported “do not know” or “no” motivation to improve dietary habits. Intervention groups B and C reported higher motivation to improve dietary habits (144 of 301 participants, 47.8%, and 165 of 324 participants, 50.9%, for groups B and C, respectively) and physical activity habits (181 of 301 participants, 60.1%, and 207 of 324 participants, 63.9%, for groups B and C, respectively) compared with the control group A receiving no health feedback (122 of 356 participants, 34.3%, for diet and 177 of 356...
participants, 49.7%, for physical activity). At follow-up, the intervention groups had significantly decreased motivation (group B: \(P<.001\) for change in diet; \(P<.001\) for change in physical activity; and group C: \(P=.007\) for change in diet; \(P<.001\) for change in physical activity), whereas control group A reported a significant increase in motivation to change over time, at time of receiving health feedback in the follow-up questionnaire (\(P<.001\) for change in diet; \(P<.001\) for change in physical activity). See Table 2.

### Table 2. Motivation to change diet and physical activity at baseline and follow-up across groups.

<table>
<thead>
<tr>
<th>Motivation</th>
<th>Group A (n=356), Control</th>
<th>Group B (n=301), Intervention Web</th>
<th>Group C (n=324), Intervention Web + telephone</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline</td>
<td>Follow-up</td>
<td>Baseline</td>
</tr>
<tr>
<td>Plan to change diet, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes, within 1 month</td>
<td>58 (16.3)</td>
<td>85 (23.9)</td>
<td>78 (25.9)</td>
</tr>
<tr>
<td>Yes, within 6 months</td>
<td>31 (8.7)</td>
<td>32 (8.9)</td>
<td>31 (10.2)</td>
</tr>
<tr>
<td>Yes, but not now</td>
<td>33 (9.2)</td>
<td>38 (10.7)</td>
<td>35 (11.6)</td>
</tr>
<tr>
<td>Do not know</td>
<td>119 (33.4)</td>
<td>100 (28.1)</td>
<td>95 (31.6)</td>
</tr>
<tr>
<td>No</td>
<td>115 (32.3)</td>
<td>101 (28.3)</td>
<td>62 (20.6)</td>
</tr>
<tr>
<td>(P) for change</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Plan to change physical activity, n (%)</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes, within 1 month</td>
<td>96 (26.9)</td>
<td>113 (31.7)</td>
<td>106 (35.2)</td>
<td>91 (30.2)</td>
<td>114 (35.2)</td>
<td>91 (28.1)</td>
</tr>
<tr>
<td>Yes, within 6 months</td>
<td>38 (10.7)</td>
<td>36 (10.1)</td>
<td>41 (13.6)</td>
<td>31 (10.2)</td>
<td>52 (16.1)</td>
<td>43 (13.3)</td>
</tr>
<tr>
<td>Yes, but not now</td>
<td>43 (12.1)</td>
<td>40 (11.2)</td>
<td>34 (11.3)</td>
<td>43 (14.3)</td>
<td>41 (12.6)</td>
<td>36 (11.1)</td>
</tr>
<tr>
<td>Do not know</td>
<td>79 (22.2)</td>
<td>61 (17.1)</td>
<td>53 (17.6)</td>
<td>65 (21.6)</td>
<td>39 (12.0)</td>
<td>56 (17.3)</td>
</tr>
<tr>
<td>No</td>
<td>100 (28.1)</td>
<td>106 (29.8)</td>
<td>67 (22.2)</td>
<td>71 (23.6)</td>
<td>78 (24.1)</td>
<td>98 (30.2)</td>
</tr>
<tr>
<td>(P) for change</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*a*p-value obtained from GEE models.

Participants’ health habits at baseline and follow-up are reported in Multimedia Appendix 2. When analyzing possible changes between baseline and follow-up measurers, no significant differences between groups were found. Our results from the GEE models support no significant changes over time for the various reported health aspects at baseline and follow-up or between the 3 groups. However, our results suggest significant increases in days of eating breakfast (\(P<.001\)), days of physical activity per week (\(P=.002\)), and decreases in sugar intake (\(P<.001\)) at follow-up, with no statistically significant differences regarding type of interventions (group B or C).

### Discussion

The results from this randomized Web-based intervention suggest no significant health improvements from tailored Web-based health feedback and the offering of optional telephone coaching, in comparison to no health coaching among employees in the Swedish transport industry. However, our findings point toward an impact of automatic tailored health feedback on increased motivation to change behaviors. More specifically, at baseline, the intervention groups receiving feedback reported higher motivation to improve dietary and physical activity habits compared with the control group A. At follow-up, all the groups received feedback, but only the control group, now receiving feedback, reported an increased motivation to change dietary and physical activity habits. It may thus be proposed that tailored health feedback positively alters participants’ motivation to engage in healthier lifestyle habits, but, the effect does not last over time, not even if the feedback is offered again.

The results from our study are in line with the findings from a randomized Web-based intervention study examining participants’ motivation to improve cardiovascular health conducted by Ayres et al [32]. In short, they randomized their participants to receive either motivational feedback in the form of a personalized risk assessment of their current cardiovascular health or to respond to questions assessing intentions, attitudes, and anticipated regret about managing cholesterol levels through...
Our participants who received Web-based health feedback received it instantly when filling out the questionnaire and, if they wanted to, had the opportunity to read it again on the website after submitting their questionnaire. It is possible that once they had read the feedback on the screen (and potentially saved it or printed it), there might not have been a reason to revisit the website because it offered no new tips, updated information, or interactive features such as chat rooms or blogs. The fact that 66% of the study participants were field workers may have influenced the actual effect on the intervention. Even if all study participants had access to computers and mobile phones during their workday, it is possible that field workers were less likely to enter the website enclosing the tailored feedback, due to inconveniences of their work setting from being out in the field. It would be interesting to study how participants would use a questionnaire such as ours with interactive feedback as a continuous mean to assess their own health and receive instant feedback on new health behaviors. However, it is complicated to draw conclusions from interactive data collection, including our results.

Even if the questionnaire was exactly the same in the 3 groups, we cannot rule out that the intervention groups were affected by the fact that they received instant feedback. Thus, although randomization was conducted to produce comparability between the groups with respect to unmeasured confounding, the feedback in itself may have introduced a difference. Results such as comparisons at baseline and completers’ analyses should therefore be interpreted with caution.

Moreover, the follow-through on the “opt in” and “I will call you” feature for contact with the telephone helplines in this study is interesting and novel. It appears that 55% to 74% of participants interested in telephone coaching indicated that they would contact the helplines on their own initiative; however, no one voluntarily contacted the helplines. Perhaps it requires a stronger courage by the individual to dial a helpline to ask for help, as opposed to putting the responsibility in the hands of the health counselors. Future research is recommended to study this further, particularly as nonfacial health interventions are rapidly increasing in popularity due to the advancement of technology. Many interventions are indeed based on the individuals’ own capacity to take the first step in his or her behavior change.

The contact information to the 3 helplines was only provided in the questionnaire and thus saved at the personalized website. The helplines for tobacco and alcohol were, on the other hand, also advertised at general health care settings as they were open to the public, but the information to the Diet and Exercise helpline was only provided in the questionnaire. Frequent reminders and information about the feedback and telephone helplines could have increased the use of these features and the number of callers to the 3 helplines.

Even if our telephone coaching used well-established coaching techniques such as the motivational interviewing technique, the benefits of the technique may not have been fully realized because telephone coaching was only offered to those with “higher” levels of motivation to change health behaviors. In fact, the strength of motivational interviewing is the ability to

diet. They also randomized their participants to a group combining these 2 interventions or to a control group receiving no intervention. Their results indicate an enhanced motivation to improve cardiovascular health from the combined intervention (personalized health feedback and questions on intentions to change health behavior). The results of our study may therefore be supported by this study; in this study, an amplified effect of tailored feedback was found, even if it was for a short term [32]. However, it is difficult to draw conclusions on the actual cause and effect relationship. Prior research suggests a question–behavior effect, meaning that simply asking a person to answer questions about the intention to change behavior may positively influence a person’s process to change that behavior [33]. For instance, participants may then reflect on the registered health aspects, which in turn may lead to an increased motivation to change them. Because many Web-based intervention studies use both interventions and questions as part of their design, it is difficult to study whether it is the act of responding to questions or the intervention itself—or a combination of both—that may cause the effect [34].

Prior Web-based lifestyle interventions using tailored health feedback report modest effects on health improvements [35], and previously published systematic reviews of non–Web-based health promotions conducted among workplace personnel show inconclusive results [36]. Also, few Web-based lifestyle interventions have been conducted among a target group such as ours with predominantly middle-aged overweight men in the transport industry, making it difficult to find support from previous research. Pressler et al report no increased effects from Web-based interactive feedback to promote physical activity among sedentary employees at an automobile company [37], compared with ordinary personal advice to encourage physical activity. Hansen et al, however, found an improved level of leisure-time physical activity from their Web-based population-based intervention study after 3 and 6 months but report no other health improvements such as reductions in BMI, waist circumference, body fat percentage, or blood pressure [8].

Schulz et al indicate small health behavior improvements for physical activity, vegetable and fruit consumption, alcohol intake, and tobacco consumption. They specifically studied differences in health effects from encouraging their participants with either sequential health behavior changes (one at the time) or simultaneous health behavior changes (all at the same time), suggesting that sequential health changes produce greater effects the first year, but that simultaneous changes generate a more long-term effect found after 2 years [38]. These findings are in line with those of research by Krebs et al, suggesting that tailored interventions using iterative feedback enhance the effects when compared with tailored interventions based on “one assessment feedback only” [35]. In our study, we asked the participants to change all health behaviors at once, meaning that the potential long-term effects on health behavior improvements might be too early to detect from our 9-month intervention. Research studies indicate higher dropout rates for interventions promoting simultaneous behavior changes due to prolonged time for the participants to see individual health improvements [39], which could support the response rate in our study [4].
explore ambiguity and to help individuals develop stronger motivation and an interest in behavior change. Thus, our study design might have restricted us to fully make use of this coaching technique, which in turn may have influenced the actual intervention effect of telephone coaching.

We did not track the participants’ logins to the tailored website enclosing the personal health feedback, which would have allowed us to study the participants’ use of the website. We have previously reported findings on the association between number of logins to a Web-based weight club and greater weight loss among men [13]. Furthermore, van Genugthen et al suggest that participants with adequate skills to self-regulate their health behaviors and who possess action planning skills are more likely to visit a tailored Web-based intervention compared with participants with less self-regulation and action planning skills [40]. However, Robroek et al state that even if web-based messages may increase website use, the actual use of the website’s tools might be low [41]. Thus, future studies are strongly recommended to invest time in promoting and documenting the participants’ use of interventions. Careful tracking may not only improve the quality of the study but also ensure participants’ partaking of proposed interventions.

We have previously presented results on response rate in this study, suggesting that the overall response rate may be vulnerable to specific occupational groups with less screen time, season of study, and the possibility to participate during work hours [4]. The method of using the Internet to deliver health interventions seems however appropriate for our study population. All participants in our study had email addresses and access to computers or mobile phones during time of study. About 90% of the Swedish population has access to the Internet, and 85% has broadband at home. A high computer literacy and experience of use among our study population is therefore likely.

There is no reason to believe that selection bias of highly motivated participants affected this study. Most of the participants were not motivated to change their dietary and physical activity habits at baseline. However, all the measures in this study rely on self-reports, which is a limitation in this study. Future studies would benefit from adding device-based measures, for example, for assessing physical activity. For instance, accelerometers can be used for large surveys at acceptable costs and to provide rather reliable measures [42]. Yet, the advancement in device-based measurers has escalated the past years and at the time of planning this study, little research using these devices had been done, thus explaining the choice of method of this Web- and telephone-based intervention study.

It cannot go unnoticed that our study sample represents a challenging subgroup in health research. Our participants represented mostly middle-aged men working in the transport industry. Extending our findings to other populations is therefore difficult. According to prior literature, overweight, middle-aged men are generally underrepresented in epidemiological lifestyle studies, supporting our results on total response rate [43]. In addition, previous research indicates that men have a tendency to procrastinate until they seek health care [44]. Therefore, any health improvement on our study group, such as increased motivation found in this study is of significance. The optimal intervention still depends on the individual’s motivation, personal preference, and level of implementation [38]. Consequently, even if we did not find any health effects from using tailored Web-based health feedback and optional telephone coaching as intervention tools to promote healthier lifestyle behaviors in our target group, it may have increased our participants’ motivation to adopt healthier dietary and physical activity habits. Future research is recommended to further study the effects on motivation with respect to short-term and long-term effects.

**Conclusion**

Tailored Web-based health feedback and the offering of optional telephone coaching did not have a positive health effect on employees in the transport service industry. However, our findings suggest an increased short-term motivation to change health behaviors related to diet and physical activity among those receiving tailored Web-based health feedback.
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Abstract

Background: Web-based physical activity interventions that apply computer tailoring have shown to improve engagement and behavioral outcomes but provide limited accountability and social support for participants. It is unknown how video calls with a behavioral expert in a Web-based intervention will be received and whether they improve the effectiveness of computer-tailored advice.

Objective: The purpose of this study was to determine the feasibility and effectiveness of brief video-based coaching in addition to fully automated computer-tailored advice in a Web-based physical activity intervention for inactive adults.

Methods: Participants were assigned to one of the three groups: (1) tailoring + video-coaching where participants received an 8-week computer-tailored Web-based physical activity intervention (“My Activity Coach”) including 4 10-minute coaching sessions with a behavioral expert using a Web-based video-calling program (eg, Skype; n=52); (2) tailoring-only where participants received the same intervention without the coaching sessions (n=54); and (3) a waitlist control group (n=45). Demographics were measured at baseline, intervention satisfaction at week 9, and physical activity at baseline, week 9, and 6 months by Web-based self-report surveys. Feasibility was analyzed by comparing intervention groups on retention, adherence, engagement, and satisfaction using t tests and chi-square tests. Effectiveness was assessed using linear mixed models to compare physical activity changes between groups.

Results: A total of 23 tailoring + video-coaching participants, 30 tailoring-only participants, and 30 control participants completed the postintervention survey (83/151, 55.0% retention). A low percentage of tailoring + video-coaching completers participated in the coaching calls (11/23, 48%). However, the majority of those who participated in the video calls were satisfied with them (5/8, 71%) and had improved intervention adherence (9/11, 82% completed 3 or 4 modules vs 18/42, 43%, P=.01) and engagement (110 minutes spent on the website vs 78 minutes, P=.02) compared with other participants. There were no overall retention, adherence, engagement, and satisfaction differences between tailoring + video-coaching and tailoring-only participants. At 9 weeks, physical activity increased from baseline to postintervention in all groups (tailoring + video-coaching: +150 minutes/week; tailoring only: +123 minutes/week; waitlist control: +34 minutes/week). The increase was significantly higher in the tailoring + video-coaching group compared with the control group (P=.01). No significant difference was found between intervention groups and no significant between-group differences were found for physical activity change at 6 months.

Conclusions: Only small improvements were observed when video-coaching was added to computer-tailored advice in a Web-based physical activity intervention. However, combined Web-based video-coaching and computer-tailored advice was
effective in comparison with a control group. More research is needed to determine whether Web-based coaching is more effective than stand-alone computer-tailored advice.

**Trial Registration:** Australian New Zealand Clinical Trials Registry (ACTRN): 12614000339651; http://www.anzctr.org.au/TrialSearch.aspx?searchTxt=ACTRN12614000339651+&isBasic=True ( Archived by WebCite at http://www.webcitation.org/6jTs0vOlD)

(J Med Internet Res 2016;18(8):e223) doi:10.2196/jmir.5664
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**Introduction**

Physical activity improves physical and mental health and significantly lowers the risk of noncommunicable disease, including cardiovascular disease, diabetes, and cancer [1]. Australian guidelines recommend 150-300 minutes of moderate-intensity activity each week, over 5 days, to receive health benefits and reduce the risk of noncommunicable disease [2]. Despite this, less than 50% of Australians meet these recommendations [3]. As such, there is a need for effective and affordable physical activity interventions with a broad reach.

Health behavior change interventions delivered via the Web have the potential to reach a large audience at low cost, due to the majority of Australians (92%) having access to the Web [4]. Furthermore, they are convenient for participants and enable the content to be delivered in a nonconfrontational manner [5-7]. Many studies have found Web-based physical activity interventions to be effective in the short term. For example, reviews of Web-based physical activity interventions have found more than half of controlled trials to report positive physical activity outcomes [8,9]. However, problems with low engagement and high dropout rates lead to small and short-term behavior changes [8,10]. Furthermore, many interventions struggle to reach those most in need of increasing their physical activity [8,10-12]. Personalized health advice through coaching sessions or computer-tailored feedback engages participants and improves the effectiveness of Web-based health behavior interventions [13-15]. Both Web-based coaching sessions and computer-tailored advice provide support similar to traditional face-to-face coaching sessions, at a lower cost with fewer geographical restrictions [13,16].

Coaching is defined as facilitating health behavior change through interactions between a health professional (coach) and a client [17]. Web-based coaching sessions are most similar to traditional face-to-face coaching as they provide personal interaction. Coaching in Web-based physical activity interventions improves participants’ perceptions of their social support, which is associated with greater levels of behavior change [18,19]. The Social Cognitive Theory stipulates that the acquisition of a new behavior is influenced by the individuals’ cognitive factors (eg, attitude), behavioral factors (eg, skills), and contextual factors including reinforcement, instructions, and social norms [20]. Including coaching in a Web-based intervention addresses the otherwise overlooked social contextual factors that play an important role in behavior change [20].

Advances in Internet technology and broadband capacity now allow the option of delivering coaching sessions via free Web-based video-calling programs, which allow participants to view the coach and engage in a verbal discussion. The popular video-calling programs Skype, Google Hangouts, and FaceTime are encrypted, which ensures privacy of participant information [21]. Video-coaching facilitates higher engagement, feelings of accountability, and social support, and reduces the risk of misunderstandings compared with emails and instant messaging [22,23]. Video-coaching has been found to be effective in producing changes in parenting behavior [24], to have a high feasibility for smoking cessation [25], and a high feasibility for supporting in-home rehabilitation in the elderly [26]. However, no studies have used video-coaching as part of a Web-based physical activity program. Despite the potential of Web-based video-coaching, its reliance on the time of a behavior change expert leads to higher implementation costs compared with fully automated computer-tailored advice.

Computer tailoring can deliver personalized advice at a low cost by using a computer-based expert system to automatically deliver feedback to participants’ responses to a Web-based questionnaire [13]. Computer-tailored physical activity advice is preferred by participants, leads to greater attention [27], and improved health behavior outcomes compared with generic health advice [14]. Although the effectiveness of computer tailoring is well established and it has the benefit of providing personalized advice to large numbers at low cost, it is unknown whether it could be more effective with an element of human support.

To our knowledge, no health behavior interventions have combined computer-tailored advice with Web-based video-coaching. This approach may improve intervention outcomes by utilizing the benefits of both methods. Providing computer-tailored advice can limit the time required from a video-coach, therefore limiting costs, as well as reducing reliance on the knowledge and expertise of the coach. A brief coaching session can add an element of social support, as well as further explanation, personalization, and interpretation of theory-based computer-tailored advice received by participants at an earlier time. It is unknown whether brief video-coaching sessions to reiterate computer-tailored physical activity advice are feasible in terms of retention, adherence, engagement, and satisfaction. It is also unknown whether they lead to improved physical activity and quality of life compared with stand-alone computer-tailored advice. Therefore, this study explores the feasibility and effectiveness of a brief Web-based coaching...
session in addition to computer-tailored advice for inactive adults.

The first aim of the study was to determine the feasibility of brief video-coaching, when used to discuss previously received computer-tailored physical activity advice, in a stand-alone Web-based intervention for inactive adults. Feasibility was determined by adherence and satisfaction of the coaching sessions and comparing intervention retention, adherence, website engagement, and satisfaction of the tailoring + video-coaching and tailoring-only groups. The second aim was to test the effectiveness of the video-coaching sessions in terms of physical activity and quality of life outcomes. It was hypothesized that computer tailoring in combination with video-coaching would result in greater retention, adherence, engagement, and satisfaction with the intervention, compared with a computer-tailored–only group and a waitlist control group. It was also hypothesized that computer tailoring and video-coaching would result in greater improvements in quality of life and physical activity compared with a computer-tailored–only group and a waitlist control group.

Methods

Research Procedure

A detailed account of the methods can be found in the protocol paper [28] and a consort eHealth checklist for the paper can be found here (Multimedia Appendix 1) [29]. The recruitment methods, participant eligibility, protocol, intervention description, measures, and data analysis are summarized below.

Recruitment

Print advertising and Web advertising were used to recruit participants from a number of Australian metropolitan and regional cities (Sydney, Melbourne, Perth, Brisbane, Rockhampton, Bundaberg, Mackay, and Townsville). Print advertising included newspaper advertisements and articles, posters and leaflets displayed in health clinics, and leaflets distributed to peoples’ homes. The Web advertising included links displayed on community websites and paid advertisements on Google and Facebook. Ethics approval was received from the Central Queensland University Human Research Ethics Committee (H13/04-044), before recruitment took place from March 2014 to January 2015. This study is registered with the Australian New Zealand Clinical Trials Registry (ACTRN12614000339651).

Participants

People were eligible to participate if they were English-speaking Australian adults (older than 18 years). Participants were excluded if they were pregnant, at risk of injury or ill health from their increasing physical activity (as assessed by the Physical Activity Readiness Questionnaire), or if they were already meeting the physical activity recommendations (as assessed via a single item asking if participants participated in 30 minutes of physical activity on most days). It is likely that the intervention attracted participants with a high Internet literacy.

Protocol

Information about the study, including the affiliation with Central Queensland University, was available on the landing page of the intervention website (Multimedia Appendices 2 and 3). To assess individuals’ eligibility, how they heard about the program, and collect contact details, a screening questionnaire was delivered through the intervention website. Eligible participants were randomly assigned based on a sequence (not concealed) of random numbers between 1 and 3 to one of three study arms: tailoring + video-coaching, tailoring-only, or waitlist control. This was done in blocks of 15 participants. SA generated the random allocation sequence and assigned participants to groups. Participants remained blinded to their condition until after completing all baseline measures. Participants began the intervention on the Monday following their recruitment. The consent form and then baseline questionnaire were administered through the intervention website for all groups. Upon completing the baseline questionnaire, the intervention groups received module 1 of their personalized advice, whereas the control group received nothing. The intervention “My Activity Coach” delivered 1 module of computer-tailored advice every 2 weeks over 8 weeks (4 modules in total). During the weeks where no new modules were received, participants in the tailoring + video-coaching group received a brief coaching session through a Web-based video-calling program (eg, Skype) to reiterate the advice received in their previous module. Participants in the tailoring-only group received an email reminding them of the tailored advice they received in the previous module to ensure both intervention groups received the same number of contacts. Participants in the waitlist control group were given the opportunity to participate in the intervention without coaching after they completed the final questionnaire. Questionnaires were administered through the intervention website immediately after the end of the intervention (week 9) and 6 months after the end of the intervention. Participants had to log in to complete each survey, which ensured they were only completed once. The week 9 questionnaires were collected from June 2014 to March 2015. It was not possible to blind researchers to participants’ group assignment after they had completed the baseline questionnaire. Participants were blinded to their group assignment only when completing their baseline questionnaire. The consent sheet explained the 2 interventions and therefore it is possible that participants worked out whether they were in the intervention of interest or comparator. Participants who completed all surveys went in the draw to win 1 of 30 pedometers, 6 Fitbits, and 3 heart rate monitors. Because many individuals began but failed to complete the screening questionnaire, we tested conducting the screening questionnaire by phone (after receiving an ethics amendment from the Central Queensland University’s Human Research Ethics Committee). This was done for 15 prospective participants and discontinued because of failure to increase screening completions. The Web-based booking system for coaching participants was changed halfway through the trial as the first booking system was discontinued. No other changes to the protocol were carried out during the trial.
**Intervention**

The 8-week “My Activity Coach” Web-based intervention delivered a new module of tailored advice to participants every 2 weeks [30]. Each module required participants to complete a brief Web-based questionnaire about their physical activity and psychosocial correlates of physical activity. Feedback was then provided based on their responses to the questionnaire (Multimedia Appendices 4 and 5). Participants received up to 4 reminder emails and a reminder phone call when they did not complete the survey required for each module. The tailored advice was based on behavior change theory (Theory of Planned Behavior [31]) and communication theory (Elaboration Likelihood Model [32]). Each module began with a graph including bars to represent participants’ current physical activity, their physical activity during the previous modules, as well as the minimum and optimal physical activity recommendations. Module 1, titled “Are you active enough,” explained the physical activity recommendations and health benefits of physical activity tailored to their body mass index (BMI), age, and level of physical activity. The module ended with a suggested goal (based on their current activity level) to work toward until the next module. Module 2, titled “Let’s set some goals,” provided participants with information on goal setting and action planning. Module 3, titled “Physical activity and your environment,” delivered tailored information on using participants’ social and physical environments to increase their physical activity. Module 4, titled “Staying active,” addressed relapse prevention. Participants also received tailored advice on their perceived benefits and barriers to being active and self-efficacy to become more active throughout the modules. The modules and intervention website were adapted from an earlier 2-module Web-based intervention with computer-tailored advice for inactive adults [33]. Focus groups were conducted to inform development of this prior intervention [34]. Updates were conducted by a website developer who also created the original intervention website.

An action-planning tool became available to participants after module 2. The tool allowed participants to create an action plan for up to 4 activities (specifying where, when, for how long, and with whom they will be active over the following 2 weeks). Participants could print a calendar-based overview of their action plan (Multimedia Appendix 6). The coaching group’s 10- to 15-minute biweekly video-coaching sessions were conducted through a Web-based video-calling program of participants’ choice (eg, Skype, Google Hangouts, Yahoo Messenger, and FaceTime). During the session the activity coach commented on the tailored advice participants received in the module from the previous week, answered any questions participants had, and provided encouragement, support, and accountability.

**Measures**

Participants’ demographics including sex, age, BMI, household income (less than AUD $31,200, AUD $31,200-$77,999, more than AUD $78,000), education (less than secondary, secondary, further education), and employment (full time, part time or casual, and not in paid employment) were assessed in the baseline survey. Participants were also asked if they used a video-calling program (Skype, Google Hangouts, FaceTime, other, none). Completion of the coaching sessions, the length of the coaching sessions, and reasons for missed coaching sessions were recorded by the coach. Intervention retention and adherence were assessed by recording participants’ completion of the research surveys and intervention modules, respectively, and website engagement was measured through Google Analytics. Google Analytics recorded the number of website visits and time spent on the website for each participant. Intervention participants’ satisfaction with the intervention was assessed at the end of the intervention (week 9). Satisfaction with module questions (4 items), computer-tailored advice (14 items), website usability (13 items), overall program (5 items), and coaching (14 items) were all assessed. The items were specifically developed for this study, although based on previous research [35]. The items were on a 5-point Likert scale where participants were asked to rate their agreement (1=strongly agree to 5= strongly disagree) to statements about the intervention. All positively framed questions were reverse scored. For each category participants with a mean rating of 3.6 or higher (maximum = 5) were categorized as “satisfied.” Coaching participants were also asked if they completed a coaching session and if not, why not. All intervention participants were asked 4 open-ended questions about 3 topics: the advice, website, and overall program. Coaching participants who completed a coaching session were asked an additional 4 open-ended questions specifically relating to the coaching sessions. The 4 questions for each category (advice, website, program, and coaching) were (1) what did you like about the advice, website, program, or coaching; (2) what did you not like; (3) any recommendations for improvement; and (4) any other thoughts (Multimedia Appendix 7). Responses for all questions were thematically analyzed. The main outcome, weekly physical activity, was assessed at all time points via the Active Australia Survey, (AAS), which has a high percentage agreement with other physical activity measures (67%-75%) [36] and has a good test-retest reliability (kappa = .52) [37] including when self-administered [38]. Quality of life was measured at all 3 time points by the SF-12 version 2, which is valid [39] and reliable [40] including when self-administered on the Web [41]. Physical health and mental health component scores were calculated from the SF-12 version 2 following manual instructions [42].

**Data Analysis**

Baseline demographics for participants in each trial arm (tailoring + video-coaching, tailoring-only, and control) are presented (Table 1). The demographics of completers versus dropouts, as well as coaching participants who did versus did not complete a coaching session, were compared using chi-square and t tests. To test feasibility of the coaching sessions, completion of the coaching sessions, the length of the coaching sessions, and reasons for missed coaching sessions were presented. Next, the 2 intervention groups, as well as coaching participants who did versus did not complete a coaching session, were compared on retention (dropouts vs completers) and adherence (completed 1-2 modules vs 3-4 modules) using a chi-square test, number of website visits and time spent on the website using t tests, and satisfaction scores (satisfied vs neutral or not satisfied) using a chi-square test. To test effectiveness,
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longitudinal data were analyzed using intention-to-treat principles. Physical activity, mental health score, and physical health score were each modeled using linear mixed models with time (baseline, week 9, and 6 months) as a repeated factor, fixed effects of time and group (control, tailoring-only, tailoring + video-coaching), and a time by group interaction (Table 2). Significance level was set to $P<.05$.

**Sample Size**

Sample size calculations demonstrated that a sample size of 300, or 100 in each study arm, was required to detect between-group differences in physical activity from baseline to postintervention using linear mixed models [43]. This calculation was based on the alpha level of $\leq .05$ (80% power) and a small effect size (0.43) and 25% attrition, which are common in similar interventions [10].

**Results**

**Flow of Participants**

Of the 239 randomly assigned participants, 154 completed the baseline questionnaire and at least one of the intervention modules. Of these, 84 participants completed the postintervention survey at week 9 (55% retention). A total of 59 participants completed the 6-month follow-up questionnaire (38% retention). There were no demographic differences between those who completed the week 9 survey and those who did not. The majority of participants were recruited through Facebook (63%), and small percentages were recruited through Google (8%), a newspaper article (6%), letterbox drops (5%), family or friend (5%), leaflets (5%), posters (4%), community websites (3%), and newspaper advertisements (1%). Figure 1 presents the flow of participants through the trial.
<table>
<thead>
<tr>
<th>Variables</th>
<th>Tailoring + video coaching</th>
<th>Tailoring only</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex n=154, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>16 (30)</td>
<td>14 (25)</td>
<td>7 (16)</td>
</tr>
<tr>
<td>Female</td>
<td>37 (67)</td>
<td>42 (75)</td>
<td>38 (84)</td>
</tr>
<tr>
<td>Employment n=151, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full time</td>
<td>19 (37)</td>
<td>21 (38)</td>
<td>18 (40)</td>
</tr>
<tr>
<td>Part time or casual</td>
<td>10 (19)</td>
<td>10 (19)</td>
<td>9 (20)</td>
</tr>
<tr>
<td>Not in paid employment</td>
<td>23 (44)</td>
<td>23 (43)</td>
<td>18 (40)</td>
</tr>
<tr>
<td>Education n=151, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than secondary</td>
<td>2 (4)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Secondary</td>
<td>8 (15)</td>
<td>10 (19)</td>
<td>6 (13)</td>
</tr>
<tr>
<td>Further education</td>
<td>42 (81)</td>
<td>44 (81)</td>
<td>39 (87)</td>
</tr>
<tr>
<td>Income n=112, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>More than AUD $78,000</td>
<td>21 (55)</td>
<td>14 (36)</td>
<td>21 (60)</td>
</tr>
<tr>
<td>AUD $31,200-$77,999</td>
<td>11 (29)</td>
<td>17 (44)</td>
<td>6 (17)</td>
</tr>
<tr>
<td>Less than AUD $31,199</td>
<td>6 (16)</td>
<td>8 (20)</td>
<td>8 (23)</td>
</tr>
<tr>
<td>Uses Web-based video-calling n=151, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>51 (63)</td>
<td>53 (68)</td>
<td>63 (79)</td>
</tr>
<tr>
<td>No</td>
<td>30 (37)</td>
<td>25 (32)</td>
<td>17 (21)</td>
</tr>
<tr>
<td>Age (years), n=154</td>
<td>55.26 (10.93)</td>
<td>52.18 (11.53)</td>
<td>55.18 (13.45)</td>
</tr>
<tr>
<td>BMI(^c), n=150, M(SD)</td>
<td>32.08 (7.43)</td>
<td>31.58 (7.43)</td>
<td>29.97 (6.75)</td>
</tr>
<tr>
<td>Baseline total physical activity (minutes/week), n=151, M(SD)</td>
<td>189.52 (214.30)</td>
<td>152.87 (174.33)</td>
<td>160.44 (191.23)</td>
</tr>
<tr>
<td>Week 9 total physical activity (minutes/week), n=83, M(SD)</td>
<td>387.83 (264.89)</td>
<td>315.17 (264.39)</td>
<td>211.00 (164.16)</td>
</tr>
<tr>
<td>6-month total physical activity (minutes/week), n=59, M(SD)</td>
<td>419.52 (77.109)</td>
<td>319.71 (164.77)</td>
<td>305.00 (315.86)</td>
</tr>
<tr>
<td>Baseline mental health score, n=148, M(SD)</td>
<td>46.10 (1.30)</td>
<td>41.36 (12.27)</td>
<td>42.74 (1.78)</td>
</tr>
<tr>
<td>Week 9 mental health score, n=82, M(SD)</td>
<td>48.97 (10.27)</td>
<td>30.03 (6.12)</td>
<td>45.19 (10.50)</td>
</tr>
<tr>
<td>6-month mental health score, n=59, M(SD)</td>
<td>48.16 (12.11)</td>
<td>43.90 (10.34)</td>
<td>44.94 (11.84)</td>
</tr>
<tr>
<td>Baseline physical health score, n=146, M(SD)</td>
<td>46.90 (10.17)</td>
<td>51.92 (8.28)</td>
<td>48.62 (8.98)</td>
</tr>
<tr>
<td>Week 9 physical health score, n=78, M(SD)</td>
<td>46.88 (12.05)</td>
<td>51.48 (6.95)</td>
<td>47.32 (9.37)</td>
</tr>
<tr>
<td>6-month physical health score, n=59, M(SD)</td>
<td>46.60 (10.22)</td>
<td>52.38 (5.47)</td>
<td>48.18 (10.46)</td>
</tr>
</tbody>
</table>

\(^a\)Baseline data (employment, education, video calling use and BMI) were lost for 3 participants.

\(^b\)A total of 39 respondents chose not to disclose their income.

\(^c\)BMI: body mass index.

\(^d\)BMI was lost for four participants.
**Sample Characteristics**

The majority of participants were female (117/154, 76.0%) and were on average 54 years of age. Just under half (64/151, 43%) were not in paid employment and the majority (125/151, 82.8%) had completed a higher education course. Less than half (n=60/151, 39.7%) of participants were physically active and on average participated in 168 minutes of physical activity. The average BMI was 31, which is in the obese range. The majority (n=106/151, 70.2%) used a video-calling program.
Coaching Adherence and Satisfaction

Coaching participants had low adherence to the coaching sessions. Just under half of coaching group completers (11/23, 48%) and less than a quarter of all coaching participants (11/52, 21%) completed 1 coaching session. There were no demographic differences between those who participated in a coaching session and those who did not. Of the coaching participants who did not do a coaching session, 8 wanted a second chance to do a session but did not book or show up the second time, 7 refused to do one, 4 were too busy, 7 had technical difficulties, 2 had injuries, and contact was lost with 13. Of those who participated in at least 1 coaching session, an average of 2.4 sessions were completed, the average coaching session length was 10.4 minutes, and 15% of the coaching calls were interrupted with technical difficulties. A total of 8 coaching participants (8/52, 15%) completed the coaching satisfaction questions. The majority were satisfied with the coaching sessions (n=5/8, 71.4%). In response to open-ended coaching questions, participants said the sessions held them accountable (n=3), appreciated the support (n=1), appreciated the information (n=1), liked the structure (n=1), and liked talking about exercise that suits them (n=1). However, some had technical problems (n=2) and would have preferred to use a phone (n=1).

Intervention Adherence and Retention

Retention did not differ between intervention groups (χ² = 4.7, P = .11). Participants who completed at least 1 coaching session had a higher percentage of week 9 survey completers (n=8/11, 73%), compared with other intervention participants (n=50/95, 53%), but this difference was not significant (χ² = 1.6, P = .21). Just under half (n=50/106, 47%) of participants completed at least 3 of the 4 intervention modules. Intervention adherence was similar for the tailoring + video-coaching group and the tailoring-only group (χ² = 2.1, P = .15); however, significantly more participants who participated in the coaching sessions completed at least 3 of the 4 intervention modules (n=9/11, 82%) compared with other intervention participants (n=41/95, 43%; χ² = 6.0, P = .01).

Website Engagement

The average website visits and minutes spent on the website for the intervention groups were 7.53 (SD 7.14) and 87.07 (SD 77.33) minutes, respectively. The average number of website visits was similar for the tailoring + video-coaching group and the tailoring-only group (t₁₁₀₃ = 0.05, P = .96). Average minutes spent on the website was higher for the tailoring + video-coaching group (mean 99.58 minutes, SD 95.71) than the tailoring-only group (mean 75.25 minutes, SD 52.90), but this was not significantly different (t₁₁₀₃ = 1.60, P = .11). Participants who completed the coaching sessions spent a significantly longer time (t₁₁₀₃ = 2.73, P = .02) on the intervention website (mean 174.64 minutes, SD 110.11) compared with other intervention participants (mean 77.84 minutes, SD 67.48). Participants who completed the coaching sessions also visited the website more frequently (mean 10.20, SD 3.85) compared with other intervention participants (mean 7.25, SD = 7.36), but this difference was not significant (t₁₁₀₃ = 1.24, P = .22).

Satisfaction

More than two-thirds of the participants were satisfied with the overall program (n=36/53, 68%), while the majority of participants were satisfied with the website usability (n=40/53, 77%), the computer-tailored advice (n=38/53, 76%), and the module questions (n=48/53, 91%). There was no difference between intervention groups on program satisfaction scores (χ² = 0.14, P = .71). A higher percentage of those who participated in the coaching sessions (n=7/8, 88%) were satisfied with the program compared with other participants (n=29/45, 64%); however, this difference was not statistically significant (χ² = 1.66, P = .20). In response to open-ended questions on the overall program, participants mentioned that they liked the convenience (n=4), ease of use (n=4), the information (n=5), emails (n=2), found it motivating (n=5), and liked the accountability (n=2). Participants also mentioned that they would like more contact with a real person (n=7) and thought there were too many questions (n=2). In response to the questions on the advice, participants mentioned that it was easy to understand (n=12), was concise (n=4), laid out well (n=4), was nonjudgmental (n=2), and liked the personalization (n=2). However, some participants thought it was not personalized enough (n=11), did not like the Web-based format (n=4), and learned nothing new (n=2). In response to open-ended questions on the website, some participants mentioned that the website was easy to use (n=14), whereas others thought it was hard to use (n=5). Lastly, some participants thought the website could use more visuals and interesting links (n=6).

Physical Activity

Physical activity (minutes/week) improved from baseline to postintervention (week 9) and from baseline to follow-up (6 months) in all groups (Table 2, Figure 2). According to the linear mixed models analysis, the increase in physical activity from baseline to postintervention in the tailoring + video-coaching group in comparison with the control group was significant (Table 2). No significant difference was found between the intervention groups (Table 2). No significant differences were found between groups on physical activity changes from baseline to follow-up at 6 months.
Figure 2. Mean physical activity at baseline, week 9 (post intervention), and 6 months (follow-up), unadjusted. Baseline n=151, postintervention n=83, and follow-up n=59. Note: 95% confidence intervals presented for the coaching and control groups only.

Quality of Life

Physical health scores remained relatively constant across each time point (Table 2). Mental health scores remained relatively constant in the control and tailoring + video-coaching group; however, mental health scores dropped in the tailoring-only participants at postintervention (Table 2).

As such, the linear mixed models analysis indicated a significant difference in mental health between both intervention groups from baseline to postintervention (Table 2).

Table 2. Physical activity, mental health, and physical health changes by group: results of intention-to-treat analysis using linear mixed models

<table>
<thead>
<tr>
<th>Outcome variables</th>
<th>Baseline to postintervention</th>
<th>Baseline to follow-up</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate^a</td>
<td>P value</td>
</tr>
<tr>
<td>Physical activity (n=151)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tailoring + video-coaching versus control</td>
<td>140.94 (−254.01 to −27.87)</td>
<td>.01</td>
</tr>
<tr>
<td>Tailoring + video-coaching versus tailoring-only</td>
<td>35.39 (−148.50 to 77.71)</td>
<td>.54</td>
</tr>
<tr>
<td>Mental health (n=148)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tailoring + video-coaching versus control</td>
<td>0.04 (−5.87 to 5.94)</td>
<td>.99</td>
</tr>
<tr>
<td>Tailoring + video-coaching versus tailoring-only</td>
<td>−13.18 (−19.10 to −7.26)</td>
<td>.00</td>
</tr>
<tr>
<td>Physical health (n=146)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tailoring + video-coaching versus control</td>
<td>−2.97 (−7.16 to 1.22)</td>
<td>.16</td>
</tr>
<tr>
<td>Tailoring + video-coaching versus tailoring-only</td>
<td>−2.58 (−7.00 to 1.83)</td>
<td>.25</td>
</tr>
</tbody>
</table>

^aEstimate of tailoring and video-coaching group’s change in the dependent variable in comparison with control and tailoring-only. Higher scores represent greater improvements than the comparison group.

Discussion

Feasibility

The first aim of this study was to determine the feasibility of Web-based video-coaching sessions. The low participation and high satisfaction with the coaching sessions suggests that the majority of people participating in Web-based physical activity interventions are reluctant to talk to a coach using a video-calling program, but those who do find it worthwhile. The low participation in the coaching sessions could be explained by the high percentage of coaching participants (37%) who do not use video-calling software. This may be due to the older age of the participants who are less comfortable with technology [4]. Phone calls may have also been received better in this sample. The lower intervention adherence in the video-coaching + tailoring
group also suggests that increasing participant burden through an additional video-coaching component may reduce feasibility. The high satisfaction of the video-coaching sessions adds to past research findings of high satisfaction of coaching sessions conducted over the phone [44]. An important reason for the high satisfaction could be the accountability provided through the coaching sessions, as this was the most frequently given positive feedback for the sessions.

The two most common negative comments about the overall program were the lack of personal contact and that it was not personalized enough. Therefore, it is not surprising that those participants who participated in coaching sessions reported higher levels of program satisfaction. Participant satisfaction leads to improved engagement, which is important for intervention effectiveness [45]. In support of this, the participants who completed the coaching sessions were not only more satisfied with the program, but had significantly higher retention, higher adherence, and spent a significantly longer time on the website. This is in line with past research, demonstrating that personal contact in a Web-based intervention improves engagement [46,47]. However, it is possible that the coaching sessions are only effective in some people, and that the coaching sessions in this study may have retained a subsample of participants who were frequent Web users and therefore familiar with video-calling software or were more motivated to begin with. Due to the low participation in the coaching sessions, there were no significant differences in overall retention, adherence, engagement, and satisfaction between the 2 intervention groups. Web-based interventions with computer-tailored advice and coaching sessions may increase retention, adherence, engagement, and satisfaction, but only if they can convince participants to participate in the coaching sessions.

Effectiveness

The second aim of this study was to assess the effectiveness of the coaching sessions, by comparing physical activity and quality of life changes of the tailoring + video-coaching group with the tailoring-only and control groups. After the 8-week intervention period there was a significant treatment effect of the tailoring + video-coaching physical activity intervention on physical activity compared with no intervention. The improvement in physical activity compared with the control group (116 minutes per week, unadjusted) resulted in a moderate effect size and is considered clinically significant because of the large health effects seen from doing even small amounts of physical activity [48]. This finding is in line with findings that activity counseling over the phone [49], via email [50], and computer-tailored advice [13] improve participants’ physical activity in comparison with a control group. Few studies have specifically tested the effectiveness of counseling through video calls in physical activity interventions. Pilutti et al [51] found that video-coaching to promote physical activity in patients with multiple sclerosis was effective. However, the coaching group’s significant improvement in physical activity compared with the control group, in our study, could be due to the computer-tailored advice.

The tailoring + video-coaching group participants improved their physical activity 27 minutes per week (unadjusted) more in comparison with the tailoring-only group; however, no significant between-group differences were found. The availability of human support may have improved the overall physical activity of the tailoring + video-coaching group. Participants who needed to discuss their computer-tailored advice were able to. Limited studies have compared the effectiveness of coaching in addition to computer-tailored advice. Van Hoye et al [52] compared physical activity self-monitoring with and without additional face-to-face coaching sessions. They found that the coaching group had significantly greater physical activity improvements than the self-monitoring only group. An earlier study tested the effectiveness of email coaching in addition to a basic Web-based weight loss intervention [53]. The email-coaching group had significantly greater weight loss outcomes than the Web-based intervention only group. However, the effectiveness of coaching found in these studies may be due to the minimal nature of the comparison interventions (generic physical activity information + self-monitoring). The physical activity advice given in our study was highly tailored to participants’ physical activity behavior, demographics, and psychosocial correlates of physical activity. This feedback might be enough to optimize physical activity outcomes (as demonstrated by a 172 minutes/week increase in physical activity in this group). The lack of significant differences between the intervention groups could also be due to low adherence to the coaching sessions, which may have reduced the effectiveness of the intervention in the tailoring + video-coaching group. The detailed computer-tailored advice may have discouraged participants to adhere to their coaching sessions as they were satisfied with the computer-tailored advice. Core intervention content may need to be delivered in the coaching sessions to promote higher adherence. Therefore, more research is needed to determine whether Web-based coaching is more effective than stand-alone computer-tailored advice.

The physical activity levels in the tailoring + video-coaching and tailoring-only groups were maintained at 6 months. There were, however, no significant between-group differences in physical activity changes from baseline to 6 months. This was due to the control group participants increasing their activity from 9 weeks to 6 months after the intervention. The absence of between-group physical activity changes at 6 months after the intervention is not uncommon in physical activity interventions; however, it is usually due to the intervention group’s decline in physical activity rather than a physical activity increase in the control group [54]. There were no differences the physical health component of quality of life over time for any of the groups. This may be due to the sample not being large enough to detect subtle improvements or the overall high level of physical activity and physical health in the sample at baseline. Although previous studies have established a positive association between physical activity and quality of life [55], the effect of increased physical activity on quality of life is mainly seen in clinical samples that have a lower quality of life at baseline [56]. The significant reduction in quality of life in relation to mental health in the
tailoring-only group from baseline to postintervention in comparison was unexpected, as this group’s participants did increase their physical activity at a clinically significant level and previous studies have associated this with an increase in quality of life [55].

Limitations
Limitations of the research include self-reported physical activity, which may be subject to social desirability bias. Participants and researchers were not blinded to group assignment, which may have biased results. The sample was predominantly female, white, and educated. Therefore, the results may not be generalizable to males, other cultures, and low socioeconomic groups. A high percentage of the sample was not in paid employment when compared with the Australian population data (43% vs 33%) [57]. This may be due to the high percentage of females and the older age of the participants. It could also be due to the people not in paid employment having more time to participate. Therefore, the results may not be generalizable to people in paid employment.

Furthermore, 40% of the participants were physically active at baseline despite the target group being inactive adults. This is not uncommon in physical activity studies [58], although results may not be generalizable to physically inactive Australians who are most in need of increasing their activity. The sample may have a high level of computer and Internet literacy as the majority of participants were reached through Facebook. Therefore, the findings may not be fully generalizable to people with a lower computer and Internet literacy. The additional phone calls the coaching participants received encouraging them to complete the coaching calls may have affected their physical activity levels. However, this is expected to be minimal due to the phone discussion being focused on scheduling the coaching call rather than their physical activity. Objective measurement of physical activity (eg, accelerometry) is needed to confirm the findings of this study. Although we were able to detect a difference in physical activity changes between the tailoring + video-coaching and tailoring-only groups, the analysis was underpowered to detect other differences between the groups as the required sample size of 100 per group was not met. The low retention is also a significant limitation. Low retention is common in Web-based programs, potentially due to the minimal face-to-face contact through either recruitment or the intervention. Similar retention rates have been observed in other Web-based health behavior interventions [59,60]. Retention is likely to be even lower outside of a randomized controlled trial setting that included reminder calls from researchers.

Conclusions
Combined Web-based video-coaching and computer-tailored advice was effective in comparison with a control group; however, only small nonsignificant improvements were seen when video-coaching was included in addition to computer-tailored advice in a Web-based physical activity intervention. Only a small percentage of participants adhered to Web-based video-coaching sessions, but those who participated were highly satisfied and more engaged in the intervention. Further research should investigate how adherence to Web-based coaching sessions can be improved.
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Abstract

Background: Self-monitoring using the Internet offers new opportunities to engage perinatal diabetic women in self-management to reduce maternal and neonatal complications.

Objective: This review aims to synthesize the best available evidence to evaluate the efficacy of Internet-based self-monitoring interventions in improving maternal and neonatal outcomes among perinatal diabetic women.

Methods: The review was conducted using Cochrane Central Register of Controlled Trials, PubMed, EMBASE, Cumulative Index to Nursing and Allied Health Literature, PsycINFO, Scopus, and ProQuest Dissertations and Theses to search for English-language research studies without any year limitation. A risk of bias table was used to assess methodological quality. Meta-analysis was performed with RevMan software. Cochran Q and $I^2$ tests were used to assess heterogeneity. The overall effect was assessed using z tests at $P<.05$. Of the 438 studies identified through electronic searches and reference lists, nine experimental studies from 10 publications were selected.

Results: Half of the selected studies showed low risk of bias and comprised 852 perinatal diabetic women in six countries. The meta-analysis revealed that Internet-based self-monitoring interventions significantly decreased the level of maternal glycated hemoglobin A1c ($z=2.23$, $P=.03$) compared to usual care among perinatal diabetic women at postintervention. Moreover, Internet-based self-monitoring interventions significantly decreased the cesarean delivery rate ($z=2.23$, $P=.03$) compared to usual care among the mixed group at postintervention.

Conclusions: This review shows neonatal or other maternal outcomes are similar between Internet-based self-monitoring interventions and usual diabetes care among perinatal diabetic women. The long-term effects of the intervention must be confirmed in future studies using randomized controlled trials and follow-up data.

(J Med Internet Res 2016;18(8):e220) doi:10.2196/jmir.6153
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Introduction

Diabetes mellitus (DM) is one of the most common complications of pregnancy; preexisting diabetes mellitus (type 1 or type 2) and gestational diabetes mellitus (GDM) affect approximately 2.5% to 2.7% and 4.6% to 8.0% of all pregnant women, respectively [1]. Both GDM and preexisting diabetes are associated with increased medical costs and perinatal morbidity [1]. Existing interventions must be improved considering the increasing global incidence of diabetic pregnancy with serious perinatal outcomes [2]. Self-monitoring intervention is important in reducing maternal and neonatal complications related to diabetic pregnancies, both in cases of preexisting diabetes [3] and GDM [4]. Self-monitoring refers to systematic observation and recording of ongoing goal-directed activities [5] based on self-regulation theory [6]. Self-regulation involves self-awareness of the current condition of an individual [7]. Awareness could trigger a self-evaluation response involving the interpretation of one’s condition against a goal or standard; after self-evaluation, a series of responses could be determined through self-adjustment and self-reinforcement [1,6]. Self-monitoring capitalizes on this motivation to achieve glycemic control [8], improve weight management [9], and reduce hospitalization and readmission rates [10].

Self-monitoring using the Internet offers new opportunities to engage participants in self-management. A previous study [11] suggested that self-monitoring using Internet-based interventions and face-to-face interventions elicited similar outcomes among the patients. Development of Internet-based interventions by using theory-based methods could promote substantial changes in the health behavior of a patient [12]. The Internet offers a diverse range of strategies for exchanging information and gaining knowledge [13] and thus can provide interactive ways to integrate communication with sensor-based systems (glucometer and pedometer) for transmitting information to a device or computer [14,15]. Sensors are used to record and transmit data to a computer, which then transmits the data to the provider and provides personalized/tailored feedback to the individual [14,15] regarding self-monitoring compliance with treatments and self-adjustment to diet, activity, and weight management.

Internet-based interventions employ a tracking system to improve self-reinforcement by using reminders (cues to action) [16], alerts [14], or graphic progress [17] through text messages (short message service, SMS) and email. Asynchronous and synchronous interactions generate identical interactional benefits [18]. Peer-support interactivity allows women to interact with one another with a pseudonym [15]; this process could empower women to take ownership of their well-being and initiate resolutions for issues they are encountering, thereby contributing to a sense of increased self-efficacy among perinatal diabetic women [19]. A longitudinal follow-up is important to test the sustainability of self-monitoring patterns over an extended period [20]. The advantages of using the Internet to deliver interventions include low cost, easy distribution, and convenient delivery to multiple locations at specific times [4,21]. Internet access is increasingly used as an educational and supportive source of information for perinatal women [22,23].

Internet-based interventions are rapidly developed with increased access to instant cyber connectivity; however, the effect of Internet-based self-monitoring on improving maternal and neonatal outcomes among perinatal diabetic women remains unclear.

Meta-analysis is used to document the application of Internet-based self-monitoring interventions among general diabetic population [24-26]. However, only a few studies were conducted on perinatal diabetic women. Four reviews focused on the use of technologies to evaluate healthy pregnant women in terms of maternal outcomes [27], women with complicated pregnancies in terms of cost effectiveness [28], a mixed group of patients (with type 1 DM and GDM) in terms of maternal-neonatal outcomes [29], and patients with GDM in terms of maternal outcomes [30]. These studies reported mixed results, did not include ongoing studies without outcomes [27], lacked systematic searching strategies [28,29], and evaluated limited studies (n=3) [30]. None of the studies focused on Internet-based self-monitoring approaches. Hence, further research must be performed, particularly in light of the rapid improvements in technologies worldwide. This review aims to systematically assess studies that examined Internet-based self-monitoring interventions for improving maternal and neonatal outcomes among perinatal diabetic women.

Methods

This study was performed in accordance with the recommendations of the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) statement [31]. The protocol is registered to the PROSPERO database (CRD42016034142).

Eligibility Criteria

The full inclusion and exclusion criteria for the systematic review are described in Multimedia Appendix 1. Studies were included if they met the following criteria:

Population: perinatal women aged 18 years and older with GDM, type 1 DM, and/or type 2 DM;

Interventions: interact with perinatal diabetic women to undertake one or more of the following components associated with self-awareness, self-interpretation, self-adjustment, or self-reinforcement of glycemic level, physical activities, dietary intake, weight management, or medication adherence [7,10] by using the Internet;

Comparison: usual diabetes care as control group;

Outcomes: primary outcomes included glycated hemoglobin (HbA1c) level, cesarean delivery, neonatal birth weight, and neonatal hypoglycemia at postintervention; secondary outcomes included biological outcomes (fasting blood glucose, weight gain, and change in body mass index [BMI] or weight), cognitive outcomes (satisfaction rate, empowerment, self-efficacy, or health-related quality of life), behavioral outcomes (insulin treatment rate or compliance rate with self-monitoring), emotional outcomes (depression or stress), and neonatal outcomes (large for gestational age or macrosomia) at postintervention; and
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Type of design: experimental studies that were either a randomized controlled trial (RCT) or controlled clinical trial (CCT). We excluded studies if they were nonexperimental, qualitative, protocol, or conference papers regarding general diabetic populations.

**Search Strategy**

The search strategy aimed to find published or unpublished studies written in English. No restriction was applied to the search performed from inception until February 16, 2016 in the following electronic databases: Cochrane Central Register of Controlled Trials (CENTRAL), PubMed, EMBASE, Cumulative Index to Nursing and Allied Health Literature (CINAHL), PsycINFO, Scopus, and ProQuest Dissertations and Theses. Index and keyword terms were used (Multimedia Appendix 2). The keywords were exploded and truncated following the syntax rules of each database. Unpublished trials of relevance to the review were searched from the Clinical Trials Registry (www.clinicaltrials.gov). Unpublished data were requested if eligible trials maximized the scope of the search. Finally, we searched the reference lists of the included studies and relevant previous reviews to check for additional eligible studies.

**Study Selection**

Two authors (LY and TP) independently screened the titles and abstracts of the identified references from the literature search to identify potentially eligible studies. The full texts of the remaining references were evaluated. Ineligible reports were excluded based on inclusion criteria, and the reasons for exclusion were recorded. A third reviewer (KY) resolved disagreements between the two reviewers regarding inclusion of a study.

**Quality Assessment**

After identifying studies that fulfilled the selection criteria and verifying their eligibility by reading the completed articles, the studies were subjected to quality assessment. The quality of the studies was independently judged using criteria for determining bias in intervention studies recommended by the Cochrane Handbook for Systematic Reviews of Interventions [32]. The following indicators of internal validity specific to the methodology of RCT were collected: (1) random sequence generation (selection bias), (2) allocation concealment (selection bias), (3) binding of participants and personnel (performance bias), (4) blinding of outcome assessment (detection bias), (5) incomplete outcome data (attrition bias), and (6) selective reporting (reporting bias) [32]. Assessment related to risk biases was assigned a judgment of “low risk,” “high risk,” or “unclear risk” of bias. One reviewer (LY) reviewed all studies with a judgment of “low risk,” “high risk,” or “unclear risk” of bias. One reviewer (LY) reviewed all studies with a judgment of “low risk,” “high risk,” or “unclear risk” of bias. The two authors (LY and TP) independently reviewed the summary tables for accuracy and relevance. When relevant data were missing or questionable in both published and unpublished trials, the authors were contacted for verification and to obtain additional information. Among 59 full-text articles, 10 were not clear because they had insufficient details (n=2) or no (n=8) outcomes. Although 10 authors were approached, none responded to our queries. Therefore, we excluded these 10 studies in the review.

**Statistical Analysis**

RevMan software (Review Manager version 5.3 for Windows from the Nordic Cochrane Center, the Cochrane Collaboration, 2014) was used for meta-synthesis. Risk ratio (RR) was used as the effect measure for dichotomous outcome with Mantel-Haenszel method. Mean difference was used for continuous outcomes with inverse-variance method. Heterogeneity between studies was evaluated using Cochran Q (chi-square test) and I² statistics. The statistical significance for heterogeneity using the chi-square test was set as P<.10. The I² statistic was applied to describe total variations in study estimates because of heterogeneity. Heterogeneity degree was estimated using I² by setting 0%, 25%, 50%, or 75% for no, low, moderate, and high heterogeneity, respectively [33]. The fixed-effect model was used in cases without significant heterogeneity (P>.10), and the DerSimonian and Laird random-effects model was used in cases with heterogeneity among the studies (P<.10) and I² values of more than 50% [33]. Subgroup analysis was performed to explore the source of heterogeneity, and the predefined subgroup was the type of DM.

**Results**

Figure 1 shows the selection process (PRISMA flow diagram). A total of 438 studies were identified from the initial database search and reference lists. Of these studies, 37 articles were curated using Endnote to remove duplicates. Subsequently, 401 studies were included for screening and 332 articles were excluded based on analysis of text words in titles and abstracts. In all, 69 full-text articles were retrieved, reviewed, and selected based on relevance and quality for eligibility. Of these, 59 articles were excluded because of the following: nonexperimental nature; type of protocol; nondiabetic perinatal women as subject; not using Internet approach; lack of self-monitoring component; reported qualitative, unclear, insufficient, or no outcomes; and Internet approach employed on diabetes screening, reminder, data collection. Finally, nine studies from 10 publications were identified for inclusion in this systematic review.
Study Characteristics

This meta-analysis included nine studies with 852 participants conducted across four countries (Table 1), which included the United States (n = 5) [15,16,34-36], Spain (n=2) [14,37,38], Italy (n=1) [39], and Ireland (n=1) [40]. All these studies were published articles. Research was conducted between 2007 [36] and 2015 [16]; 2015 had the highest number of publications (n=3) [14,16,40]. Seven of the studies used RCT designs and two used CCT designs [14,39]. The target populations were perinatal women with GDM or impaired glucose tolerance (n=5) [15,35,36], mixed group (n=4) [14,16,39], type 1 DM (n=0), and type 2 DM (n=0). The sample sizes varied among the nine studies and ranged from 19 [41] to 235 [39]. Nine studies reported more than one outcome. Attrition rates ranged from 2% [14,37,38] to 32% [16]. None of the studies used ITT analysis, and eight studies were supported by grants.
<table>
<thead>
<tr>
<th>Author, year (ref)</th>
<th>Setting/Country</th>
<th>Design</th>
<th>Population/gestation/age, mean (SD)</th>
<th>Intervention</th>
<th>N</th>
<th>Duration (weeks)</th>
<th>Outcomes</th>
<th>Attrition rate, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bartholomew et al 2015 [16]^b</td>
<td>Antenatal clinic in Hawaii, USA</td>
<td>RCT</td>
<td>GDM or type 2 DM; &lt;30 w; 33.2 (5.4)</td>
<td>Mobile phone, Internet technology (CIT)</td>
<td>I: 50; C: 50</td>
<td>3</td>
<td>Fasting and 2-hour post-prandial blood compliance rate with SMBG; satisfaction rate</td>
<td>I: 20; C: 32</td>
</tr>
<tr>
<td>Carral et al 2015 [14]^b</td>
<td>GDM unit in Cadiz, Spain</td>
<td>CCT</td>
<td>GDM, type 1 or 2 DM; &lt;30 w; 33.8 (4.6)</td>
<td>Web-based telemedicine system</td>
<td>I: 40; C: 64</td>
<td>—</td>
<td>HbA1c (%); weight gain; cesarean delivery rate; insulin treatment rate; neonatal birth weight; large for gestational age; neonatal hypoglycemia</td>
<td>I: 5; C: 14</td>
</tr>
<tr>
<td>Dalfra et al 2009 [39]</td>
<td>12 Diabetes clinics in Italy</td>
<td>CCT</td>
<td>GDM or type 1 diabetes; &lt;30 w; 33.8 (4.6)</td>
<td>Telemedicine with Glucobeeep server</td>
<td>I: 105; C:130</td>
<td>10</td>
<td>HbA1c (%); weight gain; cesarean delivery rate; insulin treatment rate; neonatal birth weight; macrosomia; SF36; CES-D; DSS; DHDS</td>
<td>Total: 15; I:—; C:—</td>
</tr>
<tr>
<td>Given et al 2015 [40]^b</td>
<td>2 Diabetes clinics in Ireland</td>
<td>RCT</td>
<td>GDM or IGT; 24-28 w; I: 33.5 (4.2), C: 30.1 (5.5)</td>
<td>Web-based telemedicine system</td>
<td>I: 24; C: 26</td>
<td>12</td>
<td>HbA1c (%); cesarean delivery rate; insulin treatment rate; neonatal birth weight; macrosomia; neonatal hypoglycemia</td>
<td>I: 12.5; C:15.4</td>
</tr>
<tr>
<td>Homko et al 2007 [36]^b</td>
<td>Antenatal clinic or one of its satellites in Philadelphia, PA</td>
<td>RCT</td>
<td>GDM; &lt;33 w; 18-45, I: 29.8 (6.6), C: 29.2 (6.7)</td>
<td>Internet-based telemedicine system using ITSMy-Healthfile and Las- sosweb data engine</td>
<td>I: 34; C: 25</td>
<td>—</td>
<td>HbA1c (%); FBS (mg/dL); cesarean delivery rate; DES; neonatal birth weight; large for gestational age; neonatal hypoglycemia</td>
<td>I: 5.8; C:13.8</td>
</tr>
<tr>
<td>Homko et al 2012 [35]^b</td>
<td>Antenatal clinic (2) in Philadelphia, PA</td>
<td>RCT</td>
<td>GDM; &lt;33 w; 18-45, I: 30.3 (6.0), C: 30.0 (7.5)</td>
<td>Internet-based telemedicine system with automatic telephone option</td>
<td>I: 40; C: 40</td>
<td>—</td>
<td>FBS (mg/dL); cesarean delivery rate; neonatal birth weight; large for gestational age; neonatal hypoglycemia</td>
<td>I: 10; C: 5</td>
</tr>
<tr>
<td>Kim et al 2012 [15]^b</td>
<td>University health system in Michigan</td>
<td>RCT</td>
<td>GDM within 3 years; &gt;18 years (—)</td>
<td>Web-based pedometer program</td>
<td>I: 28; C: 21</td>
<td>13</td>
<td>Change in weight; change in BMI; change in self-efficacy for weight and activity</td>
<td>I: 9.5; C:17.9</td>
</tr>
<tr>
<td>Nicklas et al 2014 [34]^b</td>
<td>Hospital in Boston, MA</td>
<td>RCT</td>
<td>GDM; postnatal; 18-45 (—)</td>
<td>Web-based lifestyle intervention</td>
<td>I: 36; C: 39</td>
<td>24-40</td>
<td>Change in weight; change in BMI</td>
<td>I: 8.3; C:10.3</td>
</tr>
<tr>
<td>Pérez-Ferre et al 2010a,b [37,38]^b</td>
<td>Diabetes unit of a hospital in Madrid, Spain</td>
<td>RCT</td>
<td>GDM; &lt;28 w; I: 33.3 (5.6), C: 34.2 (5.2)</td>
<td>Web-based telemedicine system</td>
<td>I: 50; C: 50</td>
<td>12</td>
<td>HbA1c (%); weight gain; cesarean delivery rate; neonatal birth weight; large for gestational age; neonatal hypoglycemia</td>
<td>I: 2.0; C: 4.0</td>
</tr>
</tbody>
</table>

All studies had a usual treatment control group and none used ITT. —: Information not mentioned in article; BMI: body mass index; C: control group; CCT: controlled clinical trial; CES-D: Center for Epidemiologic Studies Depression Scale; DES: Diabetes Empowerment Scale; DHDS: Diabetes Health Distress Scale; DSS: Diabetes-related Stress Scale; FBS: fasting blood sugar; GDM: gestational diabetes mellitus; HbA1c: glycated hemoglobin A1c; I: intervention group; IGT: impaired glucose tolerance; ITT: intention-to-treat analyses; OGTT: Oral Glucose Tolerance Test; RCT: randomized controlled trial; SF36: SF-36 Health Survey; SMBG: self-monitoring of blood glucose.

These studies had grant support.

**Study Quality**

The summary of risk of bias is presented in Figure 2, and the risk of bias graph is shown in Multimedia Appendix 3. Seven of nine studies had adequate sequence generation for randomization. Two studies [16,34] had adequate allocation concealment. None of the studies implemented blinding of participants. Three studies [15,34,37,38] implemented blinding.
of outcome assessment. All studies addressed low-risk bias concerning incomplete outcome data. Eight had low-risk bias for selective reporting.

**Figure 2.** Risk of bias summary.

**Description of Internet-Based Self-Monitoring Interventions**

Detailed elements of the Internet-based self-monitoring interventions are presented in Multimedia Appendix 4. The components of the self-monitoring interventions included glycemic control (n=8), diet control (n=7), physical activities (n=5), weight control (n=3) [15,34,39], and medication adherence (n=7). Functionalities of the interventions included system alert and reminder (n=4) [14,16,35,40], graphical progress (n=2) [15,37,38], and uploading, entering, and tracking own information (n=3) [16,34,36] using website (n=9), phone (n=7), SMS text message (n=5), email (n=6), and animated video (n=1) [34] that integrated communication with glucometer (n=4) and pedometer (n=1) [15]. The majority of the interventions used asynchronous communication (n=6), and three used synchronous communication [15,39,40] through two-way (n=9) feedback communication. The providers of the intervention were physicians (n=7), nurses (n=4), dietitians (n=1) [34], telemedicine service provider (n=1) [40], and study staff (n=1) [15]. Only one intervention consisted of peer support using an online forum [15]. The duration of the intervention varied among the nine studies and ranged from 3 weeks [16] to 40 weeks [34]. Three of the studies [14,16,34] had follow-up after intervention. None of the studies reported
using theoretical or conceptual framework to design their interventions.

Efficacy of Internet-Based Self-Monitoring Interventions on Maternal Outcomes

Five studies [14,36-39,40] assessed the efficacy of interventions among 508 perinatal women by using HbA$_{1c}$ levels as the outcome. The meta-analysis revealed that the intervention significantly improved HbA$_{1c}$ levels (mean difference $-0.12$, 95% CI $-0.22$ to $-0.02$), as determined using inverse-variance method and fixed-effects model ($I^2=0\%$, $P=0.69$; Figure 3). A nonsignificant $P$ value for the Cochran $Q$ statistic indicated that the selected studies were homogeneous. The overall effect of intervention on HbA$_{1c}$ was significant ($z=2.39$, $P=0.02$). Subgroup analyses were performed to compare the effects of the interventions on HbA$_{1c}$ between the GDM (n = 3) [36-38,40] and mixed groups (n = 2) [14,39]. However, no significant effect was found for subgroup differences ($P=0.73$).

Six studies [14,35-39,40] assessed cesarean delivery rate as outcomes of interventions among 526 perinatal women, and the meta-analysis showed low heterogeneity ($I^2=20\%$, $P=0.28$) (Figure 4). Moreover, the interventions did not significantly improve cesarean delivery rate for overall effect (RR=$0.84$, 95% CI $0.68-1.05$; $z=1.55$, $P=0.12$). Two subgroup analyses using the Mantel-Haenszel method and fixed-effects model revealed that the interventions significantly decreased the cesarean delivery rate among the mixed group (RR=$0.73$, $z=2.23$, $P=0.03$) in two studies [14,39], but had no effect among the GDM group (RR=$1.05$, $z=0.30$, $P=0.77$) in four studies [35-38,40]. No significant subgroup differences were found ($P=0.10$). None and low heterogeneity were found between subgroups of women with GDM ($I^2=0\%$, $P=0.97$) and the mixed group ($I^2=23\%$, $P=0.27$).

**Figure 3.** Forest plot of mean difference (95% CI) in change of HbA$_{1c}$ (%) for the Internet-based self-monitoring intervention and control groups. IV: inverse variance.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Experimental Mean</th>
<th>SD</th>
<th>Control Mean</th>
<th>SD</th>
<th></th>
<th>Total</th>
<th>Weight</th>
<th>Mean Difference</th>
<th>Fixed, 95% CI</th>
<th>Mean Difference</th>
<th>Fixed, 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1 GDM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bowen et al. 2015</td>
<td>5.3</td>
<td>2.5</td>
<td>5.3</td>
<td>2.4</td>
<td>26</td>
<td>5.3</td>
<td>2.4</td>
<td>26</td>
<td>0.5%</td>
<td>-0.12</td>
<td>-0.22 to -0.02</td>
</tr>
<tr>
<td>Homko et al. 2007</td>
<td>6.1</td>
<td>0.8</td>
<td>6.2</td>
<td>2.2</td>
<td>25</td>
<td>6.2</td>
<td>2.2</td>
<td>25</td>
<td>1.2%</td>
<td>-0.10</td>
<td>-1.01 to 0.81</td>
</tr>
<tr>
<td>Pérez-Ferre et al. 2010 a,b</td>
<td>5.3</td>
<td>0.4</td>
<td>5.4</td>
<td>0.4</td>
<td>48</td>
<td>5.4</td>
<td>0.4</td>
<td>48</td>
<td>39.3%</td>
<td>-0.10</td>
<td>-0.26 to 0.06</td>
</tr>
<tr>
<td>Subtotal (95% CI)</td>
<td>99</td>
<td>40.0</td>
<td>102</td>
<td></td>
<td></td>
<td>102</td>
<td></td>
<td>-0.10</td>
<td>-0.25 to 0.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterogeneity: $\chi^2=0.02$, df = 2 ($P=0.69$); $I^2=0%$</td>
<td>Test for overall effect: $Z=1.24$ ($P=0.21$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.2 Mixed group</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Carroll et al. 2015</td>
<td>5.6</td>
<td>0.6</td>
<td>5.6</td>
<td>0.5</td>
<td>64</td>
<td>5.6</td>
<td>0.5</td>
<td>64</td>
<td>19.6%</td>
<td>0.00</td>
<td>0.22 to 0.22</td>
</tr>
<tr>
<td>Dalra et al. 2009</td>
<td>5.1</td>
<td>0.6</td>
<td>5.3</td>
<td>0.5</td>
<td>115</td>
<td>5.3</td>
<td>0.5</td>
<td>115</td>
<td>40.4%</td>
<td>-0.20</td>
<td>-0.38 to -0.04</td>
</tr>
<tr>
<td>Subtotal (95% CI)</td>
<td>128</td>
<td></td>
<td>179</td>
<td></td>
<td>207</td>
<td>128</td>
<td></td>
<td>-0.13</td>
<td>-0.26 to -0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterogeneity: $\chi^2=2.09$, df = 1 ($P=0.15$); $I^2=52%$</td>
<td>Test for overall effect: $Z=2.07$ ($P=0.04$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Total 95% CI)</td>
<td>230</td>
<td></td>
<td>278</td>
<td></td>
<td>20.0</td>
<td>230</td>
<td>278</td>
<td>-0.12</td>
<td>-0.22 to -0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterogeneity: $\chi^2=2.23$, df = 4 ($P=0.68$); $I^2=0%$</td>
<td>Test for overall effect: $Z=2.39$ ($P=0.02$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test for subgroup differences: $\chi^2=0.12$, df = 1 ($P=0.73$); $I^2=0%$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 4.** Forest plot of risk ratio in change of cesarean delivery rate for the Internet-based self-monitoring intervention and control groups.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Experimental Events</th>
<th>Total</th>
<th>Control Events</th>
<th>Total</th>
<th>Weight</th>
<th>Risk Ratio M-H, Fixed, 95% CI</th>
<th>Risk Ratio M-H, Fixed, 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1 GDM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bowen et al. 2015</td>
<td>10</td>
<td>21</td>
<td>10</td>
<td>26</td>
<td>8.0%</td>
<td>1.24 [0.64, 2.40]</td>
<td></td>
</tr>
<tr>
<td>Homko et al. 2007</td>
<td>22</td>
<td>32</td>
<td>10</td>
<td>25</td>
<td>not estimable</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Homko et al. 2012</td>
<td>13</td>
<td>36</td>
<td>19</td>
<td>39</td>
<td>16.3%</td>
<td>0.74 [0.43, 1.27]</td>
<td></td>
</tr>
<tr>
<td>Pérez-Ferre et al. 2010 a,b</td>
<td>17</td>
<td>49</td>
<td>12</td>
<td>48</td>
<td>10.8%</td>
<td>1.39 [0.74, 2.59]</td>
<td></td>
</tr>
<tr>
<td>Subtotal (95% CI)</td>
<td>106</td>
<td></td>
<td>113</td>
<td></td>
<td>35.0%</td>
<td>1.05 [0.75, 1.49]</td>
<td></td>
</tr>
<tr>
<td>Total events</td>
<td>40</td>
<td></td>
<td>41</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterogeneity: $\chi^2=2.60$, df = 2 ($P=0.27$); $I^2=23%$</td>
<td>Test for overall effect: $Z=0.30$ ($P=0.77$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| 1.2 Mixed Group   |                     |       |                |       |        |                              |                              |
| Carroll et al. 2015 | 12    | 40    | 26             | 64    | 17.8%  | 0.74 [0.42, 1.29]             |                              |
| Dalra et al. 2009 | 34                  | 88    | 61             | 115   | 47.1%  | 0.73 [0.53, 1.00]             |                              |
| Subtotal (95% CI) | 128                 |       | 179            |       | 65.0%  | 0.73 [0.56, 0.96]             |                              |
| Total events      | 46                  |       | 87             |       |        |                              |                              |
| Heterogeneity: $\chi^2=0.00$, df = 1 ($P=0.97$); $I^2=0\%$ | Test for overall effect: $Z=2.23$ ($P=0.03$) |

| 20% (95% CI) |                              |
| Total (95% CI) | 234  | 292 | 100.0% | 0.84 [0.68, 1.05] |
| Test for overall effect: $Z=1$ ($P=0.30$) |

Test for subgroup differences: $\chi^2=2.63$, df = 1 ($P=0.10$); $I^2=62.0\%$ |
Efficacy of Internet-Based Self-Monitoring Interventions on Neonatal Outcomes

Figure 5 shows the pooled meta-analysis results of six articles that determined the effect of interventions on neonatal body weight among 582 perinatal women. The meta-analysis showed low to moderate heterogeneity ($I^2 = 41\%$, $P = .13$). Four studies [35-38,40] of GDM group and two studies [14,39] of mixed group revealed similar neonatal weight (mean difference = 27.30, $z = 0.62$, $P = .54$) between the Internet-based self-monitoring intervention and control groups. Two subgroup analyses were performed and no significant differences were found between intervention and control groups either in the GDM group (mean difference = 92.21, $z = 1.47$, $P = .14$) or the mixed group (mean difference = 36.42, $z = 0.59$, $P = .56$). The heterogeneity of GDM group ($I^2 = 39\%$, $P = .18$) and mixed group ($I^2 = 30\%$, $P = .23$) ranged from low to moderate. The test for subgroup differences was not significant ($P = .14$).

Figure 6 shows the pooled meta-analysis results of five studies on neonatal hypoglycemia among 379 women. The intervention group demonstrated no significant difference on the overall effect (RR = 1.09, $z = 0.24$, $P = .81$) compared with the control group, as assessed using the Mantel-Haenszel method and fixed-effects model. No heterogeneity was found in the mixed group ($I^2 = 0\%$, $P = .85$) and overall result ($I^2 = 0\%$, $P = .93$). The result of subgroup analysis was not different ($P = .79$) between the mixed and GDM groups.

Table 2 summarizes the efficacy of the intervention on maternal outcomes including fasting blood sugar [35,36], weight gain [14,37-38], changes in BMI and weight [15,34], insulin treatment rate [14,37-38], satisfaction rate [16,40], compliance rate with self-monitoring of blood glucose [16], health-related quality of life [39], depressive symptoms [39], diabetic-related stress [39], diabetes health distress [39], diabetes empowerment [36], and change in self-efficacy for weight and activity [15], as well as neonatal outcomes including large for gestational age [14,35-38] and macrosomia [39,40]. The outcomes were not significantly different between intervention and control groups. Although the effects of diabetes-related stress and diabetes empowerment significantly differed in the Diabetes-related Stress Scale scores ($P = .02$) [39] and Diabetes Empowerment Scale scores ($P = .003$) [36], the findings of the single study could not contribute sufficient evidence to draw conclusions. The heterogeneity ($I^2$) ranged from 0% in the pooled meta-analysis of three studies on weight gain [14,37,38] to 95% from the pooled meta-analysis of two studies on satisfaction rate [16,40] by using fixed- and random-effect models, respectively. Although we identified substantial heterogeneity ($I^2 > 50\%$), we encountered difficulty in investigating the result by using subgroup and sensitivity analyses for the two to three studies that indicated changes in BMI or weight [15,34], insulin treatment rate [14,37-39], and satisfaction rate [16,40].

Table 2. Summary of the efficacy of the intervention on maternal outcomes including fasting blood sugar [35,36], weight gain [14,37-38], changes in BMI and weight [15,34], insulin treatment rate [14,37-38], satisfaction rate [16,40], compliance rate with self-monitoring of blood glucose [16], health-related quality of life [39], depressive symptoms [39], diabetic-related stress [39], diabetes health distress [39], diabetes empowerment [36], and change in self-efficacy for weight and activity [15], as well as neonatal outcomes including large for gestational age [14,35-38] and macrosomia [39,40].

Figure 5. Forest plot of mean difference (95% CI) in change of neonatal body weight (grams) for the Internet-based self-monitoring intervention and control groups. IV: inverse variance.
Figure 6. Forest plot of risk ratio for change in neonatal hypoglycemia rate for the Internet-based self-monitoring intervention and control groups.

Table 2. Efficacy of Internet-based self-monitoring interventions on other maternal and neonatal outcomes.\(^a\)

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Studies included, n</th>
<th>Overall effect</th>
<th>Heterogeneity</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RR/MD (95% CI)</td>
<td>z</td>
<td>P</td>
<td>I(^2)</td>
</tr>
<tr>
<td><strong>Maternal outcomes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fasting blood sugar</td>
<td>2 [35,36]</td>
<td>-0.66(^c) (-4.28, 2.96)</td>
<td>0.36</td>
<td>.72</td>
</tr>
<tr>
<td>Weight gain</td>
<td>3 [14,37,38]</td>
<td>-0.48(^c) (-1.44, 0.47)</td>
<td>0.99</td>
<td>.32</td>
</tr>
<tr>
<td>Change in BMI</td>
<td>2 [15,34]</td>
<td>-0.91(^c) (-1.91, -0.09)</td>
<td>1.77</td>
<td>.08</td>
</tr>
<tr>
<td>Change in weight</td>
<td>2 [15,34]</td>
<td>-2.53(^c) (-5.10, -0.04)</td>
<td>1.93</td>
<td>.05</td>
</tr>
<tr>
<td>Insulin treatment rate</td>
<td>3 [14,37-39]</td>
<td>1.06(^b) (0.56, 2.02)</td>
<td>0.19</td>
<td>.85</td>
</tr>
<tr>
<td>Satisfaction rate</td>
<td>2 [16,40]</td>
<td>1.75(^b) (0.40, 7.58)</td>
<td>0.74</td>
<td>.46</td>
</tr>
<tr>
<td>Compliance rate with self-monitoring of blood glucose</td>
<td>1 [16]</td>
<td>1.02(^b) (0.87, 1.20)</td>
<td>0.24</td>
<td>.81</td>
</tr>
<tr>
<td>SF-36 Physical component</td>
<td>1 [39]</td>
<td>-2.2(^c) (-4.50, 0.10)</td>
<td>1.88</td>
<td>.06</td>
</tr>
<tr>
<td>SF-36 Mental component</td>
<td>1 [39]</td>
<td>2.10(^f) (0.75, 4.95)</td>
<td>1.44</td>
<td>.15</td>
</tr>
<tr>
<td>CES-D</td>
<td>1 [39]</td>
<td>1.50(^c) (-1.35, 4.35)</td>
<td>1.03</td>
<td>.30</td>
</tr>
<tr>
<td>DSS</td>
<td>1 [39]</td>
<td>4.10(^c) (0.75, 7.45)</td>
<td>2.40</td>
<td>.02</td>
</tr>
<tr>
<td>DHDS</td>
<td>1 [39]</td>
<td>4.90(^c) (-0.20, 10.00)</td>
<td>1.88</td>
<td>.06</td>
</tr>
<tr>
<td>DES</td>
<td>1 [36]</td>
<td>0.40(^c) (0.14, 0.66)</td>
<td>3.00</td>
<td>.003</td>
</tr>
<tr>
<td>Change in self-efficacy for weight</td>
<td>1 [15]</td>
<td>2.70(^c) (-2.57, 8.15)</td>
<td>1.02</td>
<td>.31</td>
</tr>
<tr>
<td>Change in self-efficacy for activity</td>
<td>1 [15]</td>
<td>-1.40(^c) (-5.02, 2.22)</td>
<td>0.76</td>
<td>.45</td>
</tr>
<tr>
<td><strong>Neonatal outcomes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Large for gestational age</td>
<td>4 [14,35,36,37,38]</td>
<td>1.39(^b) (0.81, 2.40)</td>
<td>1.19</td>
<td>.23</td>
</tr>
<tr>
<td>Macrosomia</td>
<td>2 [39,40]</td>
<td>1.46(^b) (0.27, 7.98)</td>
<td>0.44</td>
<td>.66</td>
</tr>
</tbody>
</table>

\(^a\) CES-D: The Center for Epidemiologic Studies Depression Scale; DES: Diabetes Empowerment Scale; DHDS, Diabetes Health Distress Scale; DSS, Diabetes-related Stress Scale; SF36: SF-36 Health Survey. NA: not applicable.

\(^b\) RR: risk ratio.

\(^c\) MD: mean difference.
Discussion

This meta-analysis includes data from nine experimental studies, which included 852 women from four countries. The results revealed that the Internet-based self-monitoring interventions significantly decreased maternal HbA1c levels compared with usual care among perinatal diabetic women at postintervention. Internet-based self-monitoring interventions significantly decreased the cesarean delivery rate compared to usual care among the mixed group at postintervention.

Internet-Based Self-Monitoring Interventions

The major components of the interventions included self-monitoring glycemic control, medication adherence, physical activity, and diet control. Most of the interventions used websites, phone devices, and/or a glucometer through an asynchronous two-way feedback system. None of the selected studies developed interventions by using theoretical frameworks. Nevertheless, the hypothesized mechanism of action of the interventions should be described according to the Template for Intervention Description and Replication checklist and guide [42]. Theory can explain the rationale of the elements essential to the intervention and how the intervention really worked [43]. Theory can inform interventions in different ways, from identifying theoretical constructs to be targeted or mechanisms underlying particular behavior change techniques to selecting for women the approach that could most likely benefit them toward the right direction [12]. However, the sustainability of the positive findings from these studies is questionable because only three interventions [14,16,34] had follow-up mechanisms. Evidence demonstrated a gradual decline in adherence to self-monitoring of diet, exercise, medication adherence, and weight management [20]. Thus, future studies need to report the long-term effects of the intervention over an extended period. Only one study used a peer-support approach that provided diabetic women with opportunities to discuss problems with others experiencing the same issues [15]; this limitation suggests further research is warranted to determine whether peer-based online forums are effective in improving neonatal or maternal outcomes [19].

Quality of the Evidence and Potential Biases

A high range of heterogeneity occurred between none (0%) to high (95%). The overall methodological quality of the studies included in the review was mixed and 78% (7/9) of the studies used methods to randomly assign women to either the intervention or the usual-care group using methods that we judged were at low risk of bias. This result was due to our selection criteria for either RCTs or CCTs. Thus, the majority prevented selection bias and insured against accidental bias. Only 22% (2/9) of the studies achieved adequate allocation concealment. Therefore, participants or providers could possibly foresee assignments to introduce selection bias. A potentially important source of bias in this meta-analysis was that none of the studies (0/9) achieved blinding of participants and personnel. Support intervention studies face considerable difficulties in blinding providers and women to an Internet-based group. Thus, all women would have performance bias. Only 33% (3/9) of the studies achieved an effective blinding of outcomes, perhaps owing primarily to the nature of the interventions. Even during an attempt made to blind outcome assessment, a high risk of response bias remained possible for outcomes relying on self-report and objective outcomes. Hence, the majority of women might harbor favorable expectation or increased apprehension in the Internet-based group or they might feel deprived or relieved in the usual-care group. The overall impact of sample attrition had a low-risk bias in all studies (9/9), which could improve the generalizability of findings and reduce attrition bias. Approximately 90% (8/9) of the studies reported primary and secondary outcomes that were reported in prespecified methods. Consequently, the selected studies did not obtain misleading results. None of the studies used ITT analysis, which is a method designed to solve problems of noncompliance and missing outcomes to maintain prognostic balance generated from the original random treatment allocation [44]. Therefore, all trials indicated overoptimistic estimates of the efficacy of the intervention on outcomes [44].

Glycated Hemoglobin A1c

The results of this meta-analysis suggest that Internet-based self-monitoring interventions elicit significant effects on helping perinatal diabetic women to reduce their HbA1c levels, which is consistent with the previous meta-analytic review among adults with type 2 DM [24,25]. A previous review identified 11 studies that analyzed HbA1c levels and found that eight of these studies demonstrated a small significant decline in HbA1c because of substantial heterogeneity ($I^2 = 58\%$) in the effect interventions [24]. Although our review had no heterogeneity ($I^2 = 0\%$) in the five identified studies, the small effect might be explained by different intensities of in-person contact between the intervention and control groups. We found the same in-person follow-up interval in both groups of two studies [36-38], but different intervals between the intervention and control group were indicated in three other studies [14,39,40]. A previous review [24] suggested that the intensity of in-person contact between consultation visits might relate to the efficacy of an Internet-based approach. We could not find the significant effect among subgroups of GDM [36-38,40] because of the small sample size, which had lower statistical power to select the true effect [45].

According to self-regulation theory [6], perinatal diabetic women could review their own data to obtain better understanding of their medical condition for self-awareness. The Internet could provide increased ease and convenience of self-monitoring because processing power and connectivity could allow remote access to information, and algorithms can target most of the components of existing face-to-face interventions [13]. Two-way personalized/tailored feedback with recommendations via email, online, or text message [14,36-39,40] helped gain diabetic knowledge and information for self-adjustment of glycemic control [14,36-39,40], diet control [14,36-39,40], appropriate activities control [36,39], weight gain control [39], and medication adherence control [14,36-39,40]. Sending automated alerts and reminders [14,40], voice messages [39], and visualizing data using graphs [37,38] encouraged engagement to the intervention to reinforce self-monitoring. Therefore,
perinatal diabetic women capitalized on this motivation to improve HbA1c levels.

** Cesarean Delivery Rate**

Internet-based self-monitoring interventions were found to significantly decrease the cesarean delivery rate for a pool of 307 women in the mixed group [14,39], but no significant difference was found for a pool of 219 women with GDM [35-38,40]. The results of the meta-analysis are consistent with a previous meta-analytic review among women with GDM [30]. The study reported nonstatistically significant differences were found in cesarean delivery rates between telemedicine and a usual-care group; however, cesarean delivery rate analysis included only three studies [35,36,38]. This analysis includes an additional three studies [14,39,40]. The reason behind the significant decrease in the cesarean delivery rate in the mixed group but not in the GDM group remains unclear. Small sample size possibly underpowered the detection of any difference in cesarean delivery rate [45] among the GDM group, which suggests additional research is needed.

** Other Maternal and Neonatal Outcomes**

This review showed similar neonatal or other maternal outcomes between the Internet-based self-monitoring interventions and usual diabetes care. However, the question remains as to whether Internet-based interventions may offer cost-effective service compared to usual care [28]. Interventions delivered over the Internet are likely to cost less than face-to-face services requiring frequent contact with health care personnel, and their relatively low delivery cost could result in an Internet-based intervention being more cost effective [4,26]. Currently, a dearth of evidence was detected regarding the effects of intervention on cognitive, behavioral, and emotional outcomes among perinatal diabetic women. Despite the identified nine individual cognitive, behavioral, and emotional outcomes in this review, evidence was too limited to draw any conclusion. Thus, additional good quality trials in this area are needed before firm conclusions can be made regarding the efficacy of Internet-based self-monitoring interventions on cognitive, behavioral, and emotional outcomes.

** Limitations**

This review has several limitations. First, this review included only studies published in English, all of which were conducted in developed regions with high access to the Internet or mobile devices. Therefore, the results may not be applicable to marginalized groups in developing regions. Second, the subgroup analyses we performed prevented drawing definitive conclusions on the efficacy of Internet-based self-monitoring interventions. Subgroup analyses may pose significant interpretation problems, such as false positive or false negative outcomes [46,47]. The false positive outcomes were found for subgroup analyses when no true outcome exists, and have been estimated at 5% per subgroup [46,47]. The false negative outcomes were found because of the small number of outcome events in each subgroup. Therefore, limited statistical power minimized the random error among the estimates of event rates. Third, the small sample size is another limitation given that five of them used a small sample size from 49 [15] to 50 [40], and we found a lack of studies with type 1 or type 2 DM during pregnancy. Fourth, HbA1c is known to be a 3-month mean measure of glycemic control, but the duration of intervention was not mentioned [14,36] or was less than 3 months [39] in three selected trials. Therefore, the validity of this measure as an outcome at postintervention might be questionable. Fifth, a nonsignificant effect was found in the GDM subgroup, but a significant effect was detected in the mixed group; thus, the effect of the type of diabetes rather than the true intervention effect was contentious. Finally, two studies [14,39] had CCT designs with insufficient control of extraneous variables, which diminished the internal validity of their findings.

** Implications for Future Research**

Continuing research in this area is needed to develop effective Internet-based self-monitoring interventions to improve maternal and neonatal outcomes. Future studies should consider the theoretical base of the interventions [12] with a peer-support component [19] and long-term follow-up [20] to improve the efficacy and sustainability using a RCT design with ITT analyses [44]. However, determining the effective elements of Internet-based application is necessary. Further investigations are needed to divide these applications into specific components, features, transmission, functionality, facilities, interactivity, duration, and mode of delivery to differentiate the distinct effects of different functions [12]. This requirement is especially true in view of the lack of current research that explores the mechanism of effective interventions in different types of perinatal DM.

** Clinical Implications**

Internet-based self-monitoring interventions may function as important extensions of the range of services to enhance the access of diabetic women to support with self-monitoring especially between consultation visits. Based on the findings of this study, websites that integrate communication with sensor-based systems and a tracing system should be considered high priority in designing self-monitoring interventions to improve maternal glycemic control and cesarean delivery rates. The ubiquity of the Internet facilitates dissemination of information and support to a broader audience and allows information and support to be tailored according to individual characteristics and experiences [26]. Perinatal diabetic women could access and review content at any time and place. Multimedia features and interactivity could accommodate different learning styles [48]. Data visualization capabilities and cloud computing offer accessible display of outcome information, flexible dissemination channels within and between service settings, and ready access to collaborative communication and shared resources for perinatal women and health care providers [13]. Furthermore, gaming technology, Bluetooth technology, interactive voice response, virtual reality, Facebook presence, as well as blogs and Global Positioning System navigation systems are another advancing wave of technological development that might potentially help map out new avenues to promote and support Internet-based self-monitoring among perinatal diabetic women.
Conclusion
The rising popularity of the Internet might result in a shift from the traditional model of care toward an Internet-based health model. Internet-based self-monitoring interventions may introduce new approaches of improving maternal HbA1c and cesarean delivery rates to perinatal diabetic women. Despite the limitations of this review and analysis, our findings have identified a need for future research to employ RCT designs with follow-up data to confirm the long-term effects of Internet-based self-monitoring interventions on maternal and neonatal outcomes among perinatal diabetic women.
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Abstract

Background: Low- and middle-income countries (LMICs) face the highest burden of maternal and neonatal deaths. Concurrently, they have the lowest number of physicians. Innovative methods such as the exchange of health-related information using mobile devices (mHealth) may support health care workers in the provision of antenatal, delivery, and postnatal care to improve maternal and neonatal outcomes in LMICs.

Objective: We conducted a systematic review evaluating the effectiveness of mHealth interventions targeting health care workers to improve maternal and neonatal outcomes in LMIC.

Methods: The Cochrane Library, PubMed, EMBASE, Global Health Library, and Popline were searched using predetermined search and indexing terms. Quality assessment was performed using an adapted Cochrane Risk of Bias Tool. A strength, weakness, opportunity, and threat analysis was performed for each included paper.

Results: A total of 19 studies were included for this systematic review, 10 intervention and 9 descriptive studies. mHealth interventions were used as communication, data collection, or educational tool by health care providers primarily at the community level in the provision of antenatal, delivery, and postnatal care. Interventions were used to track pregnant women to improve antenatal and delivery care, as well as facilitate referrals. None of the studies directly assessed the effect of mHealth on maternal and neonatal mortality. Challenges of mHealth interventions to assist health care workers consisted mainly of technical problems, such as mobile network coverage, internet access, electricity access, and maintenance of mobile phones.
Conclusions: mHealth interventions targeting health care workers have the potential to improve maternal and neonatal health services in LMICs. However, there is a gap in the knowledge whether mHealth interventions directly affect maternal and neonatal outcomes and future research should employ experimental designs with relevant outcome measures to address this gap.
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Introduction
The risk for maternal or newborn death is considerably higher in low- and middle-income countries (LMICs) as compared with high-income countries. Despite progress with global decline in maternal mortality, many LMICs still have high maternal mortality rates [1] in particular in LMICs in sub-Saharan Africa and Asia, where the majority of maternal deaths occur [2]. Between 1990 and 2010, globally the under-five mortality rate was reduced by only 28% instead of the targeted 67% [3,4]. Neonatal mortality rate counts toward 41% of the total under-five mortality rate and plays an important role in the slow reduction of under-five mortality rate.

High neonatal mortality rate particularly persists in LMICs [4]. This high burden of maternal and neonatal deaths is compounded with low numbers of physicians and midwives [4]. These human resource challenges are worsened by factors including migration of qualified health workers to better resourced countries, inadequate investment in national health systems, and devastation by major epidemics such as human immunodeficiency virus (HIV) and acquired immune deficiency syndrome (AIDS), and malaria [5]. Task shifting as well as innovation in service delivery using available technology provides a promising opportunity to improve maternal and neonatal outcomes [6].

A potential tool to address maternal and neonatal outcomes in LMICs is provided by the global increase in mobile technology. The International Telecommunication Union reported that in 2013, global mobile-phone subscriptions reached 6.8 billion and that the mobile-cellular penetration rate or the number of active mobile phone users within a specific population reached 89% in developing countries [7]. This has facilitated the development of a new component of electronic health, namely mobile health (mHealth). The main feature of mHealth is the exchange of health-related information in the form of coded data, text, images, audio, and video using mobile devices. This technology can be used to address challenges such as access, quality, affordability, matching of resources, and behavioral norms [8]. mHealth can be used by health care workers in LMICs to improve affordability of interventions for health promotion, increase health education, and address disease prevention [9-12]. mHealth could also play a prominent role in task shifting, allowing health care workers closely related to the community, such as community health workers (CHWs), to become an important intermediate between higher health institutions and the community. Although the global use of mHealth interventions is increasing, evidence of the effectiveness of mHealth apps is mostly limited to high-income countries, with a focus on the prevention and management of classic chronic diseases, such as diabetes and hypertension [13]. In LMICs, mHealth interventions have been successfully implemented for the management of HIV and tuberculosis [14-16]. Less evidence exists on the effectiveness of mHealth interventions aimed at health care workers providing maternal and neonatal services in LMICs. Therefore, the main objective of this study was to perform a systematic review to assess the effectiveness of mHealth interventions aimed at health care workers providing maternal and neonatal services in improving maternal and neonatal outcomes in LMIC.

Methods
Protocol and Registration
The current systematic review is based on the guidelines provided by PRISMA [17] and was registered in the PROSPERO registry for systematic reviews: (CRD42014010292). This review is part of a larger systematic review that investigated the potential of mHealth interventions targeting both health workers and pregnant women in LMICs to improve maternal and neonatal outcomes.

Information Sources and Search
An electronic systematic literature search was conducted within the following 5 databases: The Cochrane Library (Cochrane Database of Systematic Reviews), PubMed or MEDLINE, EMBASE, Global Health Library, and POPLINE using predefined search terms (Title or Abstract) and indexing terms (MeSH, Emtree) during the period of June 1, 2014, and August 31, 2014. In addition, Grey literature search was performed between October 2014 and April 2015 because many studies focusing on mHealth interventions are not published in peer-reviewed journals. A list was created of organizations working with mHealth interventions. These organizations consisted of nongovernmental organizations, governments’ agencies, and the World Health Organization working group on mHealth (Multimedia Appendix 1). The websites of these organizations were searched for publications fitting the eligibility criteria. Furthermore, personal contacts (met through working in the field or at conferences) were approached for papers or documents to be included. Additional papers were found via the snowballing effect, using the reference list of included papers.

Eligibility Criteria
Studies focusing on the domain health care workers in combination with maternal and neonatal care in LMICs were eligible for inclusion. The list of LMICs was created according to the World Bank Classification [12]. The determinant mHealth was defined as a medical and public health practice supported...
by mobile devices, such as mobile phones, tablets, and other wireless devices [12,18,19]. It makes use of voice messaging, short messaging service (SMS) text messaging, and apps that can be accessed via general packet radio service, third and fourth generation mobile telecommunications (3G and 4G systems), global positioning system, and Bluetooth technology. The outcomes were not prespecified because of the interest for any outcome related to our domain and determinant. Keywords used in these searches included pregnancy, pregnant, midwife, midwives, traditional midwives, traditional birth attendants (TBAs), CHW, maternal, antenatal, delivery, postnatal, neonatal, perinatal, baby, low resource setting, constrained resource, mHealth, mobile phone, smartphone, mobile app, tablet computer, SMS, short messaging, and telemedicine. The full search strategy can be found in Multimedia Appendix 2.

Included papers were all peer-reviewed, written in English, Dutch, French, German, or Spanish, and primary study papers. Papers were excluded when they did not match the domains and determinants, or were reports of proceedings, project protocols, secondary analysis, animal, biomolecular, or genetic studies. Citations of secondary analysis were reviewed for relevant citations. Interventions relating to the termination of pregnancy were excluded when they targeted the termination of pregnancy before 26-week gestation, as the fetus is then not yet regarded as viable. Interventions making use of a radio were excluded because these interventions fell outside the scope of our definition of mHealth.

Study Selection
The database searches were carried out by ABB and SFS. Subsequent review of search results was undertaken by ABB, MAC, SFS, JB, and KKG. Three reviewers (ABB, ASM, and MV) screened the papers found in the grey literature search. There were no disagreements on paper inclusion.

Data Extraction
Data extraction was done according to a standardized data extraction form based on: the study, study design, location, target population or size, form of mHealth, focus of evaluation measure (whether maternal or neonatal), mHealth function, relevant study findings with respect to outcome used in the study, role of mHealth, and the strengths, weaknesses, opportunities, and threats of the intervention.

Extraction of the data from database papers was done by a single reviewer (ABB) who was not blinded for journal or author details. Lack of clarity during the extraction process was resolved by consulting the second reviewer (MAC). Data extraction of the grey literature was done by 4 reviewers (ABB, ASM, MV, and MAC). In case of incomplete data, one attempt was made to contact the corresponding author by email.

Quality Assessment
The quality of the included papers was assessed according to an adapted Cochrane Risk of Bias Tool [20]. mHealth interventions as well as the target populations differed between the studies. This tool was used because it gives more guidance on details for classifying the risk of bias and therefore enhances uniformity of assessment (Multimedia Appendix 3). Bias was assessed on the selection process of the study population, completeness of data (example number of dropouts), origin of the data (measurements performed by authors or database research), blinding of the researchers or clinicians, the presence of a clear definition of the outcomes that were used, and whether confounders were taken into account in analysis. Risk of bias was assigned as either low risk, high risk, or unclear risk. The quality assessment tool can be found in Multimedia Appendix 3. Validity of the papers was taken into account in the Discussion section.

Synthesis of Results
Studies were grouped into 2 types: intervention and descriptive. Intervention studies employed more rigorous nonrandomized study designs used for evaluating interventions [21], whereas descriptive studies used mainly cross-sectional designs or were case studies. Data synthesis aims to give a narrative analysis. First, an overview of the scope of mHealth interventions is provided. The scope of the studies consists of the year of publication, region of the world, form of mHealth intervention, the mHealth function, topic addressed, and target population.

Narrative synthesis of the intervention studies are presented in an evidence table, in which the studies are analyzed according to their year of publication, study design, location or setting, target population, whether evaluation measures are maternal or neonatal, form of mHealth, mHealth functions related to data collection, educational, and communication and finally relevant findings. A similar evidence table was used to summarize the findings of the descriptive studies. Heterogeneous outcomes, settings, and varying study designs limited our ability to group the results of 2 or more papers together to conduct a meta-analysis for an overall quantitative conclusion. A strengths, weaknesses, opportunities, and threat analysis was also performed for all the included studies, as well as for mHealth as an intervention.

Results
Overview of Included Studies
A total of 3725 papers were identified in the database and grey literature searches. After removal of duplicates using Endnote (version 11), 2965 articles remained and were screened by title and abstract. This resulted in exclusion of 2909 articles, leaving 56 articles to screen for eligibility. Thirty-seven articles were further excluded. Reasons for exclusion included unavailability of full text (n=17), language (n=2), secondary analysis (n=8), reports (n=7), and unavailability of records providing additional but key information on studies (n=3). A total of 19 articles were included in our study, 10 intervention studies and 9 descriptive studies. Figure 1 illustrates the study screening and selection process, whereas Table 1 provides an overview of the scope of mHealth interventions in the included studies. Overall, 73.7% (14 of 19) of the studies were conducted in Africa and 26.3% (5 of 19) in Asia. Most interventions (68.4%) used SMS text messaging, but the form of text messaging varied between the studies. Text messaging forms included unidirectional and multidirectional text messages. Furthermore, 10.5% (2 of 19) of studies combined SMS text messages with another form of
mHealth. mHealth function as well as target populations differed between the studies.

Regarding the quality of mHealth evaluations in the studies, only one of the intervention studies was a randomized controlled trial (RCT) [22]. The others [23-31] had quasi-experimental nonrandomized designs. Table 2 provides an overview of the characteristics of the intervention studies, respectively by RCT and nonrandomized controlled trial status. Study designs reported for the descriptive studies ranged from case studies to cross-sectional study designs [32-40]. Table 3 provides an overview of the characteristics of the descriptive studies and their key findings.

Table 1. Scope of studies included in the review.

<table>
<thead>
<tr>
<th>Category</th>
<th>Subcategory</th>
<th>Intervention studies (N=10)</th>
<th>Descriptive studies (N=9)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Number of studies</td>
<td>% of studies</td>
</tr>
<tr>
<td>Region</td>
<td>Africa</td>
<td>8</td>
<td>80.0</td>
</tr>
<tr>
<td></td>
<td>Asia</td>
<td>2</td>
<td>20.0</td>
</tr>
<tr>
<td>Form of mHealth</td>
<td>Unidirectional text messaging</td>
<td>3</td>
<td>30.0</td>
</tr>
<tr>
<td></td>
<td>Multidirectional text messaging</td>
<td>2</td>
<td>20.0</td>
</tr>
<tr>
<td></td>
<td>Multidirectional text and voice messages</td>
<td>1</td>
<td>10.0</td>
</tr>
<tr>
<td></td>
<td>Unidirectional text messaging and Web-based technology</td>
<td>1</td>
<td>10.0</td>
</tr>
<tr>
<td></td>
<td>Mobile phone health apps or surveys</td>
<td>2</td>
<td>20.0</td>
</tr>
<tr>
<td></td>
<td>Mobile phone software</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Mobile phone recording</td>
<td>1</td>
<td>10.0</td>
</tr>
<tr>
<td>mHealth function (certain studies contain multiple forms)</td>
<td>Data collection</td>
<td>6</td>
<td>60.0</td>
</tr>
<tr>
<td>Educational</td>
<td>1</td>
<td>10.0</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Communication or information sharing</td>
<td>5</td>
<td>50.0</td>
</tr>
<tr>
<td>Topic (certain studies contain multiple topics)</td>
<td>Postpartum hemorrhage</td>
<td>1</td>
<td>10.0</td>
</tr>
<tr>
<td></td>
<td>Skilled maternal and newborn care</td>
<td>4</td>
<td>40.0</td>
</tr>
<tr>
<td></td>
<td>Training or educating midwives and nurses</td>
<td>2</td>
<td>20.0</td>
</tr>
<tr>
<td></td>
<td>Reproductive health</td>
<td>1</td>
<td>10.0</td>
</tr>
<tr>
<td></td>
<td>HIV and pregnancy</td>
<td>2</td>
<td>20.0</td>
</tr>
<tr>
<td></td>
<td>Malaria in pregnancy</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Postnatal depression</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Infant feeding</td>
<td>1</td>
<td>10.0</td>
</tr>
<tr>
<td>Target population (certain studies target multiple populations)</td>
<td>Traditional birth attendants</td>
<td>2</td>
<td>20.0</td>
</tr>
<tr>
<td></td>
<td>Health extension workers</td>
<td>1</td>
<td>10.0</td>
</tr>
<tr>
<td></td>
<td>Midwives</td>
<td>2</td>
<td>20.0</td>
</tr>
<tr>
<td></td>
<td>Health care staff</td>
<td>2</td>
<td>20.0</td>
</tr>
<tr>
<td></td>
<td>Medical students</td>
<td>1</td>
<td>10.0</td>
</tr>
<tr>
<td></td>
<td>Community health workers</td>
<td>3</td>
<td>30.0</td>
</tr>
<tr>
<td></td>
<td>Health surveillance assistants</td>
<td>1</td>
<td>10.0</td>
</tr>
</tbody>
</table>
Figure 1. PRISMA flow diagram of studies included in this review.

Overall Risk of Bias Assessment of Intervention Studies

The overall risk of bias assessment is reported in Figure 2 and Multimedia Appendix 4. All included studies provided a clear definition of the outcomes and made use of self-measured data. Only one study accounted for confounders in the analysis [27], 2 studies did not [24,29], and the remaining 8 of the included studies did not mention whether or not this was the case [22,23,25,26,28,30,31,40]. Most studies had a high risk of bias for selection of study population, with one study with unclear risk of bias [25]. Two studies scored a high-risk bias for completeness of data, one study did not make use of a control group [24], and another paper performed the study without secondary monitoring [23].
Narrative Synthesis of Results of Intervention Studies

The intervention studies distinguish the use of mHealth directed at health care providers for data collection, communication, or educational purposes.

mHealth as a Data Collection Tool

Six papers described an mHealth intervention used as a data collection tool [22-24,26-28].

Two of these studies assessed the knowledge and skill retention of midwives and TBAs after training sessions on how to use mobile phones as data collection tool [27,28]. In rural Liberia, TBAs were trained in SMS texting data collection protocol and performed a 1-year posttest evaluation that showed that 63.6% of them displayed evidence of statistically significant knowledge and skill retention [28]. However, only 11.0% of the TBAs were able to perform more complex tasks, such as adding credit to the mobile phone to increase mobile phone usage time. This task proved to be difficult due to low literacy and poor mobile phone reception and 69.8% of TBAs relied on people with higher education to support them with mobile functions. In rural Liberia, traditional midwives were trained to use SMS texting for real-time remote data collection using a pregnancy reporting protocol. They showed a significant mean increase in mobile phone knowledge and skill acquisition afterward [27].

In a study conducted in Ethiopia, most health workers were able to use mobile phone health apps that are appropriate for their technical needs in terms of maternal health data collection [26], suggesting that mobile technologies allow health managers to more quickly and reliably have access to data which can help them identify whether and where there are issues in service delivery. Evaluation of mobile phone use by TBAs to report incidence, management, and outcome of postpartum hemorrhage, showed that 90.0% of the TBAs used their mobile phones to send SMS text messages in the 90 days following training and were able to use the protocols to report clinical outcomes [23]. In 4 Chinese villages, the use of mobile phone questionnaire for data collection on infant feeding practices was compared with a pen-and-paper method. The pen-and-paper method was observed to be more error prone [22] as 65.0% of the pen-and-paper records did not match and needed additional checking. Cost-wise, however, the mobile phone method was considerably more expensive at US $23 per questionnaire, compared with the pen-and-paper method that cost US $13 per questionnaire. In a study in Myanmar, a combination of Web-based and mobile technology was used to generate antenatal care and expanded program on immunization visit dates, in which the health worker was able to cross-check, identify, and update the mother and child status at the health facility or during home visits [24]. This tool improved antenatal
care and expanded program on immunization coverage in the study area with less delay in antenatal and immunization visits.

**mHealth as Communication Tool**

Three studies assessed the use of mHealth interventions as a communication tool [25,29,30]. In Malawi, it was shown that mobile phones can be used to reduce the communication gap between health workers and their district teams [25]. The intervention consisted of SMS text messages used to report stock-outs, asking for general information, reporting emergencies, confirming meetings, and requesting technical support. For CHWs in the intervention group, an average of 9 minutes and at an average cost of $0.6 to report issues and receive feedback per contact was estimated. The most common modes of communication among this group were phone calls (94.4%) and SMS text messages (100.0%). Face-to-face communication was only reported by 8.0% of the participants. For CHWs in the control district, 1681 minutes (28 hours) and an average cost of US $4.6 to report and receive feedback per contact were estimated. The most common modes of communication amongst this group were use of face-to-face communication with their supervisors at district level (92.0%) and phone calls (6.0%) with none of them using SMS text messages. The mHealth intervention was at least 4 times cheaper and 134 times more efficient, compared with traditional and most common methods of walking, biking, or using public transport to reach supervisors face to face.

SMS texting between CHWs and either ambulance, health facility staff, district hospital, and central level, enabled an effective and real-time 2-way communication alert system to reduce maternal and child health deaths in Rwanda [29]. The mHealth intervention resulted in a 20.0% increase in facility-based delivery, from 72.0% to 92.0%. In addition, CHWs became more proactive in identifying pregnant women and following up on registered pregnant women for appropriate care, by sending reminders to their mobile phones. In a study conducted in Zambia, SMS text messaging was used for transmission of test results between health facilities and caregivers to reduce the time needed for diagnosis of infant HIV infection [31]. The mean turnaround time for delivery of a test result to the relevant health facility decreased from 44.2 days preimplementation to 26.7 days postimplementation. The mean turnaround time for delivery of test results to the caregiver of the tested child decreased from 66.8 days to 35 days [31].
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Table 2. Characteristics of the intervention studies included in the review and the relevant findings.

<table>
<thead>
<tr>
<th>Study/ (Focus of evaluation)</th>
<th>Study design</th>
<th>Target population or size (Setting)</th>
<th>Form of mHealth function</th>
<th>Relevant findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>2014, Munro et al [28] (Maternal)</td>
<td>Nonrandomized design (preintervention and postintervention evaluation)</td>
<td>99 TBAs trained; 63 retained 1-year post-training for complete evaluation (Rural Bong county in Liberia)</td>
<td>Utilization of mobile phone functions, coded SMS text messaging</td>
<td>Participants demonstrated an increase in the mean number of skills that they were able to perform between pretest and both the immediate posttest and 1-year posttest. Mean number of skills that the participants were able to complete did decrease slightly between immediate and posttest. Individual skills verified a significant retention of knowledge between the pretest and posttest. Many TBAs continued to have trouble with the more complex skills of adding credit to a mobile phone (11% was able to do this at posttest). 70% of TBAs relied primarily on others with higher education to assist them with mobile functions; 24% used their phone to communicate with the certified midwife; 14.3% wanted to communicate, but had poor reception.</td>
</tr>
<tr>
<td>2014, Pathfinder (Grey Literature) [30] (Maternal)</td>
<td>Nonrandomized design (preintervention and postintervention evaluation)</td>
<td>258 participants in an infant feeding health education program (Abuja and Nasawara in Nigeria)</td>
<td>Education and communication (ANC protocols, and client follow-up)</td>
<td>CHWs increased HIV testing from 68% to 82%. Blood pressure measurement increased from 87% to 97%. The quality of care score from client interviews increased from 13.33 at baseline to 17.15 at end line, with the most significant improvements related to health counseling. Individual and group health counseling sessions became structured.</td>
</tr>
<tr>
<td>2013, Little et al [26] (Maternal)</td>
<td>Nonrandomized design (preintervention and postintervention evaluation)</td>
<td>20 HEW©, 12 midwives, 5 supervisors (Kilte and Awelalo districts in the Tigray region of Ethiopia)</td>
<td>Mobile phone app using open source components</td>
<td>GPRS© connection was available in 35 health posts and centers (74%) of the study districts. There were very few instances of the mobile data network being unavailable for a substantial period of time. 34 of the 36 phones were retained; 2 were stolen with one later recovered; 3 phones had issues with insensitive screens and were replaced. Most health workers rapidly learned how to use and became comfortable with the touch screen devices so only limited technical support was needed.</td>
</tr>
<tr>
<td>2012, Zhang et al [22] (Maternal and Neonatal)</td>
<td>Randomized controlled trial</td>
<td>10 students of the Hebei Union School of Public Health (Zhaozhou Township, Hebei Province, China)</td>
<td>Mobile phone data collection</td>
<td>In 120 copies of pen-and-paper questionnaires, 55 questionnaires contained errors. 65% of the pen-and-paper records did not match and needed to be checked. There was no significant difference between duration of pen-and-paper method versus mobile phone method. The mean cost per questionnaire was higher for the mobile phone method (US $23) than for the pen-and-paper method (US $13). The mobile phone method was acceptable to interviewers, with only minor problems that did not result in data loss.</td>
</tr>
<tr>
<td>Study/ (Focus of evaluation)</td>
<td>Study design</td>
<td>Target population or size (Setting)</td>
<td>Form of mHealth</td>
<td>mHealth function</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>-------------</td>
<td>------------------------------------</td>
<td>-----------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>2012, Lori et al [27] (Maternal)</td>
<td>Nonrandomized design (preintervention and postintervention evaluation)</td>
<td>99 TBAs (Rural Liberia)</td>
<td>SMS text messaging</td>
<td>Data collection (using a pregnancy reporting protocol)</td>
</tr>
<tr>
<td>2012, Seidenberg et al [31] (Infant)</td>
<td>Nonrandomized design (preintervention and postintervention evaluation)</td>
<td>At least 2 health workers from each facility (2 districts in Southern Zambia)</td>
<td>SMS text messaging</td>
<td>Data collection and transmission (to reduce the time between blood sampling for the detection of infant HIV infection and notification of the test results to the relevant point-of-care health facility by using SMS-based system)</td>
</tr>
<tr>
<td>2012, Lemay et al [25] (Maternal)</td>
<td>Nonrandomized controlled trial (staged design)</td>
<td>Health surveillance assistants and community health workers. 95 SMS users in Salima. 95 nonusers in Salima. 95 nonusers in Kasungu (Salima, Nkhotakota, and Kasungu Districts in Malawi)</td>
<td>SMS text messaging</td>
<td>Communication (reducing communication gaps between health workers and their district teams; increasing access to information and improve quality of services)</td>
</tr>
<tr>
<td>2012, Ngabo et al [29] (Maternal)</td>
<td>Nonrandomized design (pre intervention and postintervention evaluation)</td>
<td>432 community health workers and the rest of the health system (Musanze, Rwanda)</td>
<td>SMS Text messaging (Rapid SMS-MCH system)</td>
<td>Communication (SMS-based platform, enabling effective and real time 2-way communication for action, between CHWs at community level, and the rest of the health system. Used to improve access to antenatal, postnatal care, institutional delivery, and emergency obstetric care)</td>
</tr>
<tr>
<td>2011, Andreatta et al [23] (Maternal)</td>
<td>Nonrandomized design (posttraining evaluation)</td>
<td>8 TBA, 2 professional nurse midwives (Sene District in Ghana)</td>
<td>SMS text messaging</td>
<td>Data collection and communication (reporting postpartum hemorrhage occurrence, management, and outcome)</td>
</tr>
</tbody>
</table>
Studies that focused on maternal and newborn health involved mobile phone interventions in various areas such as pregnancy care, nutrition, and health education. One study in Afghanistan demonstrated that mobile phones could be used to improve the delivery of health services to remote areas, with a reported 72.0% improvement in clinical practice among participants who received mobile phone messages.

Another study in Indonesia explored the use of mobile phones for the delivery of immunization services. Mobile phones were used to send reminders to mothers about upcoming appointments and vaccinations. The results showed that mobile phone use was positively associated with improved delivery of EPI services (35). Mobile phone use was also found to positively influence the access to institutional services (33).

In South Africa, mobile phones were used to educate midwives about best practices in maternal and child health care. The use of mobile phones resulted in a 31% reduction in malaria in pregnancy and among children aged younger than 5 years, as well as detect and respond promptly to any outbreak (34).

Mobile phones have also been used to improve the quality of counseling for pregnant women. A project in Zanzibar, which employed Web-based apps for pregnant women to be categorized based on risk for treatment [32], demonstrated a significant reduction in the likelihood of stillbirths, with a 31% reduction in the number of stillbirths. This was achieved through a combination of mobile phone-based interventions and traditional approaches.

Mobile phones have also been used to improve the transmission of data. A study in Thailand showed that mobile phones were effective in transmitting data, with a 31% reduction in the transmission of data compared to traditional methods. This reduction in transmission time allowed for real-time access to data, which improved the quality of care provided to pregnant women.
regard, lack the specific rigor associated with intervention studies. The descriptive studies ranged from surveys to case studies. For each broad mHealth function, various apps were reported. For example, under communication function, one study reported mHealth used to report stock-outs to higher levels [25], whereas another study reported mHealth used to follow-up women and report clinical outcomes [23]. This could have been an advantage if more than one study reported specific apps to allow for comparison of results. Most of the studies report on process rather than outcome measures, and thus, this systematic provides an indication for opportunity for more rigorous intervention studies that focus on both specific maternal and neonatal outcome measures in the future.

Strengths, Weaknesses, Opportunities, and Threats Analysis of mHealth as an Intervention

Multiple studies mention low costs to be strength of the mHealth interventions compared with traditional methods [24,25,31,40]. mHealth interventions were found to be considerably more efficient than traditional methods used for communication [25], and to improve the effectiveness of community health services in terms of managing logistics, reporting events, and addressing emergencies. mHealth allowed for integration of all levels of health workers, including TBAs, to expedite emergency referrals and communicate with skilled providers like midwives [28].

Weaknesses included that the information in the text messages was too simple and needed additional detailed information [40]. In addition, remoteness of study sites was a limitation to Web-based education due to lack of or poor access to the Web [40]. Technological problems such as poor reception, lost and damaged phones, and difficulty with certain mobile phone models were also identified [40]. mHealth interventions that are dependent on existing information systems, with modular systems that are not interoperable, cannot be linked to other settings and data structures [24]. Other weaknesses include poor telephone maintenance and lack of or limited access to electricity in a number of communities.

Clear opportunities exist for utilization of mHealth. This includes the additional functions of the technology, such as global positioning system, taking and storing pictures and videos, as well as the ability to record sound. These can facilitate data collection tools in the future [29]. Another opportunity offered by mHealth is for a broader mobile network coverage that could expand the reach of health information to frontline health workers in remote areas and accelerate knowledge exchange between health workers and higher levels in the health system [25]. mHealth offers the opportunity for strengthening of health care infrastructure with the requisite financial support, and the technology can be applied to a broader scope of public health care [27]. It is also possible to address various health system issues using one mHealth program or intervention [37,39], and there are various software available that could be adapted to suit specific needs of health care [34]. Opportunities for public–private partnership also exist [29].

Factors that threaten mHealth implementation included lack of reliable Web coverage, which limits the potential of mHealth in the public sector [28,40], limited capacity to manage damaged phones, low literacy levels [28], and lack of appreciation by health workers of the need to use data where it is generated [24]. Several of the reported interventions were conducted by foreign agencies that could potentially result in limited sustainability [30,33,34,39]. This, however, could be overcome if local stakeholders and institutions engaged in the program appreciate the value of the capacity building offered. Finally, it is important that any tool adapted to be used through mHealth be itself efficient, to maximize the benefits of mHealth functions [37].
### Table 3. Characteristics of the descriptive studies included in the review and the relevant findings.

<table>
<thead>
<tr>
<th>Study (Focus of Evaluation Measures)</th>
<th>Study design</th>
<th>Target health workers or size (Setting)</th>
<th>Form of mHealth</th>
<th>mHealth function</th>
<th>Relevant findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>2014, Lee et al [35] Maternal and Neonatal</td>
<td>Cross-sectional</td>
<td>223 midwives (15 sub-districts of Aceh Besar, Indonesia)</td>
<td>One-way mobile phone use</td>
<td>Improving access to health-related resources: formal (medical professionals) and informal (peer workers) resources</td>
<td>Mobile phone use was positively associated with midwives' access to institutional and peer information resources. Access to institutional resources was positively associated with midwives' health knowledge, whereas access to peer resources was not. Access to peer resources was associated with higher self-efficacy, which was positively associated with health knowledge. Implications for technology interventions strategies targeted to community health workers in rural communities provided.</td>
</tr>
<tr>
<td>2014, Tsai et al [37] (Maternal)</td>
<td>2 Cross-sectional studies</td>
<td>Community health workers (sample size not stated in paper) (Khayelitsha Cape Town, South Africa)</td>
<td>Mobile phone program</td>
<td>Case finding (use of mobile phones for administering the EPDS during the routine course of their community-based outreach and wellness work</td>
<td>CHWs were able to detect probable antenatal depression using the scale during their routine outreaches with excellent discrimination, with area under the receiver-operating characteristic curve (AUC) values ranging from 0.91 to 0.99; 0.97 sensitivity and 0.76 specificity.</td>
</tr>
<tr>
<td>2014, Pimmer et al [36] (Maternal)</td>
<td>Case study</td>
<td>16 nurses attending an advanced midwifery course (Rural South Africa)</td>
<td>Mobile phones</td>
<td>Nurse education (mobile phones as educational tools)</td>
<td>Nursing students in resource poor settings use mobile technology as educational tools. These learning practices involve sociocognitive processes, learning in the form of joint problem solving and reflection, as well as more intensive forms of sociocultural participation. In order for educational institutions to more fully and more systematically harness the potentials of these media, a number of ethical and practical issues need to be addressed.</td>
</tr>
<tr>
<td>2014, D-Tree International [33] (Grey Literature) (Maternal and neonatal)</td>
<td>Cross-sectional</td>
<td>24 TBAs in phase I and 223 CHWs in phase II (Zanzibar, Tanzania)</td>
<td>Mobile phone with open source mobile app</td>
<td>Data collection and communication and information sharing</td>
<td>There was an increase in access to skilled care during pregnancy, childbirth, and post-partum care. 71% facility delivery compared with 33.6% in DHS. 77% facility delivery in phase II (DHS range between 25% and 41%). Increase in primary care level deliveries (44% compared with 4% in 2011). Geographical differences in delivery habits highlighted. Increased self-efficacy and capability of frontline workers.</td>
</tr>
<tr>
<td>2014, World Vision [39] (Maternal and neonatal)</td>
<td>Cross-sectional</td>
<td>CHWs (sample size not provided in paper) (Afghanistan)</td>
<td>Mobile phone</td>
<td>Counseling and referrals</td>
<td>Promotion of health facility deliveries. Timely referrals of women and newborns. Decrease in maternal and new-born deaths (worth noting that exact measures of these are not stated in the paper).</td>
</tr>
</tbody>
</table>
### Relevant findings

**Perceived usefulness** was reported to be slightly higher than perceived ease of use. After 3 months of field use, interviewer perceptions of both perceived ease of use and perceived usefulness were found to be higher than before training.

High feasibility of conducting MPAPI interviews in this setting.

Network coverage was available in all clinics and hardware, software, cost, and secure transmission to the data center presented no significant challenges over the 21-month period.

For the 12 MLH participants in group 2, anxiety about the multimedia capabilities of the phone was evident. Their concern centered on the possibility that their privacy may be invaded by interviewers using the mobile phone camera to photograph them.

For participants in group 3, having the interviewer sit beside versus across from the interviewee during the MPAPI interview was received positively by 95% of MLH. Privacy (6%) and confidentiality (5%) concerns were low for group 3 MLH.

Mobile phones were found both to be acceptable and feasible in the collection of maternal and child health data from women living with HIV in South Africa.

#### Study design

<table>
<thead>
<tr>
<th>Study (Focus of Evaluation Measures)</th>
<th>Study design</th>
<th>Target health workers or size (Setting)</th>
<th>Form of mHealth</th>
<th>mHealth function</th>
<th>Relevant findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>2013, van Heerden et al [38] (Maternal)</td>
<td>Cross-sectional</td>
<td>16 data collectors; (Rural South Africa)</td>
<td>MPAPI&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Data collection (feasibility of face-to-face maternal health data collection from pregnant women living with HIV using a mobile phone survey app)</td>
<td>Perceived usefulness was reported to be slightly higher than perceived ease of use. After 3 months of field use, interviewer perceptions of both perceived ease of use and perceived usefulness were found to be higher than before training. High feasibility of conducting MPAPI interviews in this setting. Network coverage was available in all clinics and hardware, software, cost, and secure transmission to the data center presented no significant challenges over the 21-month period. For the 12 MLH participants in group 2, anxiety about the multimedia capabilities of the phone was evident. Their concern centered on the possibility that their privacy may be invaded by interviewers using the mobile phone camera to photograph them. For participants in group 3, having the interviewer sit beside versus across from the interviewee during the MPAPI interview was received positively by 95% of MLH. Privacy (6%) and confidentiality (5%) concerns were low for group 3 MLH. Mobile phones were found both to be acceptable and feasible in the collection of maternal and child health data from women living with HIV in South Africa.</td>
</tr>
<tr>
<td>2013, IICD&lt;sup&gt;f&lt;/sup&gt; [34] (Grey Literature) (Maternal and children)</td>
<td>Cross-sectional</td>
<td>50 CHWs and 10 health specialists (Yirimodjo, Mali)</td>
<td>MAMMA&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Data collection and monitoring (questionnaire with malaria indicators and monitoring of disease evolution)</td>
<td>31% reduction in malaria in pregnancy cases. Faster treatment response (65%). 32% reduction in malaria in children under 5 years. 20% increase in pregnant women sleeping under bed net. 42% increase in pregnant women receiving preventative medication.</td>
</tr>
<tr>
<td>2012, Woods et al [40] (Maternal and neonatal)</td>
<td>Cross-sectional</td>
<td>50 midwives out of 2500 midwives from public and private sectors (South Africa)</td>
<td>SMS text messaging; with link to a website with additional information</td>
<td>Education</td>
<td>86% enjoyed and learned from weekly text messages. 72% felt that the messages improved clinical practice. 68% shared and discussed the messages with colleagues.</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

This systematic review shows effective use of mHealth interventions as communication, educational, and data collection tools by health workers to report on medical events related to maternal and child health within their community. These constitute health systems strengthening app tools [41]. The specific mHealth functions have enabled health workers to track pregnant women in their care, as well as facilitate referrals. Such strategies, targeted at data collection and reminders for antenatal visits, directly impact on service utilization such as antenatal coverage, whereas those aimed at improving skilled attendance at delivery and facility delivery impact more directly on mortality [42]. Unfortunately, only one of the studies included in our review directly reports the effect of mHealth on maternal and neonatal mortality, without exact details of coverages. Although other studies have shown that mHealth interventions targeted at clients can reduce perinatal mortality by 50% [43], we could not convincingly demonstrate this effect for health worker-targeted interventions.

The fact that most of the studies included in this review targeted health workers at community level provides insights into the possibility of creating an intermediate layer in which health workers form an important linkage between higher health institutions and the community in harnessing the befits of mHealth.

Some challenges of mHealth were identified, and these were mainly technological problems, such as mobile network coverage, Web-based access, electricity access, and maintenance of mobile phones [11,29,40]. These could negatively affect the expansion of the mHealth interventions in LMIC if not addressed. However, technological improvement comes with associated costs. Engaging the private sector in a public-private partnership can reduce such cost [29] and facilitate the expansion of mHealth interventions in LMIC in the future. Decreasing costs of handsets will potentially reduce further the cost of mHealth interventions.

Given the large investments in mHealth [44,45], with the highest cost of service provision in LMIC [6], experimental evaluations which will thoroughly assess its impact [45], more specifically on maternal and neonatal health outcomes, will be most beneficial. Future studies should investigate the effectiveness of the interventions by measuring similar outcomes. Health workers’ level of literacy affected their ability to perform complex tasks on mobile devices [27]. It is important to address this challenge if the full complement, respectively potential of mHealth is to be deployed at all levels of service delivery, including the community level. Lower cadre of health staff will need adequate training to ensure their optimization of such interventions.

Limitations

Limitations of our review include a high risk of bias observed for some of the intervention studies, mainly relating to limited consideration of confounding. Only one study was a RCT. Most studies were pilot or implementation studies. A further limitation of the current systematic review is the domain limitation of LMIC. This affects the generalizability of our results to other settings, as we are aware that some studies in high-income countries or low-income mothers in high-income countries could provide informative insight in the effectiveness of mHealth interventions to improve health outcomes [13].

The strength of the current systematic review is the comprehensive search conducted including available grey literature reflecting current activities of nongovernmental organizations, which are often not published in peer-reviewed journals. This paper thus provides a comprehensive overview of the available literature on the effectiveness of mHealth.
interventions to date and narratively assesses the broad function of mHealth. The methodology used in the narrative synthesis looks at the broad function of mHealth as used in the study, the targeted frontline providers, and the effectiveness of the mHealth intervention, an approach that facilitated easy assessment of the usefulness of the various mHealth functions.

Conclusions
This systematic review indicates that mHealth interventions targeting health care workers have the potential to materially improve maternal and neonatal health services in LMICs. There is, however, a gap in the knowledge of how mHealth interventions directly affect maternal and neonatal outcomes and future research should employ experimental designs to address this gap.
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Abstract

Background: A fully automated computer-tailored Web-based self-management intervention, Kanker Nazorg Wijzer (KNW [Cancer Aftercare Guide]), was developed to support early cancer survivors to adequately cope with psychosocial complaints and to promote a healthy lifestyle. The KNW self-management training modules target the following topics: return to work, fatigue, anxiety and depression, relationships, physical activity, diet, and smoking cessation. Participants were guided to relevant modules by personalized module referral advice that was based on participants’ current complaints and identified needs.

Objective: The aim of this study was to evaluate the adherence to the module referral advice, examine the KNW module use and its predictors, and describe the appreciation of the KNW and its predictors. Additionally, we explored predictors of personal relevance.

Methods: This process evaluation was conducted as part of a randomized controlled trial. Early cancer survivors with various types of cancer were recruited from 21 Dutch hospitals. Data from online self-report questionnaires and logging data were analyzed from participants allocated to the intervention condition. Chi-square tests were applied to assess the adherence to the module referral advice, negative binominal regression analysis was used to identify predictors of module use, multiple linear regression analysis was applied to identify predictors of the appreciation, and ordered logistic regression analysis was conducted to explore possible predictors of perceived personal relevance.

Results: From the respondents (N=231; mean age 55.6, SD 11.5; 79.2% female [183/231]), 98.3% (227/231) were referred to one or more KNW modules (mean 2.9, SD 1.5), and 85.7% (198/231) of participants visited at least one module (mean 2.1, SD 1.6). Significant positive associations were found between the referral to specific modules (range 1-7) and the use of corresponding modules. The likelihoods of visiting modules were higher when respondents were referred to those modules by the module referral advice. Predictors of visiting a higher number of modules were a higher number of referrals by the module referral advice ($\beta=.136, P=.009$), and having a partner was significantly related with a lower number of modules used ($\beta=-.256, P=.044$). Overall appreciation was high (mean 7.5, SD 1.2; scale 1-10) and was significantly predicted by a higher perceived personal relevance ($\beta=.623, P=.000$). None of the demographic and cancer-related characteristics significantly predicted the perceived personal relevance.
Conclusions: The KNW in general and more specifically the KNW modules were well used and highly appreciated by early cancer survivors. Indications were found that the module referral advice might be a meaningful intervention component to guide the users in following a preferred selection of modules. These results indicate that the fully automated Web-based KNW provides personal relevant and valuable information and support for early cancer survivors. Therefore, this intervention can complement usual cancer aftercare and may serve as a first step in a stepped-care approach.

Trial Registration: Nederlands Trial Register: NTR3375; http://www.trialregister.nl/trialreg/admin/rctview.asp?TC=3375 (Archived by WebCite at http://www.webcitation.org/6jo4jO7kb)

(J Med Internet Res 2016;18(8):e229) doi:10.2196/jmir.5975
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Introduction

Recovery from cancer and its treatment can be challenging for cancer survivors. A variety of physical, psychosocial, and lifestyle difficulties might impede the resumption of previous daily life activities [1]. Cancer aftercare guidelines for oncology professionals recommend paying attention to the early detection and recognition of psychological distress, fatigue, pain, problems with daily activities, lifestyle risks, and also to stimulating self-care within the first year after completing the primary curative cancer treatment [2,3]. Further, due to the aging population and improved cancer care, the population of cancer survivors is growing while complaints, needs, and preferences of cancer survivors can vary individually over the different subjects and time [4–7]. For these reasons, fully automated, computer-tailored Web-based cancer aftercare interventions may be suitable for providing a large number of cancer survivors with personalized advice at relatively low costs [8]. Moreover, online solutions fit well with the increasing numbers of cancer survivors who search the Internet for health-related information, especially with those survivors who do not seek face-to-face guidance or treatment [9,10]. Web-based interventions might be appropriate to be integrated as a first step in a stepped-care approach as it offers a low-intensive intervention first before referring to interventions that are more intensive. Such first-step, low-intensive interventions might be sufficient to meet the personal needs of a large proportion of survivors with relatively mild complaints and are less costly [11]. In addition, Web-based interventions can comprise relevant information as written text, videos, animations, interactive features, hyperlinks, while personalization of the content is possible by applying computer tailoring [12–14].

The Web-based intervention Kanker Nazorg Wijzer (Cancer Aftercare Guide, KNW) is a fully automated intervention that aims to increase survivors’ quality of life (QoL) by providing psychosocial support as well as promoting positive lifestyle changes, and it targets cancer survivors of any type of cancer [15]. The KNW consists of seven self-management training modules covering the topics return to work, fatigue, anxiety and depression, social relationship and intimacy issues, physical activity, diet, and smoking cessation (see Figure 1), supplemented with one general information module on residual symptoms. Based on the responses to a screening questionnaire, cancer survivors receive personalized advice on which KNW modules are most relevant for them to use. This Module Referral Advice (MRA) is designed in a fashion analogous to traffic lights as displayed in Figure 2. This MRA aims to guide participants through the wide-ranging KNW portal, based on experienced complaints and identified needs, as assessed by the screening questionnaire. The KNW has been shown to be effective in reducing fatigue and depressive symptoms and in improving quality of life domains (ie, emotional and social functioning) [16]. In addition, strong indications were found that KNW users are engaged in more moderate physical activity and have a higher intake of vegetables, fruits, and fish 6 months after they started using the KNW [17]. Besides assessing the effects of the KNW, it is important to understand how this complex intervention was used and appreciated by the participants, whether use and appreciation was predicted by certain user characteristics, and to evaluate relevant key intervention components [8,18–20]. Moreover, it is essential to examine specifically whether the provided information was perceived as personally relevant in order to evaluate the computer tailoring.

Previously published Web-based interventions in the areas of lifestyle, mental health, and chronic conditions differ with regard to the number of (cancer-related) topics, the composition of the target group, the intervention components, and the delivery mode [8,21–25]. Generally, typical Web-based interventions are modular in setup, are updated weekly, require weekly visits, last for about 10 weeks, and include interaction with the system, peers, or a counselor [26]. The actual use of most interventions was low, or data on the use have been poorly reported [8,26]. The extent of use might be influenced by differences in participant and intervention characteristics [27]. Prior studies among cancer survivors have shown that different user characteristics were related to different user patterns: for example, a higher usage was found among those with low levels of self-reported social support and a high illness burden, and among survivors who were working and who received radiotherapy [28,29]. Being female, middle aged or older, having mid to high levels of education, a healthy body mass index (BMI), a healthier lifestyle, and having a low quality of life were predictors for a higher use of (multiple behavior) eHealth interventions among the general population [30,31]. Reported intervention characteristics that might predict usage were peer or counselor support, in-person contact, updates of the intervention, and sending reminders [20,26,27]. According to
previously published studies, mixed results were found on the relationship between intervention usage and outcomes, such as symptom distress, depression, and lifestyle behaviors [29,32,33]. With regard to appreciation, prior studies reported that Web-based interventions were positively evaluated by cancer survivors, and a higher use was associated with a higher appreciation in a generic Web-based intervention for breast cancer survivors [24,34,35].

The design of the KNW portal differs from most of the existing Web-based interventions for cancer survivors by providing personalized self-management training on seven topics and by allowing users to choose which modules they want to use during an intervention period of 6 months. Previously identified effective intervention characteristics of Web-based lifestyle interventions were tailored feedback, the use of theory, interactivity, goal setting, and online or in-person contact [8,26]. The KNW comprises all these elements, except for in-person contact. However, the MRA provides automated personalized guidance through the KNW modules. Given the large scope and the varied target group of the KNW portal, it is important to assess how the intervention was used, appreciated, whether the content was sufficiently tailored to be perceived as personal relevant, and what possible factors, including personal relevance, might predict the module use and its appreciation. In addition, the MRA might be a meaningful intervention component; therefore, the association between the MRA and the KNW module use also needs to be evaluated.

The main objective of this study is threefold: (1) to describe the use of the KNW modules and to identify predictors of a higher number of modules used, (2) to investigate the adherence to the provided MRA, and (3) to describe the appreciation of the KNW and its predictors. Additionally, to explore how well the tailoring worked and whether the perceived personal relevance might be different among subgroups, we explored possible predictors of personal relevance.

Figure 1. Overview of the scope and sequence of the modules. From Willems et al (2015). Used with permission.
Methods

This process evaluation was conducted as part of a two-armed randomized controlled trial (RCT) that evaluates the effects of the KNW portal. For the purpose of this report, all respondents of the intervention condition were included in the analyses. The details of the trial design, sample size calculation, participant eligibility, recruitment procedures, and the intervention have been published elsewhere [15-17]. Ethical approval for this trial (Dutch Trial Register NTR3375) was obtained from the Medical Research Ethics Committee, METC Z (NL41445.096.12, 12-T-115). All procedures performed in this study were in accordance with the ethical standards of the institutional and national research committee and with the 1964 Helsinki declaration and its later amendments of comparable ethical standards. Informed consent was obtained from all individual participants included in the study.

Specific Intervention Elements: Module Referral Advice and Module Principles

A comprehensive description of the intervention, including the eight KNW modules, the underlying theoretical frameworks, and technical features are published in detail elsewhere [15,17]. This section describes the details of the MRA that was based on personal scores from the baseline questionnaire and that can refer to the seven self-management modules of the KNW (see Figure 2). The classification criteria for green, orange, and red MRA are summarized in Table 1 [36-45]. A green MRA signifies that the respondent reported no complaints, or minor complaints or needs, concerning the specific topic. Therefore, following the correspondent module is not a high priority. An orange MRA was provided when the respondents reported elevated but not severe complaints, or when respondents partially adhered to the lifestyle recommendations of the World Cancer Research Fund/American Institute for Cancer Research and the American Cancer Society [46,47]. The orange advice praises respondents’ reasonably positive scores; however, it is recommended that they follow the corresponding module for further improvement. This orange category includes a wide coverage of score ranges, allowing for participants with higher, but not severe scores to still receive some positive and encouraging feedback and not lose their motivation to follow a module due to feedback that might be perceived as too stringent. A red MRA was provided only when severe psychosocial complaints, problematic functioning, or low/no adherence to lifestyle recommendations was reported, thus indicating that the respondent might be in high need of support concerning the specific topic. In that case, it was strongly recommended to follow the corresponding module. More detailed information on the underlying measures and cut-off points is included in Multimedia Appendix 1.
Table 1. Classification of the green, orange, and red MRA.

<table>
<thead>
<tr>
<th>Measurements and classification criteriaa</th>
<th>MRA categories</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fatigue</td>
<td>Green</td>
</tr>
<tr>
<td>CIS, subscale subjective fatigue (1-56) [36]</td>
<td>&lt;27</td>
</tr>
<tr>
<td>Extended CaSUN [37,38]: Needs to adjust/ find a job (0-5); Needs to receive financial support (0-5); Needs support up to returning to work (0-5); Needs legal information (0-5)</td>
<td>No needs</td>
</tr>
<tr>
<td>Mood</td>
<td>HADS-A (0-21); HADS-D (0-21) [39]; MAC: dimension negative adjustment to cancer (16-64) [40]</td>
</tr>
<tr>
<td>Relationships</td>
<td>SSL-D (6-24) [41]/ CaSUN (2 itemsb)</td>
</tr>
<tr>
<td>Physical activity</td>
<td>SQUASH [42,43]: Weekly ≥150 min moderate to vigorous PA; Daily ≥30 min of moderate PA on ≥5 days p/w</td>
</tr>
<tr>
<td>Diet</td>
<td>Dutch Standard Questionnaire on Food Consumption [44]: Daily ≥200g vegetables; Daily ≥2 pieces of fruit; Weekly ≥2 servings of fish; Daily ≥15g whole grains; Daily ≥4 servings of potatoes/whole-grain rice/ whole-grain pasta</td>
</tr>
<tr>
<td>Smoking</td>
<td>Smoking, not smoking, time point of quitting [45]</td>
</tr>
</tbody>
</table>

aCIS: Checklist Individual Strength; PA: physical activity; HADS: Hospital Anxiety and Depression Scale, HADS-A: subscale anxiety, HADS-D: subscale depression; MAC: Mental Adjustment to Cancer Scale; SSL-D: Social Support List–discrepancy subscale; SQUASH: Short Questionnaire to Assess Health Enhancing Physical Activity

bNeeds related to sexuality and fertility.

Throughout the different KNW intervention modules, principles of problem-solving therapy, cognitive behavioral therapy, social cognitive theories, and self-regulation theories were applied [48-51]. According to the I-Change Model [50], awareness factors such as knowledge, cues to action, and risk perception might be important determinants in the dynamic process of behavior change by influencing motivation and intention. By applying the MRA, participants were made aware of their current psychosocial status and lifestyle behaviors in relation to the norms and guidelines, with the aim of guiding the participants toward the appropriate self-management modules. When using the modules, self-management skills training was provided by encouraging respondents to observe their current behavior more in detail, choose themes to work on, set goals, and to prepare action and coping plans, followed by monitoring their experiences and possible progress in the changed strategies and behaviors. Within the modules, the information and support was tailored to the current emotional status, lifestyle behavior, and motivational determinants (attitude, self-efficacy, intention) by the application of computer tailoring. Furthermore, the feedback was tailored to personal characteristics (gender, age, marital status, children, education level), and cancer-related and medical issues (type of cancer, comorbidities). Four weeks after completing (parts of) one module, the participants were invited to reflect on their behavioral change plans and experiences in a brief personalized evaluation session. They were also encouraged to continue applying the previously recommended self-management skills. Furthermore, valuable generic information about lifestyle and psychosocial issues was accessible when visiting the user forum and the monthly news items.

Measurements

All data were derived from online self-report questionnaires and logging details.

Module Use

Module use was assessed by using logging data. Actual use was dichotomized (yes/no) for each module separately (in total eight modules). Module use was categorized into “yes” when at least the first three pages of a module were used. These three pages comprised important key information after which participants followed personalized pathways through the modules. The individual pathways were based on the responses to the baseline questionnaire, own preferences and goals, and take into consideration that the amount of needed information and/or support can vary to initiate behavior change [33]. Additionally, by assessing login data (last day the separate modules were used), the number of weeks of module engagement was registered.

Appreciation

At 6-month follow-up, the overall rating of the KNW and separate ratings for each of the used module(s) were assessed on a scale ranging from 1 (very poor) to 10 (outstanding) (eg, “Overall, how do you rate the KNW? Select your rating (1-10)”;...
“How do you rate module mood on a scale from 1 to 10”). Further, four separate items were measured to evaluate whether the provided information and support was understandable, useful, personally relevant, and recommendable to fellow patients, on a 5-point Likert-scale, ranging from 1 (low) to 5 (high). The perceived personal relevance (“Was the information from the Kanker Nazorg Wijzer of personal relevance for you?”) was included in the analysis of this study to explore whether computer tailoring worked well within the KNW. These items correspond to items that were used in other studies to measure the appreciation of Web-based interventions [52-54].

**Demographic and Cancer-Related Variables**

Information about demographic and cancer-related characteristics was collected at baseline. Standard questions were used to measure age, gender, and marital status. Marital status was dichotomized into “with partner” (married, cohabiting partners) and “without partner” (single, divorced, widowed). Education level was categorized into “low” (lower vocational education, medium general secondary education), “medium” (secondary vocational education, higher general secondary education), and “high” (higher vocational education, university education). Employment status was dichotomized into “working” (self-employed, in paid employment) and “not working” (unemployed, retired, unable to work). Type of cancer was categorized into breast, colorectal, and other types of cancer (ie, bladder, esophageal, gynecologic, hematologic, kidney, liver, lung, prostate, stomach, testicular, and thyroid cancer). Type of treatment was categorized into surgery and chemotherapy and radiotherapy, surgery and chemotherapy, surgery and radiotherapy, and other types of treatment. Further, aftercare (yes/no) and comorbidities (yes/no) were measured, and height and weight were assessed to determine BMI. The time since completion of primary treatment in weeks was based on registry data from the hospitals.

**Statistical Analyses**

The analyses were performed using STATA version 13.1. Descriptive statistics were used to describe demographic and cancer-related characteristics of the module (non-) users and the number of weeks of module engagement among all participants of the intervention condition at baseline. To calculate the appreciation outcomes, participants who completed the relevant questions at the 6-month measurement and who used the corresponding modules were included. Chi-square tests were used to determine the relationships between the MRA and the subsequent module use with a two-sided alpha=0.05 level of significance. Negative binominal regression analysis was used to identify the predictors of a higher number of modules used (0-8), due to overdispersed count data. Independent variables (hypothesized predictors) were demographic variables (gender, age, marital status, education, employment), cancer-related variables (cancer type, type of treatment, number of weeks after completing primary cancer treatment, aftercare, comorbidities, BMI), the number of red and orange MRA, ranging from 0-7, and the perceived personal relevance, ranging from 1-5. To examine the predictors of a higher overall appreciation of the KNW, multiple linear regression analysis was applied among participants who completed the follow-up questionnaire after 6 months. The dependent variable was the overall rating of the KNW measured at 6-month follow-up, ranging from 1-10. The same independent variables as described above were counted as predictors. Furthermore, the number of used modules (sum score 0-8) was added to the multiple linear regression model. To explore possible predictors of perceived personal relevance, ordered logistic regression analysis was conducted, taking into consideration that the dependent variable, perceived personal relevance, was an ordinal variable, ranging from 1-5. Within this analysis, all demographic and cancer-related characteristics were added as independent variables. Dummy coding was used for categorical variables including more than two categories and the continuous and ordinal variables were standardized in all conducted regression analyses. Since filling out all computer-based questions was required, and respondents were reminded automatically if a question was not answered, there were no missing data at baseline. Missing data at 6-month follow-up due to dropout were not imputed when calculating appreciation outcomes.

**Results**

Baseline characteristics of the intervention participants are displayed in Table 2. The majority of the participants were female (79.2%, 183/231), mean age was 55.6 (SD 11.5) years, and 70.1% (162/231) had been treated for breast cancer. A detailed overview of cancer diagnoses among the sample is shown in Multimedia Appendix 2. Mean time since completing primary cancer treatment was 25.1 (SD 13.5) weeks.

**Module Use**

The majority (80-100%) of the module users continued after reading the first three compulsory pages of the different modules. The numbers and percentages of participants who used the separate modules are displayed in Table 2. The diet module (134/231, 58.0%) was used most often, and the smoking module was used least often (23/231, 10.0%). However, from all the smokers at baseline (n=27), 13 (48%) individuals used the module Smoking. Overall, the participants used on average 2.1 (SD 1.6) KNW modules; 14.3% (33/231) used no modules, 30.3% (70/231) used one module, 18.2% (42/231) used two modules, 21.2% (49/231) used three modules, 8.7% (20/231) used four modules, 3.9% (9/231) used five modules, and 3.4% (8/231) individuals used six or more modules. Module engagement was highest during the first 16 weeks after getting KNW access: around 80% of the users used the modules within this period.

**Provided Module Referral Advice**

Table 3 displays how the red, orange, and green MRA ranged among the participants and how the modules were used. For fatigue, diet, and smoking, more red compared to orange MRA was provided, and for return to work, mood, relationships, and PA, more orange compared to red MRA was given. Green MRA was most frequently given with regard to smoking, return to work, mood, and relationships. Module use after getting a red or orange MRA was 58.8% and 38.6% for module fatigue, 55.6% and 52.4% for module return to work, 25% and 30.3% for module mood, and 25.9% and 27.3% for module relationships. Concerning the lifestyle modules, module use
after receiving a red or orange MRA for PA was 25% and 35%, for diet 50.4% and 68.7%, and for smoking 48.2% and 42.9%. From the 231 participants, 173 (74.9%) received at least one red MRA, and 192 (83.1%) received at least one orange MRA. On average, the participants were referred to 2.9 (SD 1.5) relevant modules (either red or orange MRA, not displayed).

Adherence to the Provided Module Referral Advice

The relations between the color of MRA (respectively red, orange, green) and module use are shown in Table 4. In general, the likelihood that participants actually used a relevant module was higher when the MRA was red or orange compared to green. When comparing module use after receiving a red MRA versus an orange MRA for the modules return to work, mood, relationships, PA, smoking, the differences were small, meaning that both colors led to comparable module participation. Participants used modules Fatigue ($X^2=4.599$, $P=.032$, OR 2.262) more often when a red MRA was provided compared to an orange MRA. The diet module ($X^2=7.553$, $P=.006$, OR .463) was used more often when an orange MRA was provided compared to a red MRA.
Table 2. Overall baseline characteristics of the KNW participants and categorized for module use (N=231).

<table>
<thead>
<tr>
<th>Overall (N=231)</th>
<th>No module (n=33, 14.3%)</th>
<th>KNW Modules</th>
<th>Fatigue (n=82, 35.5%)</th>
<th>Return to work (n=53, 22.9%)</th>
<th>Mood (n=49, 21.2%)</th>
<th>Relationships (n=38, 16.5%)</th>
<th>Physical activity (n=51, 22.1%)</th>
<th>Diet (n=134, 58%)</th>
<th>Smoking (n=23, 10%)</th>
<th>Residual symptoms (n=47, 20.4%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female, n (%)</td>
<td>183 (79.2)</td>
<td>26 (78.8)</td>
<td>63 (76.8)</td>
<td>46 (86.8)</td>
<td>41 (83.7)</td>
<td>30 (79.0)</td>
<td>44 (86.3)</td>
<td>106 (79.1)</td>
<td>17 (73.9)</td>
<td>40 (85.1)</td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>55.6</td>
<td>52.5</td>
<td>55.1</td>
<td>52.8</td>
<td>54.4</td>
<td>55.9</td>
<td>56.3</td>
<td>56.0</td>
<td>51.6</td>
<td>56.2</td>
</tr>
<tr>
<td>With partner, n (%)</td>
<td>193 (81.8)</td>
<td>27 (81.1)</td>
<td>65 (75.5)</td>
<td>43 (81.6)</td>
<td>37 (82.4)</td>
<td>31 (81.3)</td>
<td>42 (86.9)</td>
<td>109 (81.3)</td>
<td>16 (69.6)</td>
<td>36 (76.6)</td>
</tr>
<tr>
<td>BMI, mean (SD)</td>
<td>26.0</td>
<td>27.2</td>
<td>26.2</td>
<td>25.7</td>
<td>25.3</td>
<td>26.1</td>
<td>26.1</td>
<td>25.4</td>
<td>24.8</td>
<td>25.4</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td>76 (32.9)</td>
<td>13 (39.4)</td>
<td>23 (28.1)</td>
<td>12 (22.6)</td>
<td>15 (30.6)</td>
<td>12 (31.6)</td>
<td>18 (35.3)</td>
<td>42 (31.3)</td>
<td>9 (39.1)</td>
<td>13 (27.7)</td>
</tr>
<tr>
<td>Low</td>
<td>76 (32.9)</td>
<td>12 (36.4)</td>
<td>31 (37.8)</td>
<td>20 (40.8)</td>
<td>20 (34.2)</td>
<td>13 (35.3)</td>
<td>18 (32.8)</td>
<td>44 (30.4)</td>
<td>7 (29.8)</td>
<td>14 (29.8)</td>
</tr>
<tr>
<td>Medium</td>
<td>76 (32.9)</td>
<td>8 (34.2)</td>
<td>28 (34.2)</td>
<td>21 (39.6)</td>
<td>14 (32.6)</td>
<td>13 (34.2)</td>
<td>15 (30.4)</td>
<td>48 (35.8)</td>
<td>7 (30.4)</td>
<td>20 (42.6)</td>
</tr>
<tr>
<td>High</td>
<td>76 (32.9)</td>
<td>20 (52.8)</td>
<td>40 (60.6)</td>
<td>38 (48.8)</td>
<td>28 (71.7)</td>
<td>18 (57.1)</td>
<td>27 (47.4)</td>
<td>70 (52.2)</td>
<td>13 (56.5)</td>
<td>26 (55.3)</td>
</tr>
<tr>
<td>Working at baseline, n (%)</td>
<td>122 (52.8)</td>
<td>20 (60.6)</td>
<td>40 (48.8)</td>
<td>38 (71.7)</td>
<td>28 (57.1)</td>
<td>18 (47.4)</td>
<td>27 (52.2)</td>
<td>70 (56.5)</td>
<td>13 (55.3)</td>
<td>26 (55.3)</td>
</tr>
<tr>
<td>Type of cancer, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Breast</td>
<td>162 (70.1)</td>
<td>24 (72.7)</td>
<td>55 (67.1)</td>
<td>40 (75.5)</td>
<td>36 (73.5)</td>
<td>27 (71.1)</td>
<td>41 (80.4)</td>
<td>94 (70.2)</td>
<td>18 (78.3)</td>
<td>32 (68.1)</td>
</tr>
<tr>
<td>Colon</td>
<td>29 (12.6)</td>
<td>4 (12.1)</td>
<td>10 (12.2)</td>
<td>4 (7.6)</td>
<td>6 (12.2)</td>
<td>5 (13.2)</td>
<td>2 (3.9)</td>
<td>19 (14.2)</td>
<td>3 (13.0)</td>
<td>9 (19.2)</td>
</tr>
<tr>
<td>Other</td>
<td>40 (17.3)</td>
<td>5 (15.2)</td>
<td>17 (20.7)</td>
<td>9 (16.9)</td>
<td>7 (14.3)</td>
<td>6 (15.8)</td>
<td>8 (29.4)</td>
<td>21 (35.8)</td>
<td>2 (30.4)</td>
<td>6 (42.6)</td>
</tr>
<tr>
<td>Had cancer before, n (%)</td>
<td>24 (10.4)</td>
<td>5 (15.2)</td>
<td>8 (9.8)</td>
<td>3 (5.7)</td>
<td>4 (8.2)</td>
<td>3 (7.9)</td>
<td>5 (9.8)</td>
<td>13 (9.7)</td>
<td>2 (8.7)</td>
<td>5 (10.6)</td>
</tr>
<tr>
<td>Treatment, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surgery, chemo, radio</td>
<td>86 (37.2)</td>
<td>11 (33.3)</td>
<td>37 (45.1)</td>
<td>20 (37.7)</td>
<td>20 (40.8)</td>
<td>18 (47.4)</td>
<td>22 (43.1)</td>
<td>53 (39.6)</td>
<td>11 (47.8)</td>
<td>22 (46.8)</td>
</tr>
<tr>
<td>Surgery, chemo</td>
<td>61 (26.4)</td>
<td>11 (33.3)</td>
<td>17 (20.7)</td>
<td>16 (30.2)</td>
<td>16 (32.7)</td>
<td>9 (23.7)</td>
<td>12 (23.5)</td>
<td>35 (26.1)</td>
<td>7 (30.4)</td>
<td>15 (31.9)</td>
</tr>
<tr>
<td>Surgery, radio</td>
<td>46 (19.9)</td>
<td>5 (15.2)</td>
<td>15 (18.3)</td>
<td>11 (20.8)</td>
<td>10 (20.4)</td>
<td>5 (13.2)</td>
<td>11 (21.6)</td>
<td>26 (19.4)</td>
<td>3 (13.0)</td>
<td>8 (17.1)</td>
</tr>
<tr>
<td>Other</td>
<td>38 (16.5)</td>
<td>6 (18.2)</td>
<td>13 (15.9)</td>
<td>6 (11.3)</td>
<td>3 (6.1)</td>
<td>6 (11.8)</td>
<td>6 (11.8)</td>
<td>20 (14.9)</td>
<td>2 (8.7)</td>
<td>2 (4.3)</td>
</tr>
<tr>
<td>Weeks since completion treatment, mean (SD)</td>
<td>25.1</td>
<td>27.1</td>
<td>24.1</td>
<td>22.3</td>
<td>25.3</td>
<td>26.5</td>
<td>23.7</td>
<td>25.0</td>
<td>22.1</td>
<td>25.4</td>
</tr>
<tr>
<td>Having comorbidities, n (%)</td>
<td>62 (26.8)</td>
<td>10 (30.3)</td>
<td>25 (30.5)</td>
<td>14 (26.4)</td>
<td>12 (24.5)</td>
<td>10 (26.3)</td>
<td>15 (29.4)</td>
<td>34 (25.4)</td>
<td>7 (30.4)</td>
<td>8 (17.0)</td>
</tr>
<tr>
<td>Using aftercare, n (%)</td>
<td>145 (62.8)</td>
<td>25 (75.8)</td>
<td>46 (56.1)</td>
<td>38 (71.7)</td>
<td>32 (65.3)</td>
<td>29 (76.3)</td>
<td>31 (60.8)</td>
<td>83 (61.9)</td>
<td>12 (52.2)</td>
<td>29 (61.7)</td>
</tr>
</tbody>
</table>
Table 3. Provided MRA and subsequent module use.

<table>
<thead>
<tr>
<th>Module</th>
<th>Red Followed module, %</th>
<th>Orange Followed module, %</th>
<th>Green Followed module, %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>% yes</td>
<td>% no</td>
<td>% yes</td>
</tr>
<tr>
<td>Fatigue</td>
<td>34.6 58.8</td>
<td>41.3</td>
<td>19.1 38.6</td>
</tr>
<tr>
<td>Return to work</td>
<td>3.9 55.6</td>
<td>44.4</td>
<td>18.2 52.4</td>
</tr>
<tr>
<td>Mood</td>
<td>1.7 25</td>
<td>75</td>
<td>28.6 30.3</td>
</tr>
<tr>
<td>Relationships</td>
<td>11.7 25.9</td>
<td>74.1</td>
<td>19.1 27.3</td>
</tr>
<tr>
<td>Physical activity</td>
<td>5.2 25</td>
<td>75</td>
<td>35.9 37.4</td>
</tr>
<tr>
<td>Diet</td>
<td>53.3 50.4</td>
<td>49.6</td>
<td>42.9 68.7</td>
</tr>
<tr>
<td>Smoking</td>
<td>11.7 48.2</td>
<td>51.9</td>
<td>3.1 42.9</td>
</tr>
</tbody>
</table>

Table 4. Relationship between the MRA and module use (chi-square tests; df=1).

<table>
<thead>
<tr>
<th>Module (yes/no)</th>
<th>Red compared to orange $\chi^2$</th>
<th>P</th>
<th>Odds ratio (95% CI)</th>
<th>Red compared to green $\chi^2$</th>
<th>P</th>
<th>Odds ratio (95% CI)</th>
<th>Orange compared to green $\chi^2$</th>
<th>P</th>
<th>Odds ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fatigue</td>
<td>4.599</td>
<td>.032^a</td>
<td>2.262 (.99-5.16)</td>
<td>35.485</td>
<td>.000^a</td>
<td>7.042 (3.12-14.69)</td>
<td>8.332</td>
<td>.004^a</td>
<td>3.113 (1.30-7.37)</td>
</tr>
<tr>
<td>Return to work</td>
<td>0.030</td>
<td>.863</td>
<td>1.136 (.21-6.56)</td>
<td>10.565</td>
<td>.001^a</td>
<td>7.404 (1.46-39.25)</td>
<td>28.920</td>
<td>.000^a</td>
<td>6.515 (2.92-14.47)</td>
</tr>
<tr>
<td>Mood</td>
<td>0.050</td>
<td>.822</td>
<td>.767 (.01-10.27)</td>
<td>0.156</td>
<td>.693</td>
<td>1.583 (.03-20.50)</td>
<td>4.680</td>
<td>.031^a</td>
<td>2.065 (1.00-4.21)</td>
</tr>
<tr>
<td>Relationships</td>
<td>0.016</td>
<td>.901</td>
<td>.933 (.26-3.11)</td>
<td>3.810</td>
<td>.051</td>
<td>2.597 (.81-7.49)</td>
<td>6.349</td>
<td>.012^a</td>
<td>2.783 (1.11-6.73)</td>
</tr>
<tr>
<td>Physical activity</td>
<td>0.696</td>
<td>.404</td>
<td>.186 (.00-1.48)</td>
<td>1.474</td>
<td>.225</td>
<td>2.333 (.37-10.57)</td>
<td>18.60</td>
<td>.000^a</td>
<td>4.173 (2.02-8.74)</td>
</tr>
<tr>
<td>Diet</td>
<td>7.553</td>
<td>.006^a</td>
<td>.463 (.26-.83)</td>
<td>0.119</td>
<td>.730</td>
<td>1.27 (.26-6.71)</td>
<td>2.182</td>
<td>.140</td>
<td>2.742 (.54-14.67)</td>
</tr>
<tr>
<td>Smoking</td>
<td>0.063</td>
<td>.803</td>
<td>1.238 (.17-10.06)</td>
<td>58.075</td>
<td>.000^a</td>
<td>25.204 (7.67-85.09)</td>
<td>22.400</td>
<td>.000^a</td>
<td>20.357 (2.40-141.94)</td>
</tr>
</tbody>
</table>

^aStatistically significant result.

Appreciation

From the 231 participants who had access to the KNW intervention, 182 responded to the questions concerning appreciation after 6 months. The overall appreciation of the KNW was high (mean 7.5, SD 1.2) (Table 5). In general, the overall KNW was rated more positively among module users compared to non-module users. Ratings of the separate modules ranged from 6.4 (satisfactory) for the residual symptoms module to 8 (good) for smoking module. Personal relevance ranged from 2.9 to 3.5 (a little bit relevant to relevant). The ratings for comprehensibility, usefulness, and recommendation to other cancer survivors were all positive and very uniform (Table 5).
Table 5. Appreciation of KNW after 6 months.

<table>
<thead>
<tr>
<th>Overall</th>
<th>No module</th>
<th>Fatigue</th>
<th>Return to work</th>
<th>Mood</th>
<th>Relationships</th>
<th>PA</th>
<th>Diet</th>
<th>Smoking</th>
<th>Residual symptoms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall KNW (1-10), mean (SD)</td>
<td>7.5 (1.2)</td>
<td>7.1 (2.0)</td>
<td>7.6 (1.1)</td>
<td>7.6 (1.1)</td>
<td>7.4 (1.0)</td>
<td>7.4 (1.0)</td>
<td>7.6 (1.1)</td>
<td>7.5 (1.0)</td>
<td>7.8 (1.2)</td>
</tr>
<tr>
<td>Modules (1-10)b, mean (SD)</td>
<td>7.3 (1.3)</td>
<td>7.2 (1.3)</td>
<td>7.5 (1.2)</td>
<td>7.2 (0.8)</td>
<td>7.7 (1.1)</td>
<td>7.5 (1.0)</td>
<td>6.4 (1.3)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Subquestions on content (1-5) b, mean (SD)

<table>
<thead>
<tr>
<th>Understandable?</th>
<th>4.3 (0.6)</th>
<th>4.4 (1.0)</th>
<th>4.4 (0.5)</th>
<th>4.3 (0.5)</th>
<th>4.5 (0.5)</th>
<th>4.3 (0.5)</th>
<th>4.3 (0.5)</th>
<th>4.4 (0.5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Useful?</td>
<td>3.7 (0.8)</td>
<td>3.7 (1.1)</td>
<td>3.7 (0.8)</td>
<td>3.7 (0.8)</td>
<td>3.7 (0.8)</td>
<td>3.7 (0.8)</td>
<td>3.8 (0.9)</td>
<td></td>
</tr>
<tr>
<td>Personal relevant?</td>
<td>3.2 (0.9)</td>
<td>3.4 (1.2)</td>
<td>3.3 (0.8)</td>
<td>3.2 (0.8)</td>
<td>3.4 (0.8)</td>
<td>3.5 (0.8)</td>
<td>3.3 (0.9)</td>
<td></td>
</tr>
<tr>
<td>Recommendable to fellow survivors?</td>
<td>3.9 (1.0)</td>
<td>3.9 (1.1)</td>
<td>3.8 (1.0)</td>
<td>3.7 (1.0)</td>
<td>4.1 (1.0)</td>
<td>4.1 (1.0)</td>
<td>3.8 (1.0)</td>
<td></td>
</tr>
</tbody>
</table>

a No module n=18, fatigue n=47, return to work n=27, mood n=13, relationships n=11, PA n=28, diet n=77, smoking n=6, residual symptoms n=14.
b No module n=18, fatigue n=67, return to work n=46, mood n=45, relationships n=34, PA n=45, diet n=115, smoking n=18, residual symptoms n=39.

Predictors of a Higher Number of Modules Used

Using a higher number of modules was predicted by a higher number of red/orange MRA ($\beta$= .136, $P$=.009), and by a higher perceived personal relevance ($\beta$=.150, $P$=.014). Moreover, having a partner was significantly related with a lower number of modules used ($\beta$=.256, $P$=.044) (Multimedia Appendix 3).

Predictors of a Higher Appreciation of KNW Overall

A higher appreciation with the overall KNW was significantly predicted by a higher perceived personal relevance ($\beta$= .623, $P$=.000) (Multimedia Appendix 4). None of the demographic and cancer-related variables, or the number of red/orange MRA, or number of modules used predicted a higher overall appreciation of the KNW intervention.

Predictors of a Higher Perceived Personal Relevance

None of the demographic and cancer-related characteristics significantly predicted the perceived personal relevance of the KNW content, indicating that the KNW content was rated comparably personal relevant among individuals with different demographic and cancer-related characteristics (Multimedia Appendix 5).

Discussion

Principal Findings

This process evaluation of the Web-based KNW evaluated the automated guidance toward the KNW modules and subsequent module use, and the appreciation of this intervention. Despite the noncommittal nature of the KNW, more than 85% of the participants used one or more of the eight modules, and there was clear interest in all eight modules. This result confirms the need for wide-ranging support among early cancer survivors. Interestingly, automated referrals to specific modules were related to a higher number of modules used. Moreover, the complex KNW was highly appreciated and perceived as personal relevant by early cancer survivors.

The MRA aimed to guide the respondents toward the appropriate modules by giving feedback about current problem areas and needs. Cancer survivors might not have noticed some of these needs, and the MRA may have raised awareness about these topics. The importance of increasing awareness is theoretically grounded as described by Weinstein and Sandman [55] in their Precaution Adoption Process Model. That model includes a sequence of five stages within behavior change: “unaware of the issue,” “aware of the issue but not personally engaged,” “engaged and deciding what to do,” “planning to act but not yet having acted,” and “acting.” Prior research confirmed that a considerable number of colorectal cancer survivors were unaware of healthy diet recommendations, and older cancer survivors reported being less aware of the beneficial effects of a healthy lifestyle [56,57]. In addition, research revealed that cancer survivors might be less aware of available psychosocial support and solutions to psychosocial problems, while, for example, addressing maladaptive illness perceptions and adopting a more adaptive self-management may lead to better health outcomes [58,59]. Consequently, curiosity about available self-management support needs to be encouraged [8]. In accordance with the I-Change Model, the MRA could increase knowledge about the current level of well-being, psychosocial conditions, and lifestyle behavior. Besides that, the MRA could elevate the risk perception and may serve as a cue to action with regard to the relevant topics, given that the solutions to the problems are provided (relevant self-management module) [50]. These awareness/solution triggers might positively influence the motivation and intention to perform desired behavior, which is in line with the findings of Walthouwer et al [60], who identified awareness as an important moderator in the relationship between psychosocial determinants and specific dietary behavior (eating in moderation) in the general population. Results in our study illustrate that these
awareness/solution triggers are most likely to be followed when a red or orange MRA was provided. Thus, the MRA successfully referred those respondents with elevated as well as severe complaints and/or needs. However, this did not apply for fatigue because highly fatigued respondents (red MRA) were more likely to use the fatigue module compared to participants with less fatigue (orange MRA). Additionally, with regard to diet, results might indicate that especially those who were already engaged more in a healthy diet were more likely to use the diet module. Furthermore, the topic diet could be of general interest to the participants, while the topic fatigue might be most interesting for participants with specific complaints. Consequently, the MRA may be a meaningful intervention component to increase motivation, subsequent module use, and problem-solution, while MRA adherence might be related to the specific behavior. Using topic-specific KNW modules has shown to be effective in decreasing fatigue, depressive feelings, and was beneficial in increasing moderate physical activity and fruit and fish consumption [16,17].

Within the KNW, participants were referred on average to 2.9 modules, while on average 2.1 modules were used. The appreciation rates were high, and the results showed that a higher number of modules used did not contribute to a higher appreciation. However, a higher perceived personal relevance did contribute to a higher appreciation. This is in line with Wilson et al [61] reporting that a moderate number of recommendations in multiple behavior interventions might produce the highest level of change, while engagement with a higher number of recommendations might be too demanding. Within the KNW, respondents were allowed to make their own choices, despite the provided MRA. Prior research confirms that the possibility to choose within multiple behavior interventions may prevent high attrition rates and could improve intervention outcomes [31,32,62]. Offering wide ranging support in combination with personalized referral to relevant topics and the possibility to choose might prevent overload. Donkin et al [33] support this suggestion by reporting that a certain level of usage might be needed to obtain benefit from an online intervention for depression. However, after reaching a point of therapy saturation, little or no additional program gains might be expected. This is in line with a Web-based study among cancer survivors and with another Web-based obesity prevention study among the general population, which reported that more intervention use did not result in better intervention outcomes [28,63]. Using a higher number of modules may not be necessary for all users to benefit most from the KNW. Our results revealed that having no partner was related to the use of a higher number of modules, and participants who were in greater need of support (higher number of red/orange MRA) indeed used a higher number of modules. This is consistent with the findings of Borosund et al [28], who reported that, in particular, cancer survivors with low levels of social support and a high illness burden used self-management components of a Web-based illness management support system. Furthermore, higher perceived personal relevance was related to using a higher number of modules, which might be explained by receiving a higher amount of computer-tailored content within the modules. The overall KNW was highly appreciated with an average grade of 7.5, indicating an appreciation from very satisfactory to good. The low variability (SD 1.2) indicates a considerably unanimous positive rating 6 months after getting access to the KNW. Results from our study indicate that perceived personal relevance might be a key component to explain a higher appreciation. Computer tailoring was applied within the KNW in order to create personal relevant feedback. Since perceived personal relevance could not be predicted by demographic and cancer-related characteristics, we can conclude that the tailoring of information worked well. In comparison, the overall satisfaction of a generic fully automated Web-based self-management intervention for breast cancer survivors was mean 7 (SD 1.2) [24]. In addition, the overall appreciation of a Web-based weight management intervention for overweight adults was mean 6.6, and the overall appreciation of a Web-based text- and video-tailored intervention for smoking cessation in the general population was mean 6.45 (SD 1.62; scales ranged from 1-10) [53,54]. The overall appreciation ratings of KNW module users were more positive than the ratings of module non-users, although the module non-users were still quite positive in their ratings. In addition to the modules, the KNW has a user forum and participants received monthly emails inviting them to visit generic monthly news items. Filling out the screening questionnaire and follow-up questionnaires, combined with receiving personalized feedback on problem areas (by the MRA), as well as the additional KNW features, might already have raised awareness and provided other valuable information to achieve benefits among module non-users. Overall, the high appreciation rate indicates that the broad design and tailored information of the KNW seem to fit well with the needs of early cancer survivors (in which, breast cancer survivors were overrepresented).

Limitations

Some limitations need to be addressed. First, providing data on completion of the separate themes and specific activities within the modules, and on completion of the evaluation sessions was not possible due to the module design. This information might be interesting for future studies; therefore, we recommend future interventions to study in more detail participation of intervention modules. Second, within our study, it was not possible to compare the relationships between the MRA and module use to a control group not receiving the MRA. Consequently, these associations need to be interpreted with caution, as it is conceivable that without the MRA, some of the same modules would have been used. Future experimental research might explore the specific effects of a similar automated referral system on subsequent choices. Third, this eHealth intervention requires respondents to have computer skills and health literacy, such as competence at accessing, understanding, appraising, and applying the health information provided [64]. However, since eHealth literacy was not assessed in this study, it is not possible to estimate the extent to which this might have influenced initial recruitment and the use and appreciation of the KNW. Fourth, mainly middle-aged, female breast cancer survivors who scored fairly well on QoL and depression participated, which might be too selective a group to represent the general cancer survivor population. During recruitment, mainly breast cancer outpatient clinics participated. Five-year survival rates of breast cancer are relatively high [6]. Unless mostly females with higher
socioeconomic status are reached in Web-based interventions in general, interpretations of these findings should be viewed with caution [8].

**Conclusion**

The general KNW and the KNW modules were substantially used and highly appreciated by early cancer survivors, thus confirming the need for wide-ranging support among this target group. Results indicate that the MRA may be seen as a meaningful key component of the fully automated KNW intervention by guiding users to follow a preferred selection of modules, given their current complaints and identified needs. Moreover, the overall intervention and separate modules were highly appreciated, which could be explained by a higher perceived personal relevance. We can conclude that computer tailoring worked well and that the range of topics, design, and personalized information suited the needs of early cancer survivors. This process evaluation adds meaningful information on the use and appreciation of Web-based cancer aftercare interventions and confirms that the KNW offers valuable and appropriate support for early cancer survivors to complement usual cancer aftercare and may serve as a first step in a stepped-care approach.
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Abstract

Background: The need for effective interventions to improve mental health and emotional well-being at a population level are gaining prominence both in the United Kingdom and globally. Advances in technology and widespread adoption of Internet capable devices have facilitated rapid development of Web-delivered psychological therapies. Interventions designed to manage a range of affective disorders by applying diverse therapeutic approaches are widely available.

Objective: The main aim of this review was to evaluate the evidence base of acceptance and commitment therapy (ACT) in a Web-based delivery format.

Method: A systematic review of the literature and meta-analysis was conducted. Two electronic databases were searched for Web-delivered interventions utilizing ACT for the management of affective disorders or well-being. Only Randomized Controlled Trials (RCTs) were included.

Results: The search strategy identified 59 articles. Of these, 10 articles met the inclusion criteria specified. The range of conditions and outcome measures that were identified limited the ability to draw firm conclusions about the efficacy of Web-delivered ACT-based intervention for anxiety or well-being.

Conclusions: ACT in a Web-based delivery format was found to be effective in the management of depression. Rates of adherence to study protocols and completion were high overall suggesting that this therapeutic approach is highly acceptable for patients and the general public.

doi:10.2196/jmir.6200

KEYWORDS
acceptance and commitment therapy; systematic review; meta-analysis; depression; anxiety; quality of life; Internet-based; mobile-based

Introduction

The need for effective interventions to improve mental health and emotional well-being at a population level are gaining prominence globally [1]. These interventions have fast become a priority issue for policy makers in the United Kingdom [2,3] and Europe [4] who have recognized the importance of health and well-being across the lifespan.

Mental health and emotional well-being are a fundamental component of good health. A lack of emotional well-being underpins many physical diseases, unhealthy lifestyles, and social inequalities in health. Common mental disorders (CMDs) such as depression and anxiety are known to be associated with...
Acceptance and commitment therapy (ACT) has enjoyed a steady rise in interest as an alternative therapeutic intervention to CBT. ACT is considered a third wave CBT, philosophically rooted in functional contextualism [19,20] and relational frame theory [21]. ACT differs from traditional CBT in a number of ways, most notably in that it does not consider thoughts and beliefs as correct or incorrect; and symptom reduction is not the goal of treatment but is a by-product of the process [19]. ACT is based on the principles of self-acceptance and a commitment to one's personal values; and encourages the adoption of behaviors that are in agreement with those personal values. ACT aims to encourage individuals toward (1) acceptance of difficult and unwelcome thoughts or emotions, and (2) promotion and simultaneous adoption of actions and behaviors, into daily practice, which are in line with these individual core values and principle beliefs. ACT interventions commonly incorporate mindfulness and experiential exercises that promote contact with the present moment.

As interest and research into the application of ACT grows so too must the evaluation of its evidence base. Reviews and meta-analyses have examined the effectiveness of ACT across a range of disorders. Öst [22] concluded that “ACT is not yet well established for any disorder” but showed promise in the treatment of chronic pain and tinnitus with additional possible efficacy for depression, psychotic symptoms, drug abuse, and stress at work. Before this, Ruiz [20] evaluated face-to-face delivery of ACT as compared with traditional (CBT) across a range of conditions and reported a significant mean effect size in support of ACT, for depression and quality of life but not anxiety. Sharp [23] reported that the research base, although small, suggested ACT was effective for a range of anxiety disorders. Powers et al [24] reported a “clear effect and overall advantage of ACT compared to control conditions” but found no evidence to suggest it was more effective than established treatments. Others have also reported ACT to be effective across a range of conditions, including psychiatric disorders [25], chronic pain [26-28], tinnitus [29], multiple sclerosis [30], anxiety disorders [31,32], stress [33-35], and health behavior or lifestyle change together with smoking [36-39] and weight optimization [40]. Thus whilst there is some uncertainty of the effectiveness of ACT, it appears to be related more to establishing the evidence base rather than ACT being an ineffective intervention.

The recent surge in interest in Web-based interventions warrants further review of ACT in the context of a Web-based delivery format to manage CMDs. No previous review has focused exclusively on ACT as implemented in Web format. Although it is important to note that Öst [22] included 3 Web-based ACT interventions. The Association for Contextual Behavioral Science (ACBS) website lists 9 computerized versions of ACT since 2013. Thus, a review focusing solely on this application of ACT is required to assess the evidence base of its effectiveness in the treatment of CMDs.

This review aimed to examine the published, peer-reviewed evidence pertaining to the effectiveness of ACT in the treatment of CMDs and well-being in a Web-based delivery format. Specific objectives include:

1. Identify randomized controlled trials (RCTs) of Web-based interventions that have employed ACT as the main therapeutic approach, for the treatment of a CMD or improvement of well-being in any population.
2. Appraise and synthesize the evidence on effectiveness for depression, anxiety, and quality of life.

The secondary aim was to report rates of adherence to the study protocol, calculated as a percentage of those randomized to the intervention and completed post assessment.

**Methods**

**Search Process**

Systemic searches of electronic databases Medline Complete (EBSCO interface) and PsychINFO (EBSCO interface) were conducted from (database inception) to February 10 2016. Standardized subject terms were utilized in each electronic database. The keywords search table can be viewed in Multimedia Appendix 1. The MEDLINE Strategy (EBSCO interface) was adapted for PsychINFO. To address grey literature the list published on the ACBS website of computerized ACT interventions, since 2013, was reviewed. Reference lists of identified studies were examined for additional articles.

Studies were required to meet the following criteria: (1) the study must be published in a peer-reviewed, English language journal (2) the intervention was based on ACT (3) RCT design (random allocation of participants into either intervention and control or intervention and active treatment arm) (4) the study
delivers the intervention via the Web (5) the intervention was designed to be accessed on more than one occasion (6) the intervention was designed to manage a CMD or improve well-being and (7) the study must report a measure of effectiveness of the intervention (ie, pre- and post-outcome measure) to enable the calculation of an effect size. Studies were excluded if (1) participants were under the age of 18 years and (2) reanalysis of data from a subsample of a previously published RCT.

Procedure

Three reviewers (MB, AJ, AG) independently reviewed the title and abstract against inclusion and exclusion criteria. Final decisions were triangulated. Studies were included for full text review where one reviewer indicated to include. The full text article was then assessed against inclusion and exclusion criteria. Studies were excluded when they did not meet a single criterion. The first instance where they did not meet eligibility was recorded and the study was not assessed for other inclusion criteria [41]. In instances where more than one study was retrieved by the same author (MB) checked that the data presented were from different populations. The final list was discussed with the expert reviewer (AJ) to ensure consensus was reached.

Data Extraction

A data extraction sheet was developed and piloted. The following data were extracted for analysis:

- Citation reference (authors, title and date, country)
- RCT characteristics: RCT design, total number of trial arms, type of comparator or control, method of randomization, allocation sequence concealment, blinding, and sample size and total number allocated to each trial arm
- Participant characteristics: setting (recruited from), condition, comorbidity, diagnostic criteria, age, sex, self-referred or clinician refereed
- Intervention characteristics: name of ACT intervention, specific elements of ACT included, guided or automated delivery, type of guide, type of communication with guide, additional support, intended duration and modules included, format of delivery (sequential or free navigation), features of the system (reminders, personalization)
- Effectiveness of intervention: primary and secondary outcome measures; effect size at post assessment and follow up where available
- Adherence: calculated as a percentage of those randomized to the intervention and completed post assessment.

Risk of Bias

The Cochrane Collaboration’s tool for assessing risk of bias was applied [41]. A total of 6 risk domains were evaluated. Each domain generated a level of risk: low, high, and unclear, from which an overall level of bias was determined for each RCT. No contact with the publication authors was made to discuss or further clarify points relating to a particular study.

Analysis

Data were entered into MATLAB, Mathworks and Review Manager (RevMan) version 5.3 (The Nordic Cochrane Centre, The Cochrane Collaboration, Copenhagen), cleaned, and checked for missing values and errors.

Effect Size Computation

Two categories of effect size were calculated, one comprising between-group effects measured post-treatment and the other comprising within-group effects measured between pre- and post-treatment. In those studies that included more than one comparison condition, the active control was chosen as the comparison condition. For each of these 2 categories, summary effect sizes were then calculated for the following 3 categories of outcome measures: (1) depression (2) anxiety and (3) quality of life. All between-group effect sizes are signed so that a positive value is in favor of the Web-based ACT condition and all within-group effect sizes are signed so that a positive value is in favor of the post-treatment time point of the pre-treatment time point. Hedges’ g was chosen for effect size, using means and standard deviations of the outcome measures of participants.

Meta-Analysis

Analyses were conducted using RevMan version 5.3.5 and MATLAB R2015a. The DerSimonian and Laird random-effects model [42] was adopted in each case, based on the assumption that variation of true effects exists between studies. Using this model, the summary effect sizes outlined in the previous section were calculated. Corresponding tests for statistical significance were computed in the form of both two-tailed P-values and 95% confidence intervals. The heterogeneity of true effects was assessed by the I² statistic. Corresponding P-values were computed to assess the extent of uncertainty in Q, following the assumption that Q follows a χ² (k-1) - distribution, with k-1 degrees of freedom.

Interpretation of effect sizes was based on Cohen’s rule-of-thumb, that is, small effects were categorized as 0.2 ≤ g<0.5, medium effects as 0.5 ≤ g<0.8 and large effects as g>0.8 [43]. The proportion of dispersion due to true effects was categorized by the well-established scale of Higgins et al [41], that is, the intervals 25% ≤ I² < 50%; 50% ≤ I² 75% and I² > 75% and indicate a low, medium, and high proportion of dispersion due to true effects, respectively.

Where the outcome measure was dichotomized, it was not possible to calculate Hedges’ g directly. In this instance, data were transformed using the method given in Figure 1 [44].

Figure 1. Expression relating the odds ratio and Hedges’ g where df is the number of degrees of freedom.

\[ g = \left(1 - \frac{3}{4df-1}\right)^{\frac{3}{4}} \ln OR \]

where OR is the odds ratio and df is the number of degrees of freedom associated with the problem.
Results

Principal Findings
The database searches identified 55 articles; a further 4 were identified through review of the ACBS website. This led to 59 articles being included for title and abstract review. A total of 38 articles were excluded at this stage leaving 21 articles that met inclusion criteria for full text review (Figure 2 PRISMA flowchart). Furthermore, 11 were excluded during full text review, 3 were not RCT design, 3 were not Web-based, 1 did not employ ACT, 1 did not report pre-post outcome for a CMD, 1 did not include data from which an effect size could be calculated, and 2 were not peer-reviewed. Ten RCTs met the full inclusion criteria (Multimedia Appendix 2) and were included.

![PRISMA flowchart](https://example.com/prisma.png)

Figure 2. PRISMA flowchart of included studies.

Participants and Condition
All participants were self-selected. Of the participants, 2 RCTs were recruited from a clinical population (pain clinics) [49,50], 2 from an undergraduate student population [47,48] whereas the remainder were recruited from the general population [29,36,45,46,51]. Trials ranged in size from 38 to 236 participants. Three RCTs included more than 100 participants.

Five interventions were primarily designed to manage and reduce depression and depressive symptoms [36,45,46,51,52] of which one specifically focused on depression in smokers [36], one targeted psychological distress [45], one well-being [46], two chronic pain [49,50], and one tinnitus [29]. All included pre- and post-outcome measures for a CMD, specifically anxiety or depression.
Methods to confirm a diagnosis of primary condition varied. Medical examination and telephone screening [49], computerized screening interview combined with a structured telephone interview [50-52], computerized screening followed by telephone interview and face-to-face meeting plus a medical confirmation of tinnitus [29], self-assessment questionnaires [36], structured clinical telephone interview [45,46], and none [47,48].

Outcome Measures

A range of outcomes measures were utilized across each RCT which included, Hospital and Depression Scales (HADS), Beck Depression Inventory (BDI), Beck Anxiety Inventory (BAI), Anxiety and depression detector, Depression Anxiety Stress Scales (DASS), and Center for Epidemiologic Studies Depression Scale (CES-D). A range of secondary of measures were also used for quality of life and psychological distress, Quality of Life Inventory (QOLI), general health Questionnaire 12 items (GHQ-12), Symptom checklist 90 items (SCL-90), and the Mental health Continuum Short Form (MHC-SF). A range of ACT specific outcomes were measured in 7 of the included articles, Avoidance and Inflexibility Scale (AIS), Acceptance and Action Scale (AAQ-II), Five Face Mindfulness Questionnaire (FFMQ), Psychological Inflexibility Scale (PIPS), Engaged Living Scale (ELS), plus an ACT knowledge questionnaire (Multimedia Appendix 4).

ACT Intervention

Eight separate interventions were identified (Depressionshjälpen, webQuit.org, ACT, Living to the Full, Living with pain, The Good Life compass, ACT-CL, and one unnamed), 2 interventions were utilized in 2 different RCTs (The Good Life compass and ACT-CL). Of which, one was a progression of the first and included additional ACT components [47]. Nine used ACT as the sole therapeutic approach and one [51] used behavioral activation in combination with ACT.

All provided details of the ACT characteristics employed. Four specifically stated that they included modules that attended to all of the 6 core principles of ACT [36,45,50,52]. Two studies used 4 core principles [46,49]. Three studies employed 3 core principles [29,47,51]. One study used 2 core principles [45]. The two Levin et al studies [45,48] ACT-CL were described as prototype interventions exploring feasibility and acceptance. All included mindfulness, experiential exercises, or metaphors, whereas 4 stated they included a maintenance plan for participants (Multimedia Appendix 5).

A total of 3 interventions were automated, that is, no guide or coach was involved in the delivery of the therapeutic program [36,47,48] and the remainder were guided interventions (therapists or coaches assisted and supported participants throughout the delivery of the intervention program). Of the 7 guided interventions, the “guide” was a combination of trained psychologists and psychology graduate students (n=2) or graduate psychology students (n=5). Two of the interventions provided additional support to the clinical guide. One included an administrator and the other a computer technician, both could be contacted if required. The guides provided clinical support in a variety of ways, written secure messages and feedback via the system (n=5), written feedback via email (n=2) and verbal communication over the telephone (n=3). Of which, one was to deliver support and guidance and two acted as reminders to complete the next module in the program. All contact was asynchronous. Of the 3 automated interventions, 2 stated that they provided automated feedback. One intervention provided an additional workbook and a CD, one included a face-to-face meeting at the start and end of the treatment, and one reported a face-to-face meeting prior to commencement of intervention. A total of 6 of the 7 RCTs identified the number of therapists involved in the delivery of the ACT intervention, therapist numbers ranged from 2 to 18.

Intended duration of ACT interventions varied between 3 and 12 weeks in length (M=7.4, SD=3.06) and interventions included between 2 and 9 modules (M=6.4, SD= 2.5).

System Features

In a Web-based context, the features incorporated into the design of the intervention and computerized system, are of interest as they have the potential to influence engagement and adherence [53]. Email reminders were included in 4 RCTs [46-48,52], short message service reminders [45,48,49,52] and homework tasks were incorporated into 6 RCTs [29,45,47,49-51]. Progression through the program was controlled by either the system or the guide, depending on successful completion of prior modules in 7 systems. Telephone reminders were used in 3 guided interventions to prompt use and encourage continued engagement with the program [46,47,49], personalized feedback on receipt of homework assignments was provided in 5 of the interventions [45-48,52], and the option to personalize the home page was available in one [52]. None of them included any type of social networking feature.

A total of 8 interventions were designed to be accessed in a sequential manner, in which modules were to be completed in a predetermined order. One intervention [46] allowed participant’s free navigation of the system, meaning participants could access and complete modules in any order they decided. However, the recommendation was to work through the modules in the suggested order. One intervention did not report format [36].

Adherence to Protocol, Usage Data and Satisfaction

Adherence was calculated as a percentage of those randomized to the intervention that also completed postassessment. Nine RCTs reported adherence data, adherence ranged between 48% and 100% (M=82.6%, SD=17.8%) and adherence to control ranged between 53.1% and 100% (M=83.4%, SD=16.4%) the control group selected was the active treatment not WLC.

A total of 7 RCTs reported data usage. The data reported varied. Pots et al [52] reported the mean number of completed modules. Carlbring et al [51] reported the number of participants who did not complete any modules, 16% in the CBT condition, and 6% in the ACT condition. Jones et al [36] reported website usage; usage in the ACT condition was significantly higher compared with the control condition (21.7 minutes per login vs 9.4 minutes). Lappalainen et al [46] reported average time spent per week, 50% of participants spent less than one hour a week, 38.9% spent 1-2 hours and 11.1% spent more than 2 hours. Levin et al [47] reported the percentage of participants...
completing each module, 85% completed lesson 1 and 55% completed lesson 2. Trompetter et al [50] reported module completion, 72% completed 6 modules and 66.2% completed all 9 modules. Levin et al [48] reported a summary of program usage across both intervention and control conditions, 92% completed both modules and spent on average 81.98 minutes using the program.

Satisfaction with treatment is also of importance for adherence and engagement within a Web context. Six RCTs reported a measure of participant satisfaction, of which, 2 focused on system usability [36,45-48,50].

**Meta-Analysis**

The number of studies used in the between-group meta-analyses were \( k=10 \), \( k=7 \), and \( k=8 \) for the depression, anxiety, and quality of life outcome measures, respectively. For the within-group meta-analyses, these were \( k=9 \), \( k=7 \), and \( k=8 \).

Studies generally presented the mean and standard deviation of participants’ scores in each outcome measure. The one exception to this was Jones et al [36] whose data on the depression outcome measure was dichotomized, meaning it was not possible to calculate Hedges’ \( g \) directly. Thus Jones et al [36] was included in the between-group summary effect size calculation but could not be included in the within-group category, as the odds ratio is undefined for this category.

With regard to the between-group summary effect sizes, the effect size for the depression outcome was small and in favor of ACT with \( g=0.24 \). This was also shown to be statistically significant with \( P=.02 \) as was the proportion of heterogeneity attributed to true effects, \( I^2 = 55\% \). The effect size for anxiety was statistically significant. However, it fell short of the lower limit for small effect size with \( g=0.18, P=.03 \). Heterogeneity for this outcome measure did not reach statistical significance \( P=.49 \), with the same being true for both the effect size and heterogeneity for the quality of life outcome measure. Summery effect sizes belonging to the between-group category are shown in Multimedia Appendix 6.

However, the within-group category demonstrated that participants’ scores improved greatly between time points over all outcomes, as displayed in Multimedia Appendix 7. Effect sizes for both the depression and anxiety outcomes were medium in magnitude with \( g=0.73 \) and 0.51, and the quality of life outcome attained a small effect size of \( g=0.44 \), all of which were statistically significant \( P<.001 \). The depression and anxiety outcomes also indicated high proportions of heterogeneity between studies with \( I^2 \geq 75\% \) whereas the quality of life outcome showed a medium proportion of heterogeneity, all of which were also statistically significant with \( P<.001 \). Figure 3 shows the forest plot for the depression summary effect size for ACT interventions versus comparison groups.

It was not possible to calculate any summary effect sizes at follow-up due to a lack of published data.

**Figure 3.** Forest plot produced in MATLAB for the depression outcome measure in the between-group meta-analysis. The x-axis units are in Hedges’ \( g \).

<table>
<thead>
<tr>
<th>Study</th>
<th>Effect Size (g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carbring et al. (2013)</td>
<td>0.24</td>
</tr>
<tr>
<td>Lappalainen et al. (2015)</td>
<td></td>
</tr>
<tr>
<td>Buhrman et al. (2013)</td>
<td></td>
</tr>
<tr>
<td>Pots et al. (2015)</td>
<td></td>
</tr>
<tr>
<td>Levin et al. (2014)</td>
<td></td>
</tr>
<tr>
<td>Jones et al. (2015)</td>
<td></td>
</tr>
<tr>
<td>Trompetter et al. (2015)</td>
<td></td>
</tr>
<tr>
<td>Hesser et al. (2012)</td>
<td></td>
</tr>
<tr>
<td>Levin et al. (2016)</td>
<td></td>
</tr>
<tr>
<td>Lappalainen et al. (2014)</td>
<td></td>
</tr>
</tbody>
</table>

**Risk of Bias**

The risk of bias judgment for each study was made on the information provided in the publication only. Of the 10 studies included, 4 (40%) were judged to be of low risk of bias [29,46,49,52], one (10%) of high risk [36], and an unclear risk of bias was assigned to 5 (50%) [45,47,48,50,51] of the included studies. Figure 4 shows the risk of bias summary.
Discussion

Overall Findings

The aim of this study was to examine the published, peer-reviewed literature pertaining to the effectiveness of ACT in the management of CMD and well-being in a Web-based delivery format. Ten RCTs met inclusion criteria. A total of 5 studies focused on depression, 1 on psychological distress, 1 on well-being, 2 on chronic pain, 1 one on tinnitus. All included pre- and post-outcome measures for anxiety, depression, or quality of life. The majority compared against an active comparator or active comparator plus wait list control.

Principal Results

ACT delivered via a Web-based format is effective for the management of depression (small effect size) and anxiety (which neared the threshold for a small effect size). Web-based ACT interventions were not found to be effective for improving quality of life. Due to lack of published data effect size was not calculated for follow-up effects.

Findings support ACT in a Web-based delivery format for the management of depression. Review of those RCTs focused on depression as the primary outcome [36,45,46,49,51] revealed that ACT was more effective than control, where control was either WLC or an active control. For example, Carlbring et al [51] reported a large effect size and 25% of participants experienced clinical recovery posttreatment. Low dropout and good engagement were reported. On average, participants completed 5 of the 7 modules. Lappalainen et al [45,46] reported Web-delivered ACT was effective over and above face-to-face delivery and WLC with differential outcomes identified in favor of the Web-delivered intervention. Furthermore, treatment effects were maintained at follow-up although they did level out in-line with the WLC. Pots et al [52] reported significant effect of ACT compared to both WLC and an expressive writing condition that were maintained at follow-up. Finally Jones et al [36], while not finding a statistically significant difference, reported positive benefit of ACT over attention control conditions coupled with good user satisfaction for the intervention in a depressed, smoking population. This nonstatistical finding was likely limited by the use of only one depression screening question. All of these studies identified a need for further research and each was limited by small sample sizes. Current findings are in line with those of prior reviews of ACT, Öst [22] reported that ACT was “possibly efficacious for depression.” Five studies primarily targeting depression were reviewed of which, none were Web-based, and three were compared with treatment as usual. Comparing the current effect size for depression against Öst’s [22] overall effect size for active comparators (across all subsamples) the current findings are in-line (g=0.24) however this compares less favorably for overall WLC comparison (g=0.63) but are in-line with those reported by Ruiz (g=0.27) [20].

The effect size for anxiety was statistically significant, although it only neared the threshold for a small effect size (g=0.18). There are a number of reasons that might contribute an explanation to this observation of lower effect size. None of the included interventions were primarily designed to treat anxiety; in each case the secondary outcome measure was included. In addition, where pretreatment anxiety scores were low, this limited potential improvement. Furthermore, only 7 of the RCTs included an outcome measure that could be included in the effect size calculation for anxiety. However, Pots et al [52] reported that ACT had positive outcomes for anxiety as well as depression. In prior review findings when ACT was compared with CBT, effect sizes for anxiety did not meet statistical significance [20]. Sharp [23] reviewed ACT specifically for use with anxiety disorders and concluded that data provided preliminary support.

ACT was not found to be effective in delivering improvements in quality of life. However, as with anxiety, none of the interventions specifically targeted quality of life and 2 did not...
include an outcome measure that could be included in the meta-analysis calculation [36,47]. Both of the RCTs reported by Levin et al [47,48] were focused on feasibility of ACT in an undergraduate population and contained the fewest number of ACT components of all interventions reviewed (the intervention was detailed to be underdevelopment and acknowledged it contained fewer elements). The most recent one of these reported equivalence in outcomes for ACT to the attention control website and lower program usage. However, their analysis of usage patterns suggested that those who engaged more with ACT experienced more positive outcomes and increased psychological flexibility. This was in comparison with their earlier findings that suggested strong acceptability and feasibility. The limited focus on quality of life or well-being is in line with findings identified by Ost [22], where no included studies used them as the primary outcome measure. However in the review by Ruiz [20] an effect size (g=0.25) was reported which is higher than that found in the current data. This could be attributable to a few things arguably, while quality of life and well-being can be compared, they are not necessarily the best fit.

Variation in intervention features, delivery format (guided or automated), and study context warrants discussion. For example, The Levin et al studies [47,48] included fewer modules that were available for a shorter period of time, did not conduct preassessment screening and participants received a financial reward for their participation. Jones et al [36] unguided intervention included one preassessment depression screening question. Opportunities for improvement, detection of disorders and effect sizes may be underestimated, due to use of screening questionnaires that have not been validated at baseline. Lappalainen et al [45,46] in contrast utilized multiple therapists to guide participants. Guided interventions, using CBT, are associated with higher effect sizes.

The primary goal of ACT is to improve psychological flexibility. Psychological flexibility in the context of ACT has been defined as “the measure of how a person (1) adapts to fluctuating situational demands, (2) reconfigures mental resources, (3) shifts perspective, and (4) balances competing desires, needs, and life domains” [54]. Examination of ACT specific outcome measures identified improvements in psychological flexibility. Jones et al [36] reported significant improvements in willingness to experience physical triggers and a trend toward willingness to experience emotional triggers (AIS). Lappalainen et al [45,46] reported significant effect in mindfulness skills and psychological flexibility in both face-to-face and Web-based delivery of ACT (using AAQ-II) as did Pots et al [52] with the exception of improvements on the mindfulness facet. However Levin et al [47,48] did not find any significant effect on FFMQ measure or AAQ-II but did report improvements in ACT knowledge. Trompetter et al [50] reported significant improvements at three- and six-month follow-up (FFMQ-SF) and 6 months on PIPS. Although mixed, these findings suggest support for ACT in improving psychological flexibility.

It is important to consider Web-based delivery format in its own right, this is in light of the recent expansion of interest into this field (ACT), evidenced by the multitude of protocol and feasibility studies identified during this review and through the ACBS website.

The secondary aim of this review was to report rates of adherence to Web-based interventions employing ACT as the therapeutic approach. Poor adherence to Web-based mental health interventions is of widespread concern and is well documented in the literature [53,55-57]. Poor adherence has the potential to limit effectiveness [58] and reduce cost effectiveness [59] which is a key benefit of this delivery format. The mean rate of adherence to protocol (82.6%) was higher than published means for CBT based interventions where dropout rates range from 2% to 83% [60] and was comparable to the rates of adherence for the control groups (83.4%). Adherence was calculated as a percentage of those randomized to the intervention and completed postassessment. However reported rates of completion rates remained lower (68.4%). Four interventions [47,48,50,52] specified that they included stakeholders in the design and development process to address adherence, or specifically employed persuasive design features in a bid to encourage adherence and engagement. For example, Pots et al [52] incorporated persuasive technology (but did not specify which) in the design of their intervention, adherence and engagement was reported to be high (73% of participants completed all 9 modules); whereas Levin et al [47] utilized a “tunneled” format. Tunneling refers to using the computerized system to guide users through the therapeutic content in a predefined order, ensuring opportunity to persuade along the way [61]. Such initiatives may help to promote and increase adherence. Couper et al [62] report that higher engagement with the intervention program and Web-based materials is associated with increased likelihood of adherence to study protocols, follow-up data collection points and importantly, changes in health behavior (fruit and vegetable intake study); Strecther [63] reported similar findings in a smoking cessation study where quit rates increased for each additional webpage opened. Although these studies did not employ ACT, it is feasible that the same association could be important across all therapeutic interventions delivered via a Web-based format. Indeed, Trompeter et al [50] noted the increasing need to address this issue in a Web-based context.

**Limitations**

There are several limitations to note, such as the variety of outcome measures used in each RCTs may limit the usefulness of the findings. For example, on the quality of life effect size measure 2 studies did not report any outcome measures and a further 2 used a Symptom Checklist 90 (SCL-90) which is considered a measure of well-being as opposed to quality of life. Furthermore, a higher score on the SCL-90 represents lower well-being as opposed to Quality of Life Inventory (QOLI) and Mental Health Continuum Short Form (MHC-SF) where a higher score represents higher quality of life. However, this difference in scoring was adjusted for in the statistical analysis. Due to lack of published data for follow-up measures, a follow-up effect size could not be calculated. Due to the small number of included RCTs, meta-analysis by design (eg, WLC or active comparator) was not possible. Of the 10 RCTs reviewed, 3 included WLC, the remainder used
either an attention control website, alternative intervention (CBT, moderated discussion forum and expressive writing), or face-to-face delivery format. In the instance where more than one comparator group data was available [29,50,52] we compared against the active treatment. This decision was taken for a number of reasons. Firstly, the majority of included RCTs used active comparators so this was in line with the other comparisons drawn. Secondly, active comparators represent the most realistic real world alternative. For example, CBT as a Web-based therapeutic treatment has a strong and well-established evidence base [15,64] and interventions using this approach are freely available (eg, MoodGYM) for the treatment of depression and other CMD as are psycho-education websites and online discussion groups. We acknowledge that the diversity of comparators may limit the generalizability of our findings. However, we feel this is a practical and useful approach to adopt in the current review.

One study [51] was based on behavioral activation and ACT and as such, the effects of the treatment intervention cannot exclusively be attributed to ACT.

The interpretation of effect size magnitude (both between- and within-group) used in this paper adheres to Cohen’s rule-of-thumb. However, concerning the interpretation of within-group effect sizes, some authors prefer to opt for an alternative classification [65]. Here small effects are classified as $0.5 \leq g < 0.8$, medium effects as $0.8 \leq g < 1.1$ and large effects as $g \geq 1.1$. When this classification is applied to the 3 within-group meta-analyses conducted in this paper then the effect sizes for the depression and anxiety outcomes of $g=0.73$ and $0.51$ are recategorized as small, while the effect size for the quality of life outcome of $g=0.44$ does not reach the threshold for small effect size. However, statistical significance remains unaffected in all the 3 cases.

Usage data were not reported in all RCTs, in the future standardized reporting is recommended including agreement on completion rate. For example, Karyotaki et al [66] advocate intervention completion to be defined as, completion of 75% or more of the total modules. Finally, publication bias and the trend to report positive results over negative or neutral results must be taken into consideration when reviewing the results of the current meta-analysis. It is possible that our results are overestimated as a result. We reviewed all relevant ACT RCTs listed on the ACBS website to identify any further studies not cited in our database searches.

Implications for Practice
Web-based delivery of interventions has undergone a recent expansion in a range of health contexts, physical health, mental health, and lifestyle behavior change. This brings with it new considerations for the effective delivery of therapeutic interventions. Increased interest in this delivery format stems from the explosion in access to affordable personal mobile devices that offer easy access to the Internet from all locations with 3G or Wi-Fi coverage. Such easy and convenient accessibility is thus one of the key advantages of this new delivery format, coupled with the cost effectiveness associated with its ability to facilitate widespread reach access across the population.

Further research into the use of ACT via Web-delivery, is required to continue to explore its effectiveness and to understand the most effective components for this delivery context. Specifically those targeting anxiety and well-being would be of benefit as positive well-being continues to grow as an area of public interest and means to promote and prevent poor mental health. Studies should focus on recruiting larger populations to avoid concerns with lack of statistical power and to ensure wider generalisability of findings. Studies should also seek to examine the long-term effect of ACT through inclusion of follow-up periods in future RCTs. In this systematic search, 9 protocol documents and 5 feasibility studies were identified suggesting that this is a developing field of interest and that evidence will expand in coming years. Thus, we provide a first review of the evidence.

Risk of bias assessment concluded that the majority of studies had a low or unclear risk of bias and thus there is potential for future studies to ensure that they continue to report in line with Cochrane recommendations to ensure the availability of best quality evidence.

It is worth noting that the intervention used in Carlbring et al [51] has since been utilized in subsequent RCT [67] but where it is described predominately as iCBT. Thus, this study would not have been identified in the current search strategy and, if it had been identified through other sources, would have been excluded at title-abstract stage due to variations in reporting of the intervention components and its stated theoretical perspective. While a sensitivity analysis, where we included this study did not alter our findings (Multimedia Appendix 8), this did highlight a wider concern in this research field. Future research into Web-based interventions, using all types of therapy should consider the way in which they report and describe the intervention and treatment. Consistent reporting of the intervention across RCTs would allow assessment of any differences in effectiveness of these types of programs (CBT, ACT), which are clearly distinguished in the field of psychology in terms of their mechanisms of action. This would also facilitate the systematic review process as research in this area develops. In addition, analyses of ACT-specific outcome measures are a potential for further exploration.

Conclusion
ACT is efficacious for the treatment of depression in a Web-based delivery format. Further research is required across all mental health and emotional well-being domains to continue to develop and review the evidence base in this delivery format. This review adds strength to this evidence base, across delivery formats.
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Abstract

Background: Depression is the most prevalent cause of illness-induced disability worldwide. Face-to-face psychotherapeutic interventions for depression can be challenging, so there is a need for other alternatives that allow these interventions to be offered. One feasible alternative is Internet-based psychological interventions. This is the first randomized controlled trial (RCT) on the effectiveness of an Internet-based intervention on depression in primary health care in Spain.

Objective: Our aim was to compare the effectiveness of a low-intensity therapist-guided (LITG) Internet-based program and a completely self-guided (CSG) Internet-based program with improved treatment as usual (iTAU) care for depression.

Methods: Multicenter, three-arm, parallel, RCT design, carried out between November 2012 and January 2014, with a follow-up of 15 months. In total, 296 adults from primary care settings in four Spanish regions, with mild or moderate major depression, were randomized to LITG (n=96), CSG (n=98), or iTAU (n=102). Research completers at follow-up were 63.5%. The intervention was Smiling is Fun, an Internet program based on cognitive behavioral therapy. All patients received iTAU by their general practitioners. Moreover, LITG received Smiling is Fun and the possibility of psychotherapeutic support on request by email, whereas CSG received only Smiling is Fun. The main outcome was the Beck Depression Inventory-II at 3 months from baseline. Mixed-effects multilevel analysis for repeated measures was undertaken.

Results: There was no benefit for either CSG [(B coefficient=-1.15; P=.444)] or LITG [(B=-0.71; P=.634)] compared to iTAU, at 3 months. There were differences at 6 months [iTAU vs CSG (B=-4.22; P=.007); iTAU vs LITG (B=-4.34; P=.005)] and 15
months [iTAU vs CSG (B=-5.10; $P=0.001$); iTAU vs LITG (B=-4.62; $P=0.002$)]. There were no differences between CSG and LITG at any time. Adjusted and intention-to-treat models confirmed these findings.

**Conclusions:** An Internet-based intervention for depression combined with iTAU conferred a benefit over iTAU alone in the Spanish primary health care system.


**Introduction**

Depression is the most prevalent cause of illness-induced disability worldwide [1]. It is among the most common reasons for consulting a general practitioner (GP), and it carries considerable personal and economic burden [2]. Antidepressants are a common form of treatment for depressive patients in primary care (PC) [3], but many patients would also like to receive psychotherapy [4]. Psychological treatments for depression are shown to be effective in PC, especially when GPs refer patients for treatment [5]. There is evidence that psychological treatments achieve results as effective as those achieved by antidepressant medication, reducing the number of physician consultations and hospital days, and obtaining better results in adherence, relapse prevention, and reducing chronicity [6].

Nevertheless, delivering face-to-face psychotherapeutic interventions to a population is challenging given the lack of specialized resources [7], so there is a need for other alternatives that allow these interventions to be offered. One feasible alternative is Internet-based psychological interventions [8]. The Internet offers a way of providing psychological treatments for depression [9] that may even attract people who are reluctant to use traditional mental health services [10] because of barriers such as possible stigmatization processes [11]. In general, Internet-based psychological treatments seem to be effective for the treatment of depression. Although the effects seem to be more favorable for guided or assisted interventions [12-14], stand-alone Internet-based treatments for depression have also shown to be effective [15].

Until now, there have been no studies on the effectiveness of Internet-based treatments for depression in the context of PC in Spain. Therefore, the main objective of this study was to compare the effectiveness of a low-intensity therapist-guided (LITG) Internet-based program and a completely self-guided (CSG) Internet-based program with improved treatment as usual (iTAU) care for the treatment of major depression in PC in Spain.

**Methods**

**Hypotheses**

The main hypothesis was that both Internet-based interventions, CSG and LITG, would be more effective in reducing depressive symptoms than iTAU, in the context of PC at 3 months after baseline. A secondary hypothesis was that, in the context of PC, where there is a more frequent and closer contact with the GPs, the offer of additional help is unlikely to improve outcomes when using Internet-based interventions.

**Design**

This study was a multicenter, three-arm, parallel, randomized controlled trial (RCT). Adults presenting with depressive symptoms in PC were randomized to receive either iTAU from their GP or an Internet-based intervention program (Smiling is Fun) for depression, in this case, either with psychotherapist support (LITG) or without it (CSG). The trial protocol of the study [16], the manual used to implement the program [17], and a study on expectations of depressed PC patients have already been published [18,19].

**Recruitment of Participants and Baseline Assessment**

We recruited patients with major depression, aged 18-65 years, able to understand and read Spanish, with mild or moderate severity symptoms according to the Spanish Beck Depression Inventory–II (BDI-II) (14-19: mild depression; 20-28: moderate depression) [20], with symptoms lasting longer than 2 weeks, with access to Internet at home, and having an email account. Major depression was identified using the MINI International Neuropsychiatric Interview 5.0, which can establish major depression diagnoses according to the Diagnostic and Statistical Manual, version IV (DSM-IV) and International Classification of Diseases [21,22]. We excluded patients who had been receiving any psychological treatment during the previous year, those with severe psychiatric disorder in Axis I (eg, alcohol/substances abuse or dependence, psychotic disorders, dementia), and patients with severe depression (score ≥29 on the BDI-II), who were referred by their GPs for treatment.

Participants were recruited in PC settings, between November 2012 and January 2014, in the Spanish regions of Aragon, Andalusia, the Balearic Islands, and Valencia. GPs identified potential participants through using a case-finding questionnaire. Eligible individuals were then interviewed in the clinic within the following 3 days by an independent researcher, who assessed inclusion and exclusion criteria, using the MINI psychiatric interview and other questionnaires. Informed consent to enter the trial was sought from patients who fulfilled study criteria, followed by randomization, carried out by an independent researcher. Patient safety was systematically monitored. The Ethical Review Board of the regional health authority approved the study on April 7, 2010 (ref: P110/01083).

**Randomization, Concealment, and Blinding**

Participants were individually randomized using blocked randomization to one of the three groups. Blocks were administered in each of the regions, using a computer-generated
Patients in the intervention groups were allocated to LITG or to CSG Internet-based programs. In LITG, 4 trained psychotherapists randomly contacted the patients by email to offer help with any difficulties or problems encountered when using the program. Patients could ask the psychotherapists questions or advice via email messages with a maximum of three contacts over the treatment period. They could also ask a technician for help to resolve problems of a technical nature. In CSG, there was no contact with any therapist, and only technical questions could be asked regarding the computer program.

To maximize adherence, if participants did not access the program for a week, they received an automated email encouraging them to use the program and to complete the tasks for each module. In addition, the program offered continuous feedback to the users on their progress via (1) a self-monitored activity report, providing feedback on how their mood was related to the activities performed, (2) the calendar, providing feedback about homework and tasks already completed, and (3) graphs and other feedback about activity levels, emotional distress, and negative and positive emotionality.

Among those patients on medication, GPs and patients were advised not to increase dosages in any of the three groups (iTAU, CSG, LITG), but decreasing medication was permitted.

### Instruments

#### Demographic Variables

We gathered sociodemographic data such as age, sex, living with family or alone, level of studies (university vs secondary or less), employment (employed vs unemployed), and income according to national minimum wage, as well as clinical variables such as taking antidepressant medication (yes vs no) and the number of GP visits in the previous 12 months.

#### Outcomes

The Spanish version of BD II [19], as a continuous variable, was used as the primary outcome measure at time 1 (3 months after baseline). The BD-II is one of the most widely used instruments to evaluate presence and severity of depressive symptoms. It is a self-reported measure, which includes the cardinal cognitive, emotional, and somatic symptoms of depression, and it can be linked to diagnosis from the DSM-IV. The studies published show good agreement between BD-II and the clinical diagnosis of depression, and good psychometric properties for the scale [25,26]. Scores can range from 0-63.

Secondary outcomes included the visual analogue scale (VAS) of the EuroQol (EQ-5D) [27], in its Spanish version [28], and the Short Form Health Survey (SF-12v1) [29], in its Spanish version [30], as measures of health-related quality of life and functioning. The VAS is a vertical line on which the best and worst possible health states are scored 100 or zero respectively. The SF-12 scoring algorithm yields a physical component scale and a mental component scale, and both were used as continuous variables applying Spanish norms, with a mean of 50 (SD 10) [30].

---

random number sequence. A person who had no other involvement in the study managed the random allocation to groups. This procedure was implemented through a remote central telephone line. The sequence was concealed until all individuals had been randomized. Although patients were not informed of the group allocation, the nature of the intervention meant that it was virtually impossible to keep this completely blind. Study personnel conducting the outcome assessments were blind to the participants’ allocation.

### Follow-Up

Collection of follow-up data took place between March 2013 and June 2015. Participants were assessed online at 3 (time-1), 6 (time-2), and 15 (time-3) months post-baseline assessment. These moments deviated from the registered protocol. Post-treatment evaluation was stated at 3 months after the beginning of the intervention in order not to favor participants in the intervention conditions who could take longer than the estimated intervention duration comparing to control group. By setting the same evaluation moments for all participants, we ensured that measurements would be comparable. Participants were sent an email with a link to an online platform that hosted the questionnaires. No other protocols were used to increase compliance with the research data collection, but a phone call was made before each wave assessment to increase response rates.

### Control Group

All the patients included in the study (whether in the control or intervention arms) received iTAU. This treatment was provided by their GPs, who had previously received a 3-hour training program to update their knowledge on how to diagnose and treat depression in primary care, based on the National Institute for Health and Care (NICE) guidelines [23]. The training mostly dealt with the appropriate use of antidepressants. In case of suicide risk or severe social dysfunction, or if worsening of symptoms was detected, patients were referred to mental health facilities.

### Intervention Groups

Smiling is Fun is an Internet-delivered, self-help program for the treatment of depression, based on similar programs that have proven effective in other countries [24]. The program consists of 10 cognitive behavioral therapy modules, covering different psychological techniques for coping with depression. These modules need to be completed in a sequential way. The program recommends working on every module for at least a week, with the following modules: (1) Medication management (psychoeducation I), (2) Sleep hygiene (psychoeducation II), (3) Motivation for change (motivation), (4) Understanding emotional problems (psychoeducation III), (5) Learning to move on (behavioural activation), (6) Learning to be flexible (cognitive therapy), (7) Learning to enjoy (positive psychology I), (8) Learning to live (positive psychology II), (9) Living and learning (positive psychology III), and (10) From now on, what else? (relapse prevention). A more specific and detailed description of the module contents can be found elsewhere [16,17].
Sample Size

Estimated sample size in protocol was 450 participants [16], but there were recruitment problems in one of the four participant regions, Valencia, where there were multiple stakeholders, so the recruitment was delayed for more than one year. In view of this, the steering committee of the project decided to rule out recruitment in that region, repeating the process of sample size calculation according to the new situation. This new power calculation was based on testing differences between LITG Internet-based program and iTAU care alone, and we based our sample size estimation on an expected difference in the primary outcome of at least 0.5 standard deviation (SD) [14]. This size has been considered as a clinically relevant criterion [24,31]. Previous PC studies of depressed patients in England and Spain have found BDI-II means and SDs of 22 and 12, respectively, but as our inclusion cut-off points attenuate variability, we used an SD of 6. Thus, a difference of 3 points across these two groups was our target (around 15%). In order to detect this difference between LITG and iTAU, assuming a common SD of 6 points, a 5% significance level and a statistical power of 80%, we needed 63 subjects in each group. We expected a dropout rate of around 30% [12,32], so we inflated the numbers to reach a total sample size of around 300 patients (100 per arm). This change in the number of participants was more realistic for the new situation of recruitment.

Data Analysis

First, descriptive data were compared to assess the balance of a number of variables across arms at baseline. All analyses followed a pre-specified plan [16], based on the Consolidated Standards of Reporting Trial (CONSORT) guidelines [33] (Multimedia Appendix 1). The primary between-group analysis was carried out on an intention-to-treat basis for BDI-II total scores, using a multilevel mixed-effects analysis for repeated measures, and calculating regression coefficients (B), unadjusted and adjusted for baseline scores, sex, and age [34]. Sensitivity analyses were conducted to assess the effects of missing data. Missing values were replaced by multiple imputations based on chained equations, after ensuring that data were missing at random [35]. Secondary analysis comprised comparisons of SF-12 Mental and Physical subscale scores, as well as EuroQol VAS scores using the same analytical strategy. Effect sizes between groups were calculated by means of Hedge’s g, and by time interactions (3 groups and 4 time points) through chi-square tests, unadjusted and adjusted for baseline, sex, and age, with the associated degrees of freedom of (r-1) x (c-1), where r is the number of groups and c is the number of time points. We also performed a Complier Average Causal Effect (CACE) analysis to assess the impact of the number of sessions on the outcome. We theoretically defined compliance as attendance at >6 sessions, but we also performed a parallel assessment of the impact for each session added separately. We used two-sided tests at the 5% significance level, taking into account Bonferroni’s criterion whenever there were multiple comparisons. All the analyses were performed with Stata 12.

Results

A total of 46 GPs took part in the study. Of 397 potential participants, 296 were randomized (see Figure 1), with 102 allocated to iTAU, 98 to the CSG, and 96 to the LITG. The randomized groups were well balanced in all variables at baseline (Table 1). Recruitment varied across regions: 126 participants from Aragon, 106 from Andalusia, 44 from the Balearic Islands, and 20 from Valencia. Follow-up primary outcome data were obtained for 239 (80.7%) of the participants at Time 1, 210 (70.9%) at Time 2, and 203 (68.6) at Time 3. There were no significant differences among groups in terms of attrition rate (iTAU=34.3%; CSG=41.8%; LITG=33.3%; \( \chi^2 = 0.42; P= .812 \)). Only age was significantly related to attrition (at Time 3) [completers (n=203): mean 44.28 years (SD 10.22) vs missing (n=93): mean 39.99 years (SD 10.01); \( P=.001 \)]. No baseline-level differences in other sociodemographic or primary or secondary outcomes were observed between completers and non-completers at different waves, so dropouts were considered as to be random [36]. The median depression severity across all groups in BDI-II at baseline was 23, which broadly equated with a depression of moderate severity [20].
Table 1. Baseline characteristics of participants across groups.

<table>
<thead>
<tr>
<th>Characteristics at baseline</th>
<th>iTAU, n=102</th>
<th>CSG, n=98</th>
<th>LITG, n=96</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sociodemographics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>43.04 (9.66)</td>
<td>42.57 (11.94)</td>
<td>43.19 (9.30)</td>
</tr>
<tr>
<td>Sex female, n (%)</td>
<td>76 (74.5)</td>
<td>72 (73.5)</td>
<td>76 (79.2)</td>
</tr>
<tr>
<td>Living with family, n (%)</td>
<td>92 (90.2)</td>
<td>90 (91.8)</td>
<td>82 (85.4)</td>
</tr>
<tr>
<td>University education, n (%)</td>
<td>30 (29.4)</td>
<td>29 (29.6)</td>
<td>32 (33.3)</td>
</tr>
<tr>
<td>Employed, n (%)</td>
<td>54 (52.9)</td>
<td>51 (52.0)</td>
<td>52 (54.2)</td>
</tr>
<tr>
<td>Income, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1 national minimum wage</td>
<td>27 (26.5)</td>
<td>34 (34.7)</td>
<td>22 (22.9)</td>
</tr>
<tr>
<td>1-2 national minimum wage</td>
<td>42 (41.2)</td>
<td>33 (33.7)</td>
<td>40 (41.7)</td>
</tr>
<tr>
<td>≥3 national minimum wage</td>
<td>33 (32.4)</td>
<td>31 (31.6)</td>
<td>34 (35.4)</td>
</tr>
<tr>
<td>On medication, n (%)</td>
<td>91 (89.2)</td>
<td>84 (85.7)</td>
<td>88 (91.7)</td>
</tr>
<tr>
<td>Number of GP visits, median (Q1-Q3)</td>
<td>5 (2-8)</td>
<td>5 (3-10)</td>
<td>5 (3-8)</td>
</tr>
<tr>
<td><strong>Clinical measures</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression severity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BDI-II, mean (SD); median (Min to Max)</td>
<td>22.18 (5.25); 23 (14-28)</td>
<td>22.33 (4.85); 23 (14-28)</td>
<td>22.36 (4.91); 23 (14-28)</td>
</tr>
<tr>
<td>Perceived health</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EuroQol VAS, mean (SD); median (Min to Max)</td>
<td>57.04 (15.77); 57 (20-90)</td>
<td>55.45 (19.23); 50 (10-100)</td>
<td>56.04 (18.34); 60 (0-100)</td>
</tr>
<tr>
<td>Physical Health SF-12, mean (SD); median (Min to Max)</td>
<td>48.87 (11.26); 49.47 (23.52-66.60)</td>
<td>48.52 (11.61); 49.87 (16.76-65.59)</td>
<td>48.60 (11.16); 50.99 (26.12-66.43)</td>
</tr>
<tr>
<td>Mental Health SF-12, mean (SD); median (Min to Max)</td>
<td>28.71 (10.43); 26.68 (10.51-55.69)</td>
<td>28.03 (9.33); 26.16 (5.53-56.02)</td>
<td>28.60 (8.91); 26.83 (14.09-56.09)</td>
</tr>
</tbody>
</table>
Primary Analyses

There were no clear differences between either CSG or LITG compared with iTAU at Time 1 (Table 2). However, there were differences between iTAU versus CSG, and iTAU versus LITG at Time 2 and at Time 3, with both computerized interventions performing better than usual care. There were no significant differences between CSG and LITG at any time. The adjusted models confirmed these findings (Table 2). Models with missing values replaced through multiple imputations showed small reductions in regression coefficients, but the main differences remained unaltered: Time 2, iTAU vs CSG (B=-2.91; P<.001); iTAU vs LITG (B=-3.97; P<.001); Time 3, iTAU vs CSG (B=-3.69; P<.001); iTAU vs LITG (B=-4.26; P<.001). In keeping with the above results, there was a significant group x time interaction (unadjusted: $\chi^2 = 19.23; P=.003$; adjusted: $\chi^2 = 21.27; P=.001$; imputed: $\chi^2 = 343.16; P<.001$). The CACE analysis and the estimated additional intervention effect per
sessions attended also showed there was an additional benefit with more sessions attended (Table 4).

Table 2. Primary outcome analysis with observed data.

<table>
<thead>
<tr>
<th></th>
<th>iTAU (a) mean (SD)</th>
<th>CSG (b) mean (SD)</th>
<th>LITG (c) mean (SD)</th>
<th>g (a-b)</th>
<th>P (95% CI)</th>
<th>g (a-c)</th>
<th>P (95% CI)</th>
<th>g (b-c)</th>
<th>P (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BDH-II</td>
<td>n=67</td>
<td>n=57</td>
<td>n=64</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time 0</td>
<td>21.76 (5.39)</td>
<td>22.59 (4.78)</td>
<td>21.73 (4.83)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time 1</td>
<td>17.91 (11.06)</td>
<td>16.59 (10.60)</td>
<td>17.08 (10.24)</td>
<td>0.12</td>
<td>0.444</td>
<td>-1.15</td>
<td>(-4.08 to 1.79)</td>
<td>0.08</td>
<td>-0.71</td>
</tr>
<tr>
<td>Adjusted</td>
<td></td>
<td></td>
<td></td>
<td>.359</td>
<td></td>
<td>-1.35</td>
<td>(-4.23 to 1.54)</td>
<td>.613</td>
<td>-0.74</td>
</tr>
<tr>
<td>Time 2</td>
<td>18.12 (12.15)</td>
<td>14.27 (10.00)</td>
<td>13.56 (11.56)</td>
<td>0.34</td>
<td>.007</td>
<td>-4.22</td>
<td>(-7.28 to -1.16)</td>
<td>0.38</td>
<td>-4.34</td>
</tr>
<tr>
<td>Adjusted</td>
<td></td>
<td></td>
<td></td>
<td>.003</td>
<td></td>
<td>-4.55</td>
<td>(-7.56 to -1.55)</td>
<td>.004</td>
<td>-4.31</td>
</tr>
<tr>
<td>Time 3</td>
<td>16.72 (10.97)</td>
<td>11.53 (10.72)</td>
<td>11.39 (10.96)</td>
<td>0.48</td>
<td>.001</td>
<td>-5.10</td>
<td>(-8.20 to -1.99)</td>
<td>0.48</td>
<td>-4.62</td>
</tr>
<tr>
<td>Adjusted</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-5.47</td>
<td>(-8.51 to -2.42)</td>
<td>.002</td>
<td>-4.62</td>
</tr>
</tbody>
</table>

*Hedge’s g as an effect size measure; B: regression coefficients; adjusted: adjusted analysis controlling baseline, sex, and age; a-b: iTAU vs CSG comparison; a-c: iTAU vs LITG comparison; b-c: CSG vs LITG comparison.

Secondary Analyses

Results with the Mental SF-12 showed a similar pattern of differences as in the primary outcome (Table 3). Analysis with imputed values attenuated coefficients but the main differences were maintained: Time 2, iTAU vs CSG (B=4.79; P<.001); iTAU vs LITG (B=4.76; P<.001); Time 3, iTAU vs CSG (B=4.63; P<.001); iTAU vs LITG (B=5.54; P<.001). Similarly, group x time interactions were observed (unadjusted: ν²=27.05, P<.001; adjusted: ν²=31.01, P<.001; imputed: ν²=422.56, P<.001), and there were also dose-response effects associated with the number of sessions (Table 4). There were no differences across arms for Physical SF-12 at any time (Table 3). Some differences were found between iTAU vs LITG at Time 2 and Time 3 when using EUROQOL (Table 3), which were confirmed with adjusted and imputed models: imputed Time 1: B=2.49; P<.001; Time 2: B=7.26; P<.001; Time 3: B=7.66; P<.001. At Time 3, there were also EUROQOL differences between iTAU vs CSG in the adjusted model. Using imputed data, these differences were also seen at earlier times (Time 2: B=3.78; P<.001; Time 3: B=5.30; P<.001). When imputing values, we also found differences between CSG vs LITG at Time 1 (B=2.75; P<.001), Time 2 (B=3.48; P<.001), and Time 3 (B=2.35; P<.001). Group x time effects were not found with unadjusted data (ν²=11.10, P=.085), but there were interactions with the adjusted (ν²=12.88, P=.045) and imputed (ν²=219.54, P<.001) models. Dose-response effects were also found (Table 4).
### Table 3. Secondary outcome analyses with observed data

<table>
<thead>
<tr>
<th></th>
<th>iTAU (a) mean (SD)</th>
<th>CSG (b) mean (SD)</th>
<th>LITG (c) mean (SD)</th>
<th>g (a-b)</th>
<th>P (a-b)</th>
<th>B (95% CI)</th>
<th>g (a-c)</th>
<th>P (a-c)</th>
<th>B (95% CI)</th>
<th>g (b-c)</th>
<th>P (b-c)</th>
<th>B (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mental SF-12</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n=64</td>
<td>Time 0 29.13 (11.18)</td>
<td>28.59 (8.90)</td>
<td>29.13 (8.78)</td>
<td>0.06</td>
<td>.380</td>
<td>-1.83 (95% CI (-5.91 to 2.25))</td>
<td>-0.13</td>
<td>.682</td>
<td>0.85 (95% CI (-3.20 to 4.89))</td>
<td>-0.18</td>
<td>.216</td>
<td>2.63 (95% CI (-1.54 to 6.80))</td>
</tr>
<tr>
<td></td>
<td>Time 1 35.41 (12.19)</td>
<td>34.72 (12.46)</td>
<td>36.97 (12.57)</td>
<td>0.05</td>
<td>.380</td>
<td>-1.83 (95% CI (-5.91 to 2.25))</td>
<td>-0.13</td>
<td>.682</td>
<td>0.85 (95% CI (-3.20 to 4.89))</td>
<td>-0.18</td>
<td>.216</td>
<td>2.63 (95% CI (-1.54 to 6.80))</td>
</tr>
<tr>
<td></td>
<td>Adjusted .341</td>
<td>-1.94</td>
<td>.589</td>
<td>1.10</td>
<td>.187</td>
<td>3.01 (95% CI (-1.06 to 7.07))</td>
<td>-0.76</td>
<td>0.060</td>
<td>2.01 (95% CI (0.06 to 3.95))</td>
<td>-0.56</td>
<td>.020</td>
<td>1.75 (95% CI (-0.76 to 3.27))</td>
</tr>
<tr>
<td></td>
<td>Time 2 36.05 (12.38)</td>
<td>42.35 (11.03)</td>
<td>42.22 (13.24)</td>
<td>-0.53</td>
<td>.003</td>
<td>6.49 (95% CI (2.26 to 10.72))</td>
<td>-0.48</td>
<td>.005</td>
<td>5.97 (95% CI (1.80 to 10.13))</td>
<td>0.01</td>
<td>.801</td>
<td>-0.56 (95% CI (-4.89 to 3.78))</td>
</tr>
<tr>
<td></td>
<td>Adjusted .002</td>
<td>6.67</td>
<td>.002</td>
<td>6.41</td>
<td>.863</td>
<td>-0.37 (95% CI (-4.59 to 3.85))</td>
<td>-0.03</td>
<td>0.001</td>
<td>6.67 (95% CI (2.33 to 10.49))</td>
<td>-0.56</td>
<td>.020</td>
<td>1.75 (95% CI (-0.76 to 3.27))</td>
</tr>
<tr>
<td></td>
<td>Time 3 36.35 (12.12)</td>
<td>43.44 (11.66)</td>
<td>43.65 (13.41)</td>
<td>-0.59</td>
<td>.002</td>
<td>6.78 (95% CI (2.46 to 11.11))</td>
<td>-0.57</td>
<td>.003</td>
<td>6.53 (95% CI (2.29 to 10.76))</td>
<td>-0.02</td>
<td>.901</td>
<td>-0.28 (95% CI (-4.69 to 4.12))</td>
</tr>
<tr>
<td></td>
<td>Adjusted .001</td>
<td>7.03</td>
<td>.001</td>
<td>7.09</td>
<td>.989</td>
<td>-0.03 (95% CI (-4.31 to 4.25))</td>
<td>-0.08</td>
<td>0.001</td>
<td>7.09 (95% CI (2.95 to 11.24))</td>
<td>-0.03</td>
<td>0.001</td>
<td>7.09 (95% CI (2.95 to 11.24))</td>
</tr>
<tr>
<td><strong>Physical SF-12</strong></td>
<td>n=64</td>
<td>n=55</td>
<td>n=64</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n=64</td>
<td>Time 0 48.74 (11.67)</td>
<td>47.83 (12.29)</td>
<td>47.98 (10.87)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Time 1 47.91 (10.31)</td>
<td>48.84 (11.89)</td>
<td>49.20 (10.58)</td>
<td>-0.08</td>
<td>.443</td>
<td>1.13 (95% CI (-1.76 to 4.02))</td>
<td>-0.12</td>
<td>.638</td>
<td>0.69 (95% CI (-2.17 to 3.54))</td>
<td>-0.03</td>
<td>.760</td>
<td>-0.44 (95% CI (-3.26 to 2.38))</td>
</tr>
<tr>
<td></td>
<td>Adjusted .382</td>
<td>1.23</td>
<td>.542</td>
<td>0.85</td>
<td>.799</td>
<td>-0.35 (95% CI (-3.02 to 2.33))</td>
<td>-0.12</td>
<td>0.001</td>
<td>1.23 (95% CI (-1.89 to 3.60))</td>
<td>-0.12</td>
<td>0.001</td>
<td>1.23 (95% CI (-1.89 to 3.60))</td>
</tr>
<tr>
<td></td>
<td>Time 2 47.56 (10.74)</td>
<td>47.42 (12.18)</td>
<td>46.87 (10.79)</td>
<td>0.01</td>
<td>.820</td>
<td>0.35 (95% CI (-2.66 to 3.35))</td>
<td>0.06</td>
<td>.906</td>
<td>0.01 (95% CI (-3.13 to 2.77))</td>
<td>0.05</td>
<td>.727</td>
<td>-0.52 (95% CI (-3.46 to 2.41))</td>
</tr>
<tr>
<td></td>
<td>Adjusted .577</td>
<td>0.61</td>
<td>.946</td>
<td>0.10</td>
<td>.727</td>
<td>-0.49 (95% CI (-3.27 to 2.28))</td>
<td>-2.02</td>
<td>0.001</td>
<td>0.61 (95% CI (-2.72 to 2.92))</td>
<td>-2.02</td>
<td>0.001</td>
<td>0.61 (95% CI (-2.72 to 2.92))</td>
</tr>
<tr>
<td></td>
<td>Time 3 47.53 (11.78)</td>
<td>47.65 (11.89)</td>
<td>48.05 (9.85)</td>
<td>-0.01</td>
<td>.864</td>
<td>0.27 (95% CI (-2.81 to 3.34))</td>
<td>-0.05</td>
<td>.655</td>
<td>0.68 (95% CI (-3.68 to 3.68))</td>
<td>-0.04</td>
<td>.781</td>
<td>0.42 (95% CI (-2.56 to 3.41))</td>
</tr>
<tr>
<td></td>
<td>Adjusted .830</td>
<td>0.32</td>
<td>.620</td>
<td>0.73</td>
<td>.755</td>
<td>0.45 (95% CI (-2.37 to 3.27))</td>
<td>-2.14</td>
<td>0.001</td>
<td>0.32 (95% CI (-2.81 to 3.34))</td>
<td>-2.14</td>
<td>0.001</td>
<td>0.32 (95% CI (-2.81 to 3.34))</td>
</tr>
<tr>
<td><strong>EuroQol VAS</strong></td>
<td>n=66</td>
<td>n=57</td>
<td>n=65</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n=66</td>
<td>Time 0 57.80 (15.81)</td>
<td>53.56 (20.05)</td>
<td>57.46 (18.23)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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B (95% CI)
(a-b)
P (a-b)
g (a-b)
B (95% CI)
(a-c)
P (a-c)
g (a-c)
B (95% CI)
(b-c)
P (b-c)
g (b-c)

<table>
<thead>
<tr>
<th>Time 1</th>
<th>iTAU (a) Mean (SD)</th>
<th>CSG (b) Mean (SD)</th>
<th>LITG (c) Mean (SD)</th>
<th>g (a-b)</th>
<th>P (a-b)</th>
<th>g (a-c)</th>
<th>P (a-c)</th>
<th>g (b-c)</th>
<th>P (b-c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.94</td>
<td>(-4.28)</td>
<td>63.11 (21.61)</td>
<td>65.85 (21.34)</td>
<td>-0.05</td>
<td>.924</td>
<td>-0.19</td>
<td>.418</td>
<td>-0.13</td>
<td>.495</td>
</tr>
<tr>
<td>Adjusted</td>
<td>.816</td>
<td>0.71 (5.32)</td>
<td>3.85 (6.75)</td>
<td>.478</td>
<td>-0.13</td>
<td>7.33</td>
<td>0.30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.34</td>
<td>(-3.70)</td>
<td>65.81 (21.44)</td>
<td>69.83 (20.21)</td>
<td>-0.16</td>
<td>.152</td>
<td>-0.36</td>
<td>.016</td>
<td>-0.19</td>
<td>.381</td>
</tr>
<tr>
<td>Adjusted</td>
<td>.088</td>
<td>5.45 (0.81)</td>
<td>0.13 (1.68)</td>
<td>7.84</td>
<td>-0.19</td>
<td>9.73</td>
<td>0.69</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time 2</td>
<td>62.59 (20.37)</td>
<td>68.89 (22.79)</td>
<td>72.45 (15.93)</td>
<td>-0.29</td>
<td>.028</td>
<td>-0.54</td>
<td>.014</td>
<td>-0.18</td>
<td>.842</td>
</tr>
<tr>
<td>Adjusted</td>
<td>.011</td>
<td>8.31 (1.94)</td>
<td>0.10 (1.95)</td>
<td>8.19</td>
<td>-0.13</td>
<td>9.70</td>
<td>-0.13</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Dose-response in primary and secondary outcomes.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Rawa</th>
<th>Adjustedb</th>
<th>Imputedc</th>
</tr>
</thead>
<tbody>
<tr>
<td>BDI-II</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CACE analysisd</td>
<td>-6.93 (-12.52 to -1.33)</td>
<td>.016</td>
<td>-7.24 (-12.33 to -2.15)</td>
</tr>
<tr>
<td>Effect per session</td>
<td>-0.65 (-1.18 to -0.13)</td>
<td>.015</td>
<td>-0.68 (-1.16 to -0.20)</td>
</tr>
<tr>
<td>Mental SF-12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CACE analysisd</td>
<td>9.42 (3.08 to 15.75)</td>
<td>.004</td>
<td>10.27 (4.01 to 16.52)</td>
</tr>
<tr>
<td>Effect per session</td>
<td>0.89 (0.29 to 1.48)</td>
<td>.004</td>
<td>0.97 (0.38 to 1.56)</td>
</tr>
<tr>
<td>Physical SF-12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CACE analysisd</td>
<td>0.01 (-5.71 to 5.74)</td>
<td>.996</td>
<td>0.65 (-3.85 to 5.16)</td>
</tr>
<tr>
<td>Effect per session</td>
<td>&lt;1.01 (-0.54 to 0.54)</td>
<td>.996</td>
<td>0.06 (-0.36 to 0.49)</td>
</tr>
<tr>
<td>EuroQol VAS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CACE analysisd</td>
<td>11.44 (0.76 to 22.12)</td>
<td>.036</td>
<td>12.18 (2.22 to 22.13)</td>
</tr>
<tr>
<td>Effect per session</td>
<td>1.08 (0.08 to 2.07)</td>
<td>.034</td>
<td>1.15 (0.22 to 2.07)</td>
</tr>
</tbody>
</table>

Internet-Based Program Usage
At Time 3, 72.4% (n=71) of CSG participants and 75.0% (n=72) of LITG participants had accessed the Internet-based programs ($\chi^2=0.35; P=.556$). In CSG, the median number of modules completed was 4 (interquartile range: 0-10), with 41.8% attending >6 modules; 30 participants in this group completed sessions. In LITG, the median number of modules completed was 6 (interquartile range: 0-10), with 50.0% attending >6 modules and 40 participants completing 10 modules. There was...
no significant difference between CSG and LTIG in terms of modules completed ($Z = 1.20; P = 228$). A total of 17 email contacts were made with 13 participants of the LTIG program, which represented 11.9% of the patients in this group. Support requests were monitored, and a content analysis of them showed that the topics were related to (1) requesting information on depressive symptoms, (2) counseling with regard to events and difficulties in life, and (3) additional support to follow the program recommendations. As per protocol, CSG received no email contact from therapists.

**Other Treatments Received**

Most of the participants received drug treatment (Table 1). There were no major differences in the use of medication (as a dichotomous criterion of drug intake) across groups (iTAU: 80.6%; CSG: 68.3%; LTIG: 67.6%; $\chi^2 = 3.67; P = .160$). The same pattern was found for the use of mental health services, psychiatrist and/or psychologist (iTAU: 29.9%; CSG: 19.7%; LTIG: 18.8%; $\chi^2 = 3.09; P = .214$), and number of visits to the GP (iTAU: median = 2 (Q1 = 0; Q3 = 4); CSG: median = 1 (Q1 = 0; Q3 = 3); LTIG: median = 1 (Q1 = 0; Q3 = 4); $\chi^2 = 0.22; P = .643$).

**Discussion**

**Principal Findings**

As far as we are aware, this is the first RCT on the effectiveness of an Internet-based intervention for the treatment of depression in PC health services in Spain. Other Web-based interventions for treating depressive symptoms in the Spanish language have been developed in Mexico [37] and Chile [38], but the efficacy of these interventions in reducing depressive symptoms has not yet been evaluated in an RCT. Therefore, this trial is novel in that it allowed the testing of a new Spanish program (Smiling is Fun), which adapted some of the techniques used in other available programs [24,39]. This trial compared two Internet-based interventions, with and without psychotherapeutic support, with usual care. We observed differences in the medium and long term in favor of psychotherapy, but not in the short term. This was somewhat consistent with previous studies on depression when comparing face-to-face psychotherapy (alone or plus usual care), with usual care based on medication treatments [40]. We found a larger effect size than in previous works, particularly in the group without additional support, and we also found that the offer of support did not yield additional benefits in terms of better adherence or outcomes, contrary to other previously published studies [41,42].

The way patients were recruited in PC settings, with face-to-face contacts in a confidential context with the involvement of the GP, might explain why our results were better than those of other trials [14]. Studies in which patients suffering from depression were referred by their GP for treatment had generally shown higher effect sizes, with values similar to our study [5].

This aspect of the trial may have also contributed to the low number of email contacts requesting assistance to the psychotherapists, and therefore, to the similarity in the results for the supported and the unsupported groups. This same result has also been found in other works [15], although effect sizes in Internet-based interventions with therapist support typically seem larger than those without therapist support [14]. In our study, the type of support received by email on request was less intense than in other efficacy trials, which additionally include a group with some kind of weekly contact [14,15]. Patients in our study did not make much use of the support offered. We do not know the real reasons for this, but the lack of initial face-to-face contact with the psychotherapist might have hampered the establishment of an adequate alliance—something that might merit interest for further studies [19].

The possibility of receiving attention and care from a GP in a PC setting could also help minimize the stigma associated with referral to mental health services [11] and could improve adherence to the program. In fact, our procedure was as close as possible to the usual practice, and thus, it might increase the likelihood that the program might be used in the PC health services in Spain, where most depressed patients are treated [43]. Nevertheless, GPs may experience difficulties in recruiting patients because of their overloaded schedule, as has been described in other countries [44].

**Limitations**

This study encountered several limitations. First, attrition at follow-up was significant, but replacing missing values through imputations confirmed the main findings. As shown in other similar trials of computerized interventions, attrition rates are often large [12,32]. If anything, our retention rate was probably as good, if not better, than that achieved in other similar trials. Second, the potential effect of GPs or psychotherapist was not taken into account and may have been a source of variability. Finally, this trial was not powered to detect small differences between the two computerized interventions. This part of the study needs to be tested properly in a separate trial also controlling for the possible effects of psychotherapists and GPs.

**Conclusions**

A Spanish-language Internet-based intervention for the treatment of depression (Smiling is Fun) added to usual care proved to be more effective than treatment as usual alone at follow-up assessments. Pending cost-effectiveness analysis, these results suggest that it might be worth investing in this program for PC clinics in Spain, and possibly in other Spanish-speaking settings. The kind of low-intensity support offered in the program did not show additional improvement on the effectiveness of the computerized intervention. It remains to be seen whether or not any other forms of online/telephone support might yield further gains.
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Abstract

Background: Mobile mental-health trackers are mobile phone apps that gather self-reported mental-health ratings from users. They have received great attention from clinicians as tools to screen for depression in individual patients. While several apps that ask simple questions using face emoticons have been developed, there has been no study examining the validity of their screening performance.

Objective: In this study, we (1) evaluate the potential of a mobile mental-health tracker that uses three daily mental-health ratings (sleep satisfaction, mood, and anxiety) as indicators for depression, (2) discuss three approaches to data processing (ratio, average, and frequency) for generating indicator variables, and (3) examine the impact of adherence on reporting using a mobile mental-health tracker and accuracy in depression screening.

Methods: We analyzed 5792 sets of daily mental-health ratings collected from 78 breast cancer patients over a 48-week period. Using the Patient Health Questionnaire-9 (PHQ-9) as the measure of true depression status, we conducted a random-effect logistic panel regression and receiver operating characteristic (ROC) analysis to evaluate the screening performance of the mobile mental-health tracker. In addition, we classified patients into two subgroups based on their adherence level (higher adherence and lower adherence) using a k-means clustering algorithm and compared the screening accuracy between the two groups.

Results: With the ratio approach, the area under the ROC curve (AUC) is 0.8012, indicating that the performance of depression screening using daily mental-health ratings gathered via mobile mental-health trackers is comparable to the results of PHQ-9 tests. Also, the AUC is significantly higher (P=.002) for the higher adherence group (AUC=0.8524) than for the lower adherence group (AUC=0.7234). This result shows that adherence to self-reporting is associated with a higher accuracy of depression screening.

Conclusions: Our results support the potential of a mobile mental-health tracker as a tool for screening for depression in practice. Also, this study provides clinicians with a guideline for generating indicator variables from daily mental-health ratings. Furthermore,
our results provide empirical evidence for the critical role of adherence to self-reporting, which represents crucial information for both doctors and patients.
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**Introduction**

Mental distress can impair treatment processes and outcomes, such as adherence to treatment recommendations, satisfaction with care, and quality of life [1-3]. However, when present, depression is detected less than 30% of the time in cancer patients, mainly due to the time constraints of both patients and clinicians as well as patients’ reluctance to undergo depression screening tests [4,5]. To reduce the burden on patients, researchers have developed simpler screening tools that use only one or two questions, such as the Distress Thermometer and the Patient Health Questionnaire-2 (PHQ-2) [5,6]. However, these screening methods are still problematic when dealing with patients who rarely visit a doctor, because these patients do not have a chance to be tested. To alleviate this problem, doctors recommend that patients track their Patient Reported Outcomes (PROs) on paper as a form of mental-status diary [7,8]. However, the inconvenience of keeping daily mental-health ratings on paper leads to a low rate of using such diaries [7,9].

The rapid increase in the use of mobile phones, and specifically smartphones, has prompted health care providers to consider mobile phone apps as a way to collect mental PROs. Such apps are known as mental-health trackers [10,11]. Despite the potential benefits of mental-health trackers in the setting of oncology treatment, prior studies have focused on evaluating the feasibility of data collection and overall response rates [7,10,12], with only a few studies evaluating the validity of the data in depression screening [11,13]. These validity studies show whether the mood ratings sent via text message can be used as a proxy for depression assessment [13] and whether the scores reported via mobile phones are consistent with the ones reported via a paper-based test using traditional depression screening questionnaires [11]. Therefore, it is still unclear whether the daily mental-health ratings, which are gathered using simple instruments and facial emoticon scales via mobile mental-health trackers, can be used to screen for depression for clinical purposes.

The contribution of our study is mainly threefold. First, we provide a performance evaluation of mobile mental-health trackers. Some researchers have raised concerns about using a simpler and shorter depression screening survey designed for a mobile phone, fearing that it may increase measurement errors. However, we argue that the shorter recall period involved in using a mobile mental-health tracker can compensate for potential measurement errors. Prior studies have shown that the accuracy of human memory substantially decreases as the recall period increases [14-17]. The use of mobile mental-health trackers can reduce the patient recall period since it is possible for patients to easily report mental-health ratings on a daily basis. Our results show that daily mental-health ratings collected via mobile mental-health trackers provide results comparable to those of traditional depression screening tools.

Second, we propose three data-processing approaches (average, ratio, and frequency) for generating indicator variables from daily mental-health ratings and evaluate the performance of screening accuracy among these three approaches. From a practical perspective, there has been no discussion on the approach for transforming daily mental-health ratings reported via mobile phone apps to create indicator variables used for depression screening. Although several studies have conducted analyses using cross-sectional time-series data of patients’ mood ratings, these studies focus on finding factors associated with mood variation [18-20]. Thus, our proposed approaches help clinicians transform daily mental-health ratings reported via a mobile phone app to generate indicator variables for depression screening.

Last, we show the effects of adherence on screening accuracy. The vast amount of daily data collected from patients through mobile mental-health trackers can be a burden for clinicians. Therefore, it is crucial to devise a systematic approach that can automatically distinguish useful data from data that may only increase noise, bias, and variability, which are common pitfalls of mobile data [21].

We note that adherent patients tend to make an extra effort to complete a suggested treatment plan [22], as observed in cancer patients reporting mental PROs in a supportive mental-health care setting. We expect that the patient adherence to self-reporting PROs is positively associated with the quantity and quality of data and thus increases the statistical accuracy of the model [23]. We tested this argument by categorizing patients into higher adherence and lower adherence groups and comparing their screening accuracy.

**Research Setting**

In early 2013, the largest hospital in South Korea developed a mobile phone app called Pit-a-Pat [10] (Figure 1), which was designed to collect PROs of breast cancer patients. The patients kept ratings on three mental-health items on a daily basis via the app: anxiety, mood, and sleep satisfaction, which have been shown to be associated with depression [24,25]. These ratings were reported using facial emoticon scales (Figure 1). Patients reported their sleep satisfaction level on a scale ranging from 0 (very bad) to 10 (very good), but this scale was reversed so that it ranged from 0 (very good) to 10 (very bad) in order to make it consistent with other measures, whose values increased with the severity of depression. Patients recorded their mood level on a scale from 0 (none) to 7 (very severe), and anxiety level on a scale from 0 (none) to 10 (very severe).
The app also administered the PHQ-9 test on a biweekly basis. This test is one of the most widely used depression screening tools in primary care settings [24,26-29].

Figure 1. Three mental logs in the Pit-a-Pat app: (A) Sleep satisfaction, (B) Mood, and (C) Anxiety.

Methods

Our analysis broadly consists of two parts. One is the evaluation of the accuracy of the mobile mental-health tracker for depression screening. The other is the examination of the effects of adherence on screening accuracy.

Evaluation of the Empirical Model for Depression Screening

Dependent Variable

Depression as a dependent variable was measured based on the PHQ-9 test results. The PHQ-9 test consists of nine items, each scored from 0-3 points, with the final score calculated as the sum of the scores for the nine items. We used a cut-off of 5 points for a depression diagnosis based on prior literature [26,27,29,30]. This relatively low cut-off value reduces the possibility that cancer patients who have depressive tendencies are classified as “normal.” Several studies have reported that depression severity tends to be underestimated in the cancer treatment setting [31-33], despite the high cost of failing to detect depression due to its negative impact on health outcomes [2,3]. For this reason, in the depression treatment setting, researchers put more emphasis on improving a true-positive rate rather than a true-negative rate [34] because it is far more important to correctly identify depressed people than to correctly identify people without depression.

Three Data-Processing Approaches for Generating Indicator Variables

We used three approaches to construct the biweekly indicator variables from daily mental-health ratings: (1) average, (2) frequency, and (3) ratio. We generated the indicator variables by making daily mental-health ratings line up with the time interval of PHQ-9 questionnaires, which was biweekly. For instance, using the daily mental-health ratings reported from April 1-14, 2015, we generated the indicator variables and matched them with the PHQ-9 score measured on April 14, 2015, which recorded a patient’s depressive tendencies during the same period.

The average approach calculates the average of each mental-health rating of a patient in a biweekly period. The average approach is easy for doctors to implement because it generates a continuous variable and does not require the doctor to calculate the optimal cut-off values [35]. However, practical guidelines suggest measuring the severity of depression by counting the number of days that people have depressive tendencies during specified periods [24,34].

For this reason, we tested two additional approaches: the frequency approach, which counts the number of depressed days during a 2-week period, and the ratio approach, which calculates the ratio of the number of days when the score indicates depression to the total number of days that the ratings are reported during the 2-week period. To construct these indicator variables, we followed two steps to transform the daily mental-health ratings into discrete scales (Figure 2). We first assigned a score of 1 to the days when the reported score on a given day was above a certain cut-off value. For example, if the score for sleep satisfaction on a particular day was higher than the cut-off value (eg, 7 points), we considered the patient to be depressed on that day and assigned the day a value of 1 (Figure 2, Step 2). Thus, each day was assigned a binary value (1=depressed, 0=normal) to indicate whether or not a patient was depressed on that day. Second, the biweekly depressed status was calculated based on each approach (Figure 2, Step 3). For instance, if there are three values of 1 and three values of 0 during a given period (6 days), the indicator variables calculated by the frequency and ratio approaches are 3 and 0.5, respectively. We applied this procedure to all types of daily mental-health ratings. Then, we conducted an analysis on each
approach to evaluate the screening performance of the three approaches.

Figure 2. Illustration of data conversion from daily mental-health logs into biweekly indicators with frequency and ratio approaches: (A) Daily scores of sleep quality during 2 weeks, (B) assigned scores of 1 to the days when the reported score is higher than the cut-off value, (C) calculated scores in a biweekly format.

Model Specification

Our model is designed to identify depression using indicator variables generated from three types of mental-health ratings:

Depressed\(_{i,t}\) = Sleep\(_{i,t}\) + Mood\(_{i,t}\) + Anxiety\(_{i,t}\) + \(e_{i,t}\)

where subscripts \(i\) and \(t\) indicate each patient and each biweekly period, respectively. The dependent variable, Depressed, takes a binary value (0=normal, 1=depressed). Because we are primarily interested in the extent to which daily mental-health ratings can identify depression, we did not include control variables in the main model. The model parameters were estimated using a random-effect logistic regression model [36-38] (see Multimedia Appendix 1). Logistic regression is one of the classifier models used for estimating the probability of a binary dependent variable based on indicator (ie, independent) variables. We used a random-effect model instead of a fixed-effect model due to the estimation efficiency of the former. Our dataset is a short-panel set, meaning that the number of patients is far greater than the number of time stamps of the observations. Estimation efficiency can be an issue with a fixed-effect model because a fixed-effect model should estimate the parameters of the dummy variables, whose number is the same as the number of patients in our sample. Moreover, our dataset contains some patients who reported a PHQ-9 test result just once during the study period. These patients would be excluded in the analysis of a fixed-effect model. Therefore, a random-effect model is preferred for our situation.

Receiver Operating Characteristic Analysis

Receivers operating characteristic (ROC) analysis is used to evaluate the screening accuracy of our model. ROC is a graphic plot, which is widely used to demonstrate the prediction accuracy of a classifier model. It plots the true positive rate (ie, sensitivity) against the false positive rate (ie, 1-specificity) at various threshold values (0< values <1) of predicted probability calculated based on logistic regression models. The area under the ROC curve, referred to as the area under the curve (AUC), represents the probability that a classifier model ranks a positive case higher than a negative case. Therefore, a higher AUC implies a better prediction performance of a classifier model. Rough criteria for assessing the performance of ROCs note that having an AUC higher than 0.7 is considered to be clinically acceptable [39].

Procedures for Calculating Cut-Off Points of Each Mental-Health Rating

As discussed earlier, we constructed dichotomy variables for the ratio and the frequency approaches. Dichotomy variables need optimal cut-off values [35] because patients’ mental states should be dichotomized into two groups. We calculated the optimal cut-off value by simulating models. First, we predicted a patient’s mental status by using each daily rating item with an arbitrary cut-off value. Then, we compared the AUCs of all possible cut-off values and selected the one that gives the highest AUC as the optimal cut-off. For example, to determine the cut-off for the Anxiety variable, we (1) selected an arbitrary cut-off value, (2) calculated Anxiety based on the ratio or the frequency approaches (Step 2 in Figure 2), (3) estimated a simplified model, Depressed\(_{i,t}\) = Anxiety\(_{i,t}\) + \(e_{i,t}\), and (4) calculated the AUC through ROC analysis. As Anxiety can take a value from 0 to 10, we repeated this procedure 10 times and then selected the cut-off value that produced the highest AUC.

Robustness Analyses of Mental-Health Ratings in Detecting Depression

The primary purpose of our empirical analysis is to test the performance of depression screening. Thus, the consistency of the screening accuracy of our model is important. We conducted two additional analyses to ensure the robustness of our results. First, we conducted a robustness analysis to validate our model by employing the five-fold cross-validation procedure. We (1) randomly partitioned the data into five subsets where the sample size is approximately 100, (2) calculated each cut-off value of indicator variables using four of the subsets as a training set, (3) generated indicator variables for the ratio and frequency approaches, (4) ran a random effect logistic regression using a training set, (5) calculated the predicted probability for the remaining subset as a test dataset, and (6) employed ROC
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analysis and calculated the AUC. Steps 2-5 were repeated five times by alternating training and test datasets.

Second, one may be concerned with potential bias if patients submitted mental-health ratings on a day they took a PHQ-9 test. Thus, we conducted the analyses using a subsample that excluded the daily ratings reported on the days when a PHQ-9 test was taken.

**Evaluation of Adherence Impact on Screening Accuracy**

**Conceptualization of Adherence to PROs as Composite Construct**

In prior studies on adherence to self-reporting in the mobile and Internet health care setting, researchers tended to measure adherence with only one dimension—the response rate to technology during a given period [10,40]. This practice may be too simple because of the multidimensional characteristics of adherence [22,41-44]. We classified the patients into higher and lower adherence groups based on three dimensions: (1) activeness, (2) timeliness, and (3) persistence. Activeness refers to the degree to which the activities of a patient adhere to particular guidelines [22,44]. We calculated Activeness as the total number of days when daily mental-health ratings were reported. For Timeliness, which captures the noncompliance of a patient with treatment plans in the literature [41,42], we counted the total number of days when ratings were reported without delay because the app allowed users to submit ratings for the past few days. Persistence, defined as continuous involvement with clinical treatment during the prescribed period [43], was measured with two variables: (1) the number of biweekly periods between the first and last days in which the patient reported daily ratings (ie, the total duration), and (2) the total number of biweekly periods with reported ratings. The total duration is an important dimension of Persistence because it captures a discontinuity effect if patients stop using the app after a few weeks. However, there could be cases where a patient submits only two ratings, one very early and the other much later in the study period. Therefore, we also considered the total number of biweekly periods with reported ratings. This measure is still different from Activeness because it captures the lower adherence of patients who report ratings very actively during the first few weeks and then subsequently use the app rarely.

We considered a patient’s adherence to using a mobile mental-health tracker as a composite construct of these three factors. These factors (activeness, timeliness, and persistence) address different aspects of adherence, and the relative importance of the three is unclear. Moreover, the way patients adhere to using mobile mental-health trackers can vary depending on their personalities.

**K-Means Clustering Analysis and Receiver Operating Characteristic Comparison Test**

To classify patients based on their adherence levels, we used a k-means clustering algorithm (see Multimedia Appendix 1) [45,46]. The k-means clustering classifies subjects into homogeneous subgroups, where each observation belongs to the cluster with the smallest intracluster distance and the largest intercluster distance. The number of clusters can be determined based on statistical criteria, such as the Akaike Information Criterion (AIC) [47]. However, a statistical approach often returns so many clusters that it becomes complicated to interpret the characteristics of clusters. For this reason, a researcher’s judgment is also often used [46]. We classified patients into two clusters (ie, higher- and lower-adherent patients) for easier interpretation of results. We also examined the results with three clusters as a robustness check, as we describe below.

After patients were classified into higher- and lower-adherence groups, we compared the AUCs of each group in an ROC analysis. In addition, to support our approach to measure adherence as a multidimensional variable, we compared the AUCs of high- and low-adherence groups when the groups are classified based on prior studies [10,40], using the response rate only when the groups are classified based on our approach using activeness, timeliness, and persistence.

**Robustness Analyses of Impact of Adherence on Screening Accuracy**

To test the robustness of our finding that the screening accuracy is higher for patients with a higher level of adherence, we examined two potential sources of bias that may affect our ROC comparison tests—the length of data collection periods by patients and the number of clusters.

First, we examined whether the difference in the length of data collection periods by patients influences the results. Because each patient started using the app at a different time during the study period, the measure of persistence can be biased for patients who started using the app very early or very late in the study period. For example, persistence can be underestimated for patients who started using the app later in the study period. Likewise, persistence can be overestimated for patients who started using it earlier. Therefore, we examined whether our results are robust if we consider only the rating data collected during the first 24-week period (ie, half of the total study period) for each patient. We also analyzed the subsample excluding patients who joined the study during the last 12 weeks, which was the average usage period of the patients in our sample.

Second, we examined whether the results are maintained when patients are classified into three groups instead of two. This analysis also allows us to address the possibility of outliers in each group (high and low) who may have skewed the results.

**Results**

**Sample Description**

A total of 85 breast cancer patients provided informed consent to participate in this study (Institutional Review Board No. 2012-0709). These patients submitted 5817 daily mental-health ratings from early April 2013 to late March 2014. We excluded 25 ratings reported by 7 patients who did not complete a PHQ-9 test. As a result, 5792 daily mental-health ratings reported by 78 patients during 24 biweekly periods were used for our analysis. The 78 patients in our sample provided 497 PHQ-9 test results, which consisted of 207 normal statuses and 227 depressed statuses when using a cut-off score of 5 [26,27,29,30].
On average, there were 6.4 observations per patient, with the number of observations ranging from 1 (n=11) to 24 (n=1). The cumulative percentage of the number of days in which patients report ratings at least 11 days during 2 weeks (14 days) is 65.59%. Table 1 shows the demographic information for the 78 patients in our sample.

Table 1. Participant characteristics in the two study groups.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total, n (%) or mean (SD) (n=78)</th>
<th>Lower adherence, n (n=58)</th>
<th>Higher adherence, n (n=20)</th>
<th>p^a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, years</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>44.35 (7.01)</td>
<td>44.24 (7.07)</td>
<td>44.65 (7.02)</td>
<td>.83</td>
</tr>
<tr>
<td>≤39</td>
<td>18 (23.1%)</td>
<td>14</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>40-49</td>
<td>40 (51.3%)</td>
<td>28</td>
<td>12</td>
<td>.66</td>
</tr>
<tr>
<td>≥50</td>
<td>20 (25.6%)</td>
<td>16</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Cohabitation b</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>17 (21.8%)</td>
<td>11</td>
<td>6</td>
<td>.31</td>
</tr>
<tr>
<td>Yes</td>
<td>61 (78.2%)</td>
<td>47</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>Children</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>12 (15.4%)</td>
<td>10</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>17 (21.8%)</td>
<td>12</td>
<td>5</td>
<td>.45</td>
</tr>
<tr>
<td>2</td>
<td>43 (55.1%)</td>
<td>33</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>3 or 4</td>
<td>6 (7.7%)</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Divorced</td>
<td>3 (3.8%)</td>
<td>3</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>6 (7.7%)</td>
<td>5</td>
<td>1</td>
<td>.49</td>
</tr>
<tr>
<td>Married</td>
<td>69 (88.5%)</td>
<td>50</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>Education level</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Up to high school</td>
<td>37 (47.4%)</td>
<td>29</td>
<td>8</td>
<td>.44</td>
</tr>
<tr>
<td>College degree or higher</td>
<td>41 (52.6%)</td>
<td>29</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>46 (59.0%)</td>
<td>32</td>
<td>14</td>
<td>.25</td>
</tr>
<tr>
<td>No</td>
<td>32 (41.0%)</td>
<td>26</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Adherence dimension c</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Activeness</td>
<td>68.55 (60.06)</td>
<td>37.66</td>
<td>158.15</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Timeliness</td>
<td>51.31 (44.08)</td>
<td>29.81</td>
<td>113.65</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Duration</td>
<td>6.45 (5.67)</td>
<td>3.79</td>
<td>14.7</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Persistence</td>
<td>6.58 (5.76)</td>
<td>3.67</td>
<td>14.5</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

^aTested null hypotheses: t test: lower and higher adherence groups have the same mean; χ² test: characteristic categories and adherence groups are independent; F test: lower and higher adherence groups have the same mean.
^bCohabitation refers to patients living with family members.
^cKey variables by groups are classified using k-means clustering (see Results section).

Table 2 shows the summary statistics of the daily mental-health ratings and indicator variables, which are obtained based on the ratio approach. Also, the calculated optimal cut-off values for each indicator variable of the ratio and the frequency approaches are listed in Table 2. For both the ratio and frequency approaches, the cut-off scores for sleep, anxiety, and mood were identified as 7, 6, and 4 points, respectively. Table 3 shows the correlation matrix of these variables.
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Table 2. Summary statistics of daily mental-health ratings and indicator variables based on the ratio approach.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Sleep ratings&lt;sup&gt;a,b&lt;/sup&gt;</td>
<td>5792</td>
<td>4.99</td>
<td>2.03</td>
<td>1.00</td>
<td>5</td>
<td>10</td>
<td>-0.10</td>
<td>2.685</td>
<td>–</td>
</tr>
<tr>
<td>Mood rating&lt;sup&gt;a&lt;/sup&gt;</td>
<td>5792</td>
<td>3.19</td>
<td>1.29</td>
<td>1.00</td>
<td>3</td>
<td>7</td>
<td>0.372</td>
<td>2.832</td>
<td>–</td>
</tr>
<tr>
<td>Anxiety rating&lt;sup&gt;a&lt;/sup&gt;</td>
<td>5792</td>
<td>4.21</td>
<td>2.07</td>
<td>0.00</td>
<td>5</td>
<td>10</td>
<td>-0.075</td>
<td>2.295</td>
<td>–</td>
</tr>
<tr>
<td>Depressed</td>
<td>497</td>
<td>0.46</td>
<td>0.50</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
<td>0.174</td>
<td>1.030</td>
<td>5</td>
</tr>
<tr>
<td>Sleep&lt;sup&gt;b,c&lt;/sup&gt;</td>
<td>497</td>
<td>0.21</td>
<td>0.23</td>
<td>0.00</td>
<td>0.14</td>
<td>1.00</td>
<td>1.167</td>
<td>3.951</td>
<td>7</td>
</tr>
<tr>
<td>Mood&lt;sup&gt;c&lt;/sup&gt;</td>
<td>497</td>
<td>0.40</td>
<td>0.38</td>
<td>0.00</td>
<td>0.33</td>
<td>1.00</td>
<td>0.388</td>
<td>1.590</td>
<td>4</td>
</tr>
<tr>
<td>Anxiety&lt;sup&gt;c&lt;/sup&gt;</td>
<td>497</td>
<td>0.30</td>
<td>0.32</td>
<td>0.00</td>
<td>0.2</td>
<td>1.00</td>
<td>0.801</td>
<td>2.474</td>
<td>6</td>
</tr>
</tbody>
</table>

<sup>a</sup>Daily mental-health ratings.
<sup>b</sup>Sleep rating and Sleep indicate sleep dissatisfaction (the reversed scale of sleep satisfaction).
<sup>c</sup>The indicator variables based on the ratio approach.

The cut-off value of Depressed is selected based on prior literature. The cut-off values for Sleep, Mood, and Anxiety are calculated based on the simulation analysis described in the Methods section. The cut-off values obtained by using the frequency and average approaches are the same.

Table 3. Correlation matrix of daily mental-health ratings and indicator variables by the ratio approach.

<table>
<thead>
<tr>
<th></th>
<th>Depressed</th>
<th>Sleep rating</th>
<th>Mood rating</th>
<th>Anxiety rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sleep rating&lt;sup&gt;a,b&lt;/sup&gt;</td>
<td>–</td>
<td>1</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Mood rating&lt;sup&gt;a&lt;/sup&gt;</td>
<td>–</td>
<td>0.62</td>
<td>1</td>
<td>–</td>
</tr>
<tr>
<td>Anxiety rating&lt;sup&gt;a&lt;/sup&gt;</td>
<td>–</td>
<td>0.48</td>
<td>0.61</td>
<td>1</td>
</tr>
<tr>
<td>Depressed</td>
<td>1.00</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Sleep&lt;sup&gt;b,c&lt;/sup&gt;</td>
<td>0.36</td>
<td>1.00</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Mood&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.42</td>
<td>0.38</td>
<td>1.00</td>
<td>–</td>
</tr>
<tr>
<td>Anxiety&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.40</td>
<td>0.22</td>
<td>0.47</td>
<td>1.00</td>
</tr>
</tbody>
</table>

<sup>a</sup>Correlation matrix of daily mental-health ratings.
<sup>b</sup>Correlation matrix of indicator variables by the ratio approach.
<sup>c</sup>Sleep rating and Sleep indicate sleep dissatisfaction (the reversed scale of sleep satisfaction).

Evaluation of the Empirical Model for Depression Screening

Performance of Each Approach to Data Processing in Detecting Depression

Table 4 presents the results of our model with three different approaches to constructing indicator variables. With the ratio approach, all three types of mental-health ratings are statistically significant (<i>P</i> ≤.001) in predicting the mental status of patients. This result indicates that each type of mental-health rating addresses different dimensions of patient mental status. For example, consider the case in which two patients reported the same level of anxiety and mood condition but a differing sleep condition. Our result suggests that holding other variables fixed, a one-tenth-unit (0.1) increase in Sleep (ie, an increase in the ratio of depressed days to the total number of reported days in a given biweekly period by 0.1) is associated with a 31.3% increase in the likelihood of the patient being depressed, since exp(0.272)=1.313. Similarly, all other things being equal, a one-tenth-unit increase in Mood and Anxiety is associated with about a 19% increase in the likelihood of the patient being depressed. Likewise, all three types of mental-health ratings with the average approach are statistically significant (<i>P</i><.05), and a one-tenth-unit increase in Sleep, Mood, and Anxiety increases the odds of the patient being depressed by 4%, 7%, and 4%, respectively. The Sleep and Mood ratings with the frequency approach are statistically significant (<i>P</i><.05). However, the Anxiety rating is not significant. A one-tenth-unit increase in Sleep, Mood, and Anxiety in the frequency model is related to increases of about 1%, 2%, and 1%, respectively, in the likelihood of the patient being depressed.
Table 4. Results of random effect logistic panel regression \(^a\) (the 497 observations were constructed from the 5792 daily mental-health ratings reported via the mental-health tracker).

<table>
<thead>
<tr>
<th></th>
<th>Ratio (P)</th>
<th>Average (P)</th>
<th>Frequency (P)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sleep</td>
<td>2.722 (&lt;.001)</td>
<td>0.348 (.036)</td>
<td>0.139 (.046)</td>
</tr>
<tr>
<td>Mood</td>
<td>1.783 (.001)</td>
<td>0.728 (.004)</td>
<td>0.177 (.001)</td>
</tr>
<tr>
<td>Anxiety</td>
<td>1.782 (.001)</td>
<td>0.396 (.005)</td>
<td>0.080 (.133)</td>
</tr>
<tr>
<td>Constant</td>
<td>-1.965 (&lt;.001)</td>
<td>-6.002 (&lt;.001)</td>
<td>-1.404 (&lt;.001)</td>
</tr>
<tr>
<td>Observations, n</td>
<td>497</td>
<td>497</td>
<td>497</td>
</tr>
<tr>
<td>Patients, n</td>
<td>78</td>
<td>78</td>
<td>78</td>
</tr>
</tbody>
</table>

\(^a\)Dependent variable: Mental status, which is 0 if normal (PHQ-9 score <5) and 1 if depressed (PHQ-9 score ≥5).

Chart A in Figure 3 shows the ROC curves of the predicted results of three models and the corresponding AUCs. The AUCs calculated from the ROCs of the ratio, the average, and the frequency approaches are 0.8012, 0.7867, and 0.7635, respectively. The AUC of the ratio approach is not statistically different (\(P=.150\)) from that of the average approach, but it differs significantly (\(P=.001\)) from that of the frequency approach. This result shows that the accuracy of depression screening by using the ratio and the average approaches is statistically indifferent, while the accuracy by using the frequency approach is slightly lower in our empirical result.

Figure 3. Results of ROC analysis: (A) ROC curves calculated from three models (full samples), (B) ROC curves calculated from three models (subsample excluding the daily logs reported on the day the PHQ-9 is administered).

Robustness Analyses of Mental-Health Ratings in Detecting Depression

First, we conducted a five-fold cross-validation test. With the ratio approach, the AUCs of the five subsets range from 0.7228 to 0.8568. The aggregated result of five subsets yields an AUC of 0.7836. With the average approach, the AUCs range from 0.7234 to 0.8488, and the AUC of the aggregated result is 0.7755. The AUCs of the frequency approach range from 0.7107 to 0.8188, and the AUC of the aggregated result is 0.7385. These results suggest that the risk of overfitting is low for our model according to rough criteria that AUCs higher than 0.7 are clinically acceptable [39].

Second, we conducted the analyses using a subsample excluding the daily ratings reported on the day the PHQ-9 is administered. The subsample consists of 480 observations taken from 5022 daily ratings, which still leaves a sufficient number of daily ratings for our analysis. All coefficients of the new analysis results using the subsample with the three approaches are statistically significant, with similar magnitude (\(P<.05\)), thus confirming the results of the main analysis. Chart B in Figure 3 shows the ROC curves and corresponding AUCs. The resulting AUC is 0.795 with the ratio approach, 0.7817 with the average approach, and 0.766 with the frequency approach. The difference between the AUCs of the ratio and of the average approach is not statistically significant (\(P=.197\)), but the one between the ratio and the frequency approach is statistically significant (\(P=.02\)). This result is consistent with the main analysis, indicating that the accuracy of depression screening of all three approaches is acceptable (AUC >0.7), while the results using the ratio and the average approaches are statistically higher than that of the frequency approach.
Evaluation of Adherence Impact on Screening Accuracy

Effect of Adherence to Self-Reported PROs on Screening Accuracy Based on Composite Construct

Table 1 provides descriptive statistics of four variables (ie, Activeness, Timeliness, Duration, and Persistence) used to determine a patient’s adherence level. Among the 78 study patients, 58 and 20 were classified into the lower and higher adherence groups, respectively. The 497 observations in the biweekly panel dataset comprised 208 observations in the lower adherence group and 289 observations in the higher adherence group. The analysis of variance (ANOVA) test results show that the differences in the means of the four variables between the two are statistically significant ($P<.001$). Also, we conducted a $t$ test and a Pearson’s chi-square test to examine whether the classification result was associated with other latent factors (see Table 1), such as a patient’s baseline severity of depression and demographics. The results show that the demographic variables are not significantly related to the adherence level ($P>.05$).

Figure 4 and Table 5 (see Composite construct) show the results of the ROC comparison test by adherence level measured according to our suggestion. These results show the AUCs calculated by the ratio (higher: 0.8524, lower: 0.7234), the average (higher: 0.8425, lower: 0.7016), and the frequency (higher: 0.8529, lower: 0.6664) approaches, respectively. All AUCs of the higher adherence group are statistically higher ($P<.01$) than those of the lower adherence group. These results support our argument that adherence to self-reporting is associated with an increase in the accuracy of depression screening.

Table 5. Result for ROC comparisons of subsamples by adherence level (null hypothesis: $χ²$ test; AUCs of higher and lower adherence groups are the same).

<table>
<thead>
<tr>
<th>Layers</th>
<th>Adherence (n=number of observations)</th>
<th>Ratio approach</th>
<th>Average approach</th>
<th>Frequency approach</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>AUC, $P$</td>
<td>AUC, $P$</td>
<td>AUC, $P$</td>
</tr>
<tr>
<td>Composite construct$^a$</td>
<td>Lower (n=208)</td>
<td>0.7234, .002</td>
<td>0.7016, .001</td>
<td>0.6664, &lt;.001</td>
</tr>
<tr>
<td></td>
<td>Higher (n=289)</td>
<td>0.8524</td>
<td>0.8425</td>
<td>0.8259</td>
</tr>
<tr>
<td>Prior method$^b$</td>
<td>Lower (n=138)</td>
<td>0.7594, .269</td>
<td>0.7290, .104</td>
<td>0.6588, .002</td>
</tr>
<tr>
<td></td>
<td>Higher (n=359)</td>
<td>0.8113</td>
<td>0.8076</td>
<td>0.8198</td>
</tr>
</tbody>
</table>

$^a$Adherence is clustered based on composite constructs of three factors: Activeness, timeliness, and persistence.

$^b$Adherence is clustered based on the response rate during 2 weeks.

Effect of Adherence to Self-Reported PROs on Screening Accuracy Based on Prior Method

Table 5 (see Prior Method section) presents the result of the comparison of the AUCs when the adherence level is measured based on the response rate during a 2-week period (ie, the number of days when ratings are reported, to 14 days) following prior studies [10,40]. When we use the response rate only, the results show the AUCs calculated by the ratio (higher: 0.8113, lower: 0.7594), the average (higher: 0.8076, lower: 0.7290), and the frequency (higher: 0.8198, lower: 0.6588) approaches. While the comparison of AUCs with the frequency approach is statistically different between high- and low-adherence groups ($P<.01$), those with the ratio and the average approaches are not significantly different ($P>.1$). These results show that adherence measured based on only one dimension, the response rate, is not sufficient to distinguish two groups that produce different qualities of PROs in terms of screening accuracy. On the other hand, our approach to measure adherence using three dimensions classifies patients into two distinct groups, supporting our suggestion.

Robustness Analyses of Impact of Adherence on Screening Accuracy

First, we examined whether our results are robust if we consider only the PROs collected during the first 24-week period (ie,
half of the total study period) for each patient (see Table 6). This subsample analysis shows that screening accuracy with all three approaches is statistically higher ($P<.05$) for patients in the higher adherence group than for the ones in the lower adherence group. The analysis results with the subsample excluding patients who joined the study during the last 12 weeks are also consistent with our main results ($P<.05$).

Second, we examined whether our results are maintained when patients are clustered into three groups. The ANOVA test results support that the differences between three groups are statistically significant ($P<.001$). These results show that the screening accuracy is higher for patients with a higher level of adherence ($P<.05$) (see Table 6).

Table 6. Results obtained in the robustness analysis.

<table>
<thead>
<tr>
<th>Layers</th>
<th>Adherence (n=number of observations)</th>
<th>Ratio approach</th>
<th>Average approach</th>
<th>Frequency approach</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>AUC</td>
<td>$P$</td>
<td>AUC</td>
</tr>
<tr>
<td>6 months$^a$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lower (n=161)</td>
<td>0.728</td>
<td>.016</td>
<td></td>
<td>0.7239</td>
</tr>
<tr>
<td>Higher (n=336)</td>
<td>0.8364</td>
<td></td>
<td></td>
<td>0.8205</td>
</tr>
<tr>
<td>Without late starters$^a$</td>
<td></td>
<td></td>
<td></td>
<td>0.7015</td>
</tr>
<tr>
<td>Lower (n=171)</td>
<td>0.7405</td>
<td>.006</td>
<td></td>
<td>0.8540</td>
</tr>
<tr>
<td>Higher (n=273)</td>
<td>0.8599</td>
<td></td>
<td></td>
<td>0.7134</td>
</tr>
<tr>
<td>3 groups$^b$</td>
<td></td>
<td></td>
<td></td>
<td>0.7542</td>
</tr>
<tr>
<td>Lower (n=113)</td>
<td>0.6767</td>
<td>.006</td>
<td></td>
<td>0.8446</td>
</tr>
<tr>
<td>Middle (n=159)</td>
<td>0.7893</td>
<td></td>
<td></td>
<td>0.8446</td>
</tr>
<tr>
<td>Higher (n=225)</td>
<td>0.8512</td>
<td></td>
<td></td>
<td>0.8446</td>
</tr>
</tbody>
</table>

$^a$Null hypothesis: $\chi^2$ test. The AUCs of higher and lower adherence groups are the same.

$^b$Null hypothesis: $\chi^2$ test. The AUCs of higher, middle, and lower adherence groups are the same.

Discussion

Principal Findings

This study provides several academic implications as well as important practical implications for health care providers and patients. First, this study is the first attempt to examine the depression screening performance of mobile mental-health trackers, which collect daily mental-health ratings from patients. Our results show that the depression screening performance of mobile mental-health trackers is comparable to the traditional method, administration of a PHQ-9 test, in the clinical setting. There may be a concern about collecting data with a small number of questions related to depressive tendencies. However, based on our findings, we argue that the portability of mobile phones, which enable patients to report their mental-health ratings on a daily basis, compensates for this disadvantage. The memory recall issue is particularly critical for cancer patients because their mental status is often unstable due to the side effects of cancer treatment [48,49]. A shorter recall period may reduce the potential for measurement errors and offset the limitation of a shorter survey. Another concern may involve the inconvenience for patients to report mental-health ratings every day. However, the use of a facial emoticon scale should reduce this inconvenience. Prior studies in psychology suggest that using a face emoticon scale demands less cognitive effort and is less of a burden to patients in interpreting questionnaire items [50,51]. Also, a face emoticon scale can actually make participation in the survey more enjoyable [52]. Therefore, the use of a face emoticon scale adapted to the small phone screen may facilitate user participation, potentially making the data more useful.

Second, this study provides empirical evidence that patient adherence to self-reporting via mobile mental-health trackers has a positive effect on the depression screening accuracy. For clinicians, it might be inefficient to analyze a large number of PROs obtained from various sources such as mobile or wearable devices because these data are susceptible to common instrumentation pitfalls such as noise, bias, and variability [21]. To design a systematic approach to distinguish meaningful PROs from noises, we employed the concept of adherence because it is known that adherent patients tend to make more efforts to successfully comply with suggested treatment guidelines [22]. The PROs reported by patients with higher adherence tend to be of high quality and quantity, and our results show that the accuracy of depression screening is higher for those patients [23]. Third, we provide a new perspective on measuring adherence to self-reporting as a multidimensional construct, consisting of activeness, timeliness, and persistence. Prior empirical studies of adherence to mobile PROs have tended to focus on the total number of PROs only (activeness) without considering that the overall adherence level can decrease over time [10,40]. By incorporating the degree of patient autonomy in timely reporting (timeliness) over the entire treatment period (persistence), this new measurement allows us to capture the time effects over both short- and long-term horizons. Our empirical analysis shows that the difference in screening accuracy between high- and low-adherence groups is clearer when the groups are classified based on three dimensions (activeness, timeliness, persistence) than when they are classified based on activeness only, supporting our argument that time dimensions are also important aspects of patient adherence.

Fourth, our results also have important implications for patients. Reporting daily mental-health ratings can be a significant burden for patients and can have an adverse effect on their mental status [53,54]. However, these burdens may be reduced if patients recognize the clinical benefits of reporting their outcomes (ie,
PRO) [55]. Our results can help patients understand the positive effects of adherence and provide motivation for them to adhere to self-reporting and thereby improve the quality of treatment.

**Practical Implications**

Our study provides clinicians with a practical guideline for transforming daily mental-health ratings reported via a mobile mental-health tracker to generate indicator variables for depression screening. As new technologies generate new types of data, doctors are challenged to deal with them. For instance, they may have questions such as “Should a variable be dichotomized? How should we determine the cut-off values?” and “How should we transform daily PROs into a biweekly format? Is a ratio approach better than a frequency approach?”

These questions are not easy, and the answers vary depending on the situation. The average approach is easy for doctors to implement because it does not require clinicians to calculate the cut-off value [35]. Calculating the optimal cut-off value could be burdensome for them because cut-off values may be different according to demographics or the scale of the questionnaire [35]. Also, the optimal cut-off value cannot be calculated a priori without sufficient data. Thus, clinicians must wait for a certain amount of time until they obtain a sufficient amount of data to get the optimal cut-off value. This implies that the ratio and the frequency approaches cannot be used during early periods in which doctors are just starting to implement screening depression using daily mental-health ratings. Our empirical results show that the accuracy of depression screening by the average approach is clinically acceptable [39]. Thus, during the early period, using the average approach may be more appropriate.

As more data are accumulated, clinicians may choose the ratio or the frequency approach. In some cases, doctors may want to see a simple count of depressed days of a patient during a certain period in order to compare it with the results of traditional depression screening tests. In this case, although the scores of daily mental-health ratings as continuous variables, as well as the values obtained based on the average approach, may provide clinicians with much detailed information, doctors still need to determine whether the scores are high enough to consider a patient to be depressed [35]. Therefore, a systematic way to construct reasonable cut-offs is still needed, and we believe our proposed approaches (the ratio and the frequency approaches) and empirical results of their performance are valuable for clinicians.

It should be noted that the results of data processing depend on the nature of data, such as missing values and outliers, and each approach has its own limitations when dealing with these issues. For instance, the average approach is susceptible to outliers. The frequency approach considers depressed days only, ignoring the difference between normal days and days when ratings are not reported. The ratio approach considers the days when ratings are reported, ignoring the presence of omitted days. Thus, it is important to note that the relative superiority of data-processing approaches varies by situations. We recommend doctors choose an appropriate approach based on their clinical purposes.

**Limitations**

Our study is a derivation study, and we still need future validation studies using different patient samples before this measure is more broadly adopted. First, we used three variables to evaluate mental health—sleep, mood, and anxiety—to gather information on patients’ mental status. Although we selected these three variables based on prior studies [24,25], there may be other important dimensions to assess daily mental status. However, to the best of our knowledge, there has been no study investigating which types of mental-health PROs should be considered for the mobile mental-health trackers. Therefore, a natural extension of our study would be to investigate the optimal choice of the mental dimensions to be used in mobile mental-health trackers. Second, we did not account for the methods of dealing with missing ratings. Further studies on this issue may be useful for improving the accuracy of depression screening in the mobile phone setting. For instance, future research may examine how the quantity of missing values affects the screening performance or how missing values can be effectively imputed to improve depression screening using ratings via mobile phone apps.

Third, our study was conducted in a breast cancer treatment setting in South Korea. Therefore, our results may not be generalizable to other types of mental illness or to patients with different diseases, especially patients with more severe malignancies, such as pancreatic and rectal cancers. Furthermore, South Korea is known for a high percentage of mobile phone users compared with other countries. Mobile app development technology and data management skills are considered to be of high quality. Therefore, the implications from our study may not be applicable in an environment where complementary infrastructures are not adequately supported. In this regard, our study warrants further research on the assessment of the use of mobile mental-health trackers in other settings.

**Conclusion**

Self-reported daily mental-health ratings obtained via a mobile phone app can be used for screening for depression in breast cancer patients. Adherence to self-reporting can improve the efficacy of mobile phone–based approaches for managing distress in this population.
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Abstract

Background: In low/middle income countries like India, diabetes is prevalent and health care access limited. Most adults have a mobile phone, creating potential for mHealth interventions to improve public health. To examine the feasibility and initial evidence of effectiveness of mDiabetes, a text messaging program to improve diabetes risk behaviors, a global nonprofit organization (Arogya World) implemented mDiabetes among one million Indian adults.

Objective: A prospective, parallel cohort design was applied to examine whether mDiabetes improved fruit, vegetable, and fat intakes and exercise.

Methods: Intervention participants were randomly selected from the one million Nokia subscribers who elected to opt in to mDiabetes. Control group participants were randomly selected from non-Nokia mobile phone subscribers. mDiabetes participants received 56 text messages in their choice of 12 languages over 6 months; control participants received no contact. Messages were designed to motivate improvement in diabetes risk behaviors and increase awareness about the causes and complications of diabetes. Participant health behaviors (exercise and fruit, vegetable, and fat intake) were assessed between 2012 and 2013 via telephone surveys by blinded assessors at baseline and 6 months later. Data were cleaned and analyzed in 2014 and 2015.

Results: 982 participants in the intervention group and 943 in the control group consented to take the phone survey at baseline. At the end of the 6-month period, 611 (62.22%) in the intervention and 632 (67.02%) in the control group completed the follow-up telephone survey. Participants receiving texts demonstrated greater improvement in a health behavior composite score over 6 months, compared with those who received no messages $F(1, 1238) = 30.181, P<.001, 95% CI, 0.251-0.531$. Fewer intervention participants demonstrated health behavior decline compared with controls. Improved fruit, vegetable, and fat consumption ($P<.01$) but not exercise were observed in those receiving messages, as compared with controls.

Conclusions: A text messaging intervention was feasible and showed initial evidence of effectiveness in improving diabetes-related health behaviors, demonstrating the potential to facilitate population-level behavior change in a low/middle income country.
Introduction

Diabetes is estimated to affect 387 million globally, with disease prevalence expected to increase to 592 million by the year 2035 [1]. Approximately 80% of people with diabetes live in low- and middle-income countries (LMICs) creating a pressing need for prevention and treatment efforts focused on these regions. With 3.6 billion mobile subscriptions worldwide in 2014, mobile phones hold great potential as an intervention delivery channel [2]. Mobile phone uptake is high, even in parts of the globe that lack basic electricity and sanitation infrastructure. Especially since the mobile phone is carried by the user throughout much of the day, mobile health interventions hold the potential to reach and help remote target populations cost-effectively [2,3].

Text messaging interventions could offer a particularly useful health promotion intervention delivery channel for LMICs. Texts can be delivered to the most basic mobile phones and do not require consistent connectivity or Internet capability. Hence, messaging can be delivered inexpensively and automatically to widely geographically dispersed people from different socioeconomic strata [4]. Recent systematic reviews of text messaging health promotion interventions indicate that text messaging has not only proved most efficacious for smoking cessation but also shows some promise for improving other health behaviors, yielding small-to-medium effects comparable with those of print- or computer-delivered interventions [5,6]. However, the vast majority of studies to date have been conducted in high-income countries and in a single language [7]. Since LMICs are disproportionately affected by diabetes as well as underresourced compared with higher income countries, research specifically examining text messaging intervention as part of a public health initiative in LMICs is needed.

India is illustrative of other LMICs, in having a high prevalence of diabetes, poor health care access, and yet a high penetration of mobile device use. Despite its relatively low rates of overweight and obesity, more than 62 million of India’s 1.2 billion residents are diagnosed with diabetes [8,9]. The size and heterogeneity of India’s population, limited access to health services, and scarcity of quality-controlled clinical laboratory facilities create barriers to intervening preventively on diabetes. Access challenges are particularly acute in India’s rural areas, where almost 70% of the population resides [10]. Growing evidence indicates that Indians have heightened genetic risk and a lowered disease threshold in response to diabetes risk factors including age, obesity, abdominal adiposity, and high body fat percentage, resulting in increased risk of diabetes at younger age and lower body mass than other ethnic groups [8]. The elevated and increasing risk of diabetes in the Indian population creates an urgent need for effective interventions that can be scalable to all regions. With its large number of mobile phone subscribers (900 million) [11], India offers a test bed to examine whether an mHealth intervention has the potential to reduce diabetes risk in a LMIC population.

To date, few chronic disease prevention interventions have been tested in the Indian population. Two studies using in-person or telephone counseling showed feasibility, acceptability, and preliminary evidence of efficacious screening and treatment for prediabetic and diabetic patients in rural India. However, these interventions used either individual telephone counseling or a fully equipped mobile van [12,13], requiring extensive personnel and equipment resources that preclude scalability and national implementation in an LMIC. To date, the sole test of a diabetes-related text messaging intervention in India was conducted in men with impaired glucose tolerance, limiting generalizability to the context of prevention in those at risk, rather than population-level prevention [14]. To slow the epidemic of diabetes in India, scalable prevention interventions are needed that can address cultural, geographical, and language barriers across the entire population.

mDiabetes was a text message, public health program developed to address awareness of diabetes and the corresponding risk behaviors. The program was planned to be disseminated through Nokia’s mobile platform. The investigators leveraged an opportunity to employ a pre-post evaluation of effectiveness of the messages disseminated. Thus, this study aimed to evaluate whether this 6-month text messaging intervention alone, unaccompanied by costly, burdensome in-person visits or telephone coaching, was acceptable to end users and could improve behavioral risk factors for diabetes in all segments of the Indian population. We hypothesized that those receiving the text messaging intervention, as compared with an untreated comparison group, would show positive changes in 4 health behaviors that lessen diabetes risk: engagement in exercise, avoidance of fat foods, fruit intake of 2 servings a day or more, and vegetable intake of 2 servings a day or more. Furthermore, we explored whether the intervention increased the prevalence of those able to change more than a single health behavior, an important outcome since risk behaviors cluster, and diabetes prevention requires engaging in multiple healthy behaviors [15,16].

Methods

Study Design and Participants

Text messages for the mDiabetes program were developed by Emory University and reviewed by a Behavior Change Task Force assembled as part of a 2011 Clinton Global Initiative Commitment by Arogya World. The 56 messages were designed...
to motivate improvement in diabetes risk behaviors and increase awareness about the causes and complications of diabetes. Based on feedback from Indian consumers, messages were culturally tailored to be more acceptable and actionable by the population. In 2012, Nokia held a 22% marketshare in India, [17] which enabled them to invite one million individuals from all over India to opt in to receive health messages; enrollment was closed once that number was reached. Texts (see Multimedia Appendix 1) were available in one of 12 languages based on participant preference. Texts arrived in a predetermined order and frequency (twice a week) to a dedicated inbox on the Nokia phone. A comparison group was drawn from a database that included all mobile phone users in India, after excluding subscribers to Nokia service.

Ipsos, a global market research company, implemented the evaluation by randomly selecting samples to be interviewed from the Nokia and non-Nokia cohorts and conducting the phone surveys in multiple languages. Intervention participants and controls were recruited in India for a 6-month prospective study. The intervention group of 982 was randomly selected from the one million Nokia phone customers who opted in to receive mDiabetes messages. The control group (n=943) was randomly selected from the database including all non-Nokia mobile phone users in India. The sole eligibility criteria were that participants in both groups be adults aged 18 years and older. The research protocol was approved by an independent ethics review committee of the Centre for Chronic Disease Control of India, New Delhi. The protocol was registered in the Australian New Zealand Clinical Trials Registry, #ACTRN12615000423516.

**Procedures**

Between November and December of 2012, Ipsos staff assessed baseline levels of behaviors by interviewing all study participants by mobile telephone in the participant’s choice of language. A similar follow-up interview was repeated 6 months later in mid 2013. Interviews were scripted, conducted by personnel who were kept blind to the interviewee’s treatment assignment, and lasted approximately 20 minutes. The baseline and 6-month interviews comprised 19 questions asking participants to self-report demographic information, including residential location, age, and health behaviors. To assess physical activity, participants were asked, “Do you exercise currently?” with response options “yes” or “no.” Number of fruit and of vegetable servings was assessed with response options of “0 to 1 servings, 2-3 servings, or 4 or more servings.” High fat food intake was assessed with the question, “Do you consistently avoid eating high fat food/fried food such as samosas, vadai, bajji, bondas, etc.?” with response options “yes” or “no.” Diabetes preventive behaviors were coded as: endorsing exercise, endorsing avoidance of fatty food, endorsing consuming 2 or more servings of fruit, endorsing consuming 2 or more servings of vegetables.

Over 6 months, participants in the active intervention condition were sent 56 unique messages related to diabetes: one message per day for the first 6 days, then 2 messages per week. Participants in the control group received no study contact until the end of the 6-month period.

**Statistical Analysis**

Data checking, cleaning, and analyses were conducted in 2014 and 2015. The study was designed to detect a 10% difference between groups on change in a composite health behavior score with 80% power and a 2-sided significance level of α=0.05. Power analysis produced a sample size estimate of 384 for each group. Assuming that rural versus urban location would be a meaningful covariate, the objective was to recruit equal numbers in each area. Therefore, with an estimated 15% attrition, target recruitment was 450 participants for intervention and control, stratified by geographic region, resulting in a total sample size of at least 1800.

The match between each individual’s postintervention and preintervention survey was confirmed on the basis of phone number and demographic data. Differences between the intervention and control groups in baseline measures and retention were tested by chi-square. All available surveys were included in the baseline analyses, but only matched pairs of surveys were included in the longitudinal analysis. To compare the lifestyle behavior changes over time, a composite healthy behavior change score was constructed. Each instance of pre/postbehavior change from unhealthy status to healthy status was assigned a numeric score of 1; no change was assigned a score of 0; change from healthy to unhealthy was assigned a score of −1. The scores for each of the 4 behaviors were then summed, generating a composite change score that ranged from 4 (when all 4 behaviors moved from unhealthy status in the prephase to healthy status after treatment) to −4 (when all 4 behaviors changed from healthy to unhealthy). Healthful behavior change was operationalized by the composite healthy lifestyle improvement score [18].

Normality of the distribution of the composite score was evaluated before conducting the primary analysis comparing the 2 treatment groups on healthful behavior change. An analysis of covariance was conducted with baseline level of behavior, gender, and urban/rural location included as covariates. Secondary analyses using logistic regression with the same covariates compared the groups on the presence of each of the 4 preventive behaviors at postintervention. All analyses were performed using in IBM SPSS Statistics (version 22) [19].

**Results**

During the recruitment phase of the study, 982 participants in the intervention group and 943 in the control group consented to take the phone survey (Table 1). A majority of the sample were male (88.52%), lived in an urban location (68.78%), and resided in the North of India (67.06%). At both baseline and 6-month follow-up, the intervention group had fewer males (P<.001) and fewer individuals living in urban locations (P<.001) than the control group. At the end of the 6-month period, 611 (62.22%) in the intervention and 632 (67.02%) in the control group completed the follow-up telephone survey (P=.028).
After controlling for covariates (baseline behavior, gender, urban/rural location), the treatment groups differed significantly in their composite healthy change scores $F(1, 1238) = 30.181$, $P < .001$, Bonferroni adjusted 95% CI (0.251-0.531), such that participants in the intervention group reported greater improvement in their aggregated diabetes risk behaviors over time than participants in the control group. Figure 1, demonstrating the distribution of change scores for each group, indicates that 36.55% of participants in the control condition reported a decline in their number of healthy behaviors, as compared with 24.71% of those in the intervention group.

Analyses shown in Table 2 revealed that, as compared with controls, more participants in the experimental group improved their fruit and vegetable intake and reduced their fat intake after intervention. No differential change in exercise was observed between the groups (Figure 2). In addition, 128 (20.95%) of the intervention group compared with 73 (11.55%) of the control group improved 2 or more health behaviors.

Table 1. Participant baseline characteristics.

<table>
<thead>
<tr>
<th></th>
<th>Overall; n</th>
<th>Control; n</th>
<th>Experimental; n</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>1925</td>
<td>943 (48.99%)</td>
<td>982 (51.01%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Male</td>
<td>1704 (88.52%)</td>
<td>881 (93.43%)</td>
<td>823 (83.81%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Urban</td>
<td>1324 (68.78%)</td>
<td>867 (91.94%)</td>
<td>457 (46.54%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>North India</td>
<td>1291 (67.06%)</td>
<td>653 (69.25%)</td>
<td>638 (64.97%)</td>
<td>.047</td>
</tr>
<tr>
<td>Mean age (SD)</td>
<td>32.2 (10.6)</td>
<td>32.83 (9.39)</td>
<td>31.66 (11.64)</td>
<td>.016</td>
</tr>
<tr>
<td>Consumes fruit</td>
<td>46 (2.39%)</td>
<td>31 (3.29%)</td>
<td>15 (1.53%)</td>
<td>.033</td>
</tr>
<tr>
<td>Consumes vegetables</td>
<td>75 (3.90%)</td>
<td>53 (5.62%)</td>
<td>22 (2.24%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Consumes fat</td>
<td>569 (29.56%)</td>
<td>267 (28.31%)</td>
<td>302 (30.75%)</td>
<td>.241</td>
</tr>
<tr>
<td>Exercises</td>
<td>1094 (56.83%)</td>
<td>601 (63.73%)</td>
<td>493 (50.20%)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

*It indicates statistical significance ($P<.05$).
## Table 2. Logistic regression of behaviors at the end of intervention by group with covariates.

<table>
<thead>
<tr>
<th>Health Behavior</th>
<th>Predictor</th>
<th>$\beta$</th>
<th>SE $\beta$</th>
<th>Wald’s $\chi^2$</th>
<th>df</th>
<th>$p$</th>
<th>$e^\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fruit Consumption</strong></td>
<td>Constant</td>
<td>−0.836</td>
<td>0.098</td>
<td>72.611</td>
<td>1</td>
<td>&lt;.001a</td>
<td>0.434</td>
</tr>
<tr>
<td>(n=1243)</td>
<td>Baseline</td>
<td>0.543</td>
<td>0.122</td>
<td>19.797</td>
<td>1</td>
<td>&lt;.001a</td>
<td>1.721</td>
</tr>
<tr>
<td></td>
<td>Location</td>
<td>0.230</td>
<td>0.141</td>
<td>2.657</td>
<td>1</td>
<td>.103</td>
<td>1.259</td>
</tr>
<tr>
<td></td>
<td>Gender</td>
<td>−0.132</td>
<td>0.199</td>
<td>0.441</td>
<td>1</td>
<td>.507</td>
<td>0.876</td>
</tr>
<tr>
<td></td>
<td>Group</td>
<td>0.549</td>
<td>0.133</td>
<td>17.023</td>
<td>1</td>
<td>.001a</td>
<td>1.731</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td></td>
<td></td>
<td>$\chi^2$</td>
<td>df</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Overall model evaluation</td>
<td></td>
<td></td>
<td>51.919</td>
<td>4</td>
<td>&lt;.001a</td>
<td></td>
</tr>
<tr>
<td><strong>Vegetable Consumption</strong></td>
<td>Constant</td>
<td>−0.357</td>
<td>0.110</td>
<td>10.452</td>
<td>1</td>
<td>&lt;.001a</td>
<td>0.700</td>
</tr>
<tr>
<td>(n=1243)</td>
<td>Baseline</td>
<td>0.984</td>
<td>0.124</td>
<td>62.628</td>
<td>1</td>
<td>&lt;.001a</td>
<td>2.674</td>
</tr>
<tr>
<td></td>
<td>Location</td>
<td>0.135</td>
<td>0.153</td>
<td>0.774</td>
<td>1</td>
<td>.379</td>
<td>1.144</td>
</tr>
<tr>
<td></td>
<td>Gender</td>
<td>0.217</td>
<td>0.220</td>
<td>0.972</td>
<td>1</td>
<td>.324</td>
<td>1.242</td>
</tr>
<tr>
<td></td>
<td>Group</td>
<td>0.561</td>
<td>0.140</td>
<td>16.025</td>
<td>1</td>
<td>&lt;.001a</td>
<td>1.753</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td></td>
<td></td>
<td>$\chi^2$</td>
<td>df</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Overall model evaluation</td>
<td></td>
<td></td>
<td>98.424</td>
<td>4</td>
<td>&lt;.001a</td>
<td></td>
</tr>
<tr>
<td><strong>Fat Consumption</strong></td>
<td>Constant</td>
<td>0.465</td>
<td>0.134</td>
<td>12.055</td>
<td>1</td>
<td>.001a</td>
<td>1.593</td>
</tr>
<tr>
<td>(n=1243)</td>
<td>Baseline</td>
<td>0.463</td>
<td>0.144</td>
<td>10.332</td>
<td>1</td>
<td>.001a</td>
<td>1.589</td>
</tr>
<tr>
<td></td>
<td>Location</td>
<td>0.446</td>
<td>0.179</td>
<td>6.215</td>
<td>1</td>
<td>.013a</td>
<td>1.562</td>
</tr>
<tr>
<td></td>
<td>Gender</td>
<td>0.462</td>
<td>0.271</td>
<td>2.902</td>
<td>1</td>
<td>.088</td>
<td>1.587</td>
</tr>
<tr>
<td></td>
<td>Group</td>
<td>0.510</td>
<td>0.156</td>
<td>10.739</td>
<td>1</td>
<td>.001a</td>
<td>1.665</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td></td>
<td></td>
<td>$\chi^2$</td>
<td>df</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Overall model evaluation</td>
<td></td>
<td></td>
<td>46.373</td>
<td>4</td>
<td>&lt;.001a</td>
<td></td>
</tr>
<tr>
<td><strong>Physical activity</strong></td>
<td>Constant</td>
<td>−0.163</td>
<td>0.113</td>
<td>2.094</td>
<td>1</td>
<td>.148</td>
<td>0.849</td>
</tr>
<tr>
<td>(n=1243)</td>
<td>Baseline</td>
<td>0.963</td>
<td>0.121</td>
<td>63.347</td>
<td>1</td>
<td>&lt;.001a</td>
<td>2.620</td>
</tr>
<tr>
<td></td>
<td>Location</td>
<td>0.009</td>
<td>0.145</td>
<td>0.004</td>
<td>1</td>
<td>.951</td>
<td>1.009</td>
</tr>
<tr>
<td></td>
<td>Gender</td>
<td>0.048</td>
<td>0.203</td>
<td>0.055</td>
<td>1</td>
<td>.815</td>
<td>1.049</td>
</tr>
<tr>
<td></td>
<td>Group</td>
<td>0.094</td>
<td>0.137</td>
<td>0.469</td>
<td>1</td>
<td>.494</td>
<td>1.098</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td></td>
<td></td>
<td>$\chi^2$</td>
<td>df</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Overall model evaluation</td>
<td></td>
<td></td>
<td>65.295</td>
<td>4</td>
<td>&lt;.001a</td>
<td></td>
</tr>
</tbody>
</table>

$^a$ indicates statistical significance ($P<.05$).
Discussion

Principal Findings

This study demonstrated the feasibility and initial evidence of effectiveness of a diabetes prevention text messaging intervention in 12 languages delivered to a sample of nearly 1000 Indian adults, drawn from both rural and urban regions. As compared with those who were not sent diabetes-related messages, those receiving text messages designed to enhance awareness of diabetes risk factors displayed greater improvement in diabetes preventive behaviors over a 6-month period. In addition, the text messaging intervention prevented health behaviors from deteriorating. Importantly, the minimalist and scalable text messaging intervention improved more than one risk behavior simultaneously, an important feature since multiple co-occurring risk behaviors are implicated in the development of diabetes and other chronic diseases. Fat and fruit and vegetable intakes all improved at 6 months in the group receiving messaging, as compared with controls after controlling for baseline differences between the groups. Even though the group receiving text messages reported a small increase in exercise relative to controls, the difference was not significant. Consistent with findings from other studies, a more robust intervention may be needed to produce improvement in physical activity [18]. Overall, results support the feasibility, acceptability, and preliminary effectiveness of a low-cost, low-burden text messaging intervention to prevent degradation of health behaviors over time and to promote the acquisition of diabetes preventive behaviors.

Diabetes imposes a devastating socioeconomic burden globally, especially in the developing world. Although effective diabetes
preventive interventions exist, including those evaluated in the Diabetes Prevention Program, the Finnish Diabetes Prevention Study, the Malmo Study of Sweden, and the Da Qing IGT and Diabetes Study of China, most successful treatments are very burdensome and costly [20-23]. An urgent need exists to develop effective, scalable interventions that are adaptable for different cultures at low per-patient cost. As mobile phone use continues to increase, the use of mHealth interventions to address public health problems grows increasingly feasible and attractive [23]. Results of this study adds to the emerging evidence that population level healthy lifestyle change may be attainable through low-cost mobile health interventions [24].

Limitations
This study had several limitations that should be considered when interpreting the results. First, the absence of random assignment to treatment groups resulted in some imbalances in the baseline characteristics of the groups. We addressed these by controlling for covariates in the analyses; however, it is possible that inherent differences between the intervention and control populations remained. Second, the selection of participants may have been biased toward those having greater than average interest in health, given that all participants agreed to answer questions about their health. Measurement error and social desirability bias may have been operative since participants’ behaviors were self-reported rather than objectively measured. Although these selection biases are of concern, they apply similarly and nondifferentially to participants in both groups. This study was constrained by time and cost of asking multiple questions in multiple languages and as such was unable to use longer, more rigorous assessments of diet quality. Thus, to assess initial feasibility and potential for public health benefit, brief questions were used. Another measurement challenge that affected both groups was that, to avoid appearing rude or insulting, interviewers inferred the participant’s gender by listening to his/her voice on the telephone, rather than directly asking. The reliability of interviewers’ reports of gender is unknown. Generalizability of these findings beyond the Indian Nokia user context cannot be assumed. However, given high rates of cellphone penetration in other LMICs, we expect that our findings are likely to generalize, particularly if messages are culturally tailored as they were in this study.

The results from this study demonstrate that health promotion text messaging interventions are feasible to implement in 12 languages, across a large LMIC population, and can be effective in improving behaviors that heighten the risk of diabetes and other chronic diseases. With its low cost and burden, text messaging intervention holds the potential to represent sound and effective public health investment. The cost of Arogya World’s one million-person program was $0.65 per person, including program development, transmission, and measurement. The current global epidemic of noncommunicable disease creates an urgent need for proven, simple, transportable, readily executable strategies that offer hope for chronic disease prevention at the population level particularly in LMICs. Population-level mobile health promotion interventions like the one described, show promise to meet that need. Additional evaluation using randomized trial design with measurement of objective outcomes will add to the evidence base for the use of mobile technology in chronic disease prevention.
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Abstract

Background: China’s mHealth market is on track to become a global leader by industry size. The Chinese mobile app market and health care system have peculiarities that distinguish them from other app markets. To date, Chinese mHealth apps have not been systematically investigated.

Objective: The objective of this study was to provide an overview of Chinese mHealth apps as of December 2015.

Methods: We identified and investigated the most downloaded apps from the iOS and Android platforms. For each app, we analyzed and recorded its main service offered, mHealth initiative, disease and specialty focus, app cost, target user, Web app availability, and emphasis on information security. Standard descriptive statistics were used.

Results: A total of 234 apps met the inclusion criteria and were investigated. The apps targeting nonhealth care professionals focused on providing telemedicine and appointment-making services. The apps targeting health care professionals focused on education and peer reviewed articles. The most common disease-specific apps focused primarily on diabetes, hypertension, and hepatitis management. Most apps were free and available on both iOS and Android platforms.

Conclusions: The primary mHealth initiatives targeted by the apps reflect Chinese patients’ demand for access to medical care. Disease-specific apps are also representative of disease prevalence in China. Government press releases suggest that new policies on the horizon may shift the industry.

(J Med Internet Res 2016;18(8):e222) doi:10.2196/jmir.5955
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Introduction

mHealth, an area of electronic health, is the provision of health services and information via mobile technologies such as mobile phones [1,2]. mHealth apps have epitomized the typical mHealth service. These apps have the potential to cut costs, promote patient engagement, and improve health outcomes [3]. Much has been reported about the services in developed countries [3,4]. To our knowledge, mHealth apps in Mainland China have not been systematically evaluated.

China’s mHealth industry is a rapidly growing sector with a year-on-year growth rate of 29% in 2014 and a forecasted growth rate of 49% in 2015 [5]. The market size is expected to reach ¥7.18 billion (approximately US $1.08 billion) in 2016 and ¥12.5 billion (approximately US $1.90 billion) in 2017 [6]. In China, patients often have difficulty gaining access to appropriate medical care [7-9]. mHealth has the potential to
provide widely accessible services that can be individually tailored and easily adopted.

An understanding of the Chinese health care system and smartphone usage provides a framework for understanding mHealth apps in China. The Chinese health care system has peculiarities that make mHealth a viable option. On the surface, the overall Chinese medical system can be comparable with those in advanced countries. In 2011, the doctor to patient ratio was not profoundly different between China and other developed countries: 1.5 per 1000 patients in China versus 2.5 in the United States and 2.7 in the United Kingdom [10]. The imbalances within the Chinese health care system become apparent when comparing urban versus rural areas. Health care expenditure varied by nearly 4-fold in 2009 between urban and rural areas [11]. As the overall health care system grew between 1980 and 2006, the number of beds in rural areas actually decreased. Also, the quality of care was far inferior in rural areas: the infant mortality rate was 16.1% in rural areas versus 5.8% in urban areas [11]. Due to the imbalance of medical resources, patients flock to urban areas seeking medical resources. The displacement of rural patients to urban areas causes difficulties in obtaining access to high-quality care, since rural and urban patients all compete for access to the same medical resources.

The smartphone usage rate is also unique in China. In 2014, 62% of the Chinese population between 16 and 59 years old owned a smartphone. By city tiers, smartphone ownership among the same age range was 94% in tier 1 cities and 75% to 88% in tier 2 cities, while the rate in rural areas was 32% [12]. Also, the Android platform holds a strong foothold with approximately 70% share of the smartphone market [13]. The main Android app stores in China are operated by Baidu, 360, and Tencent; Google Play has been absent since a 2010 censorship dispute [14]. The app markets in China, whether iOS or Android, all have multistep quality and content screening before apps are showcased in the store [15-18]. However, the specific rejection criteria differ across each store and are summarized in Multimedia Appendix 1.

The purpose of this study was to provide an overview of the leading mHealth apps in Mainland China as of December 2015. This study investigated each app with regard to availability, service, and data security to understand the current state of the Chinese mHealth market. In this study, we focused on medical-related apps instead of general health care. Hereafter, mHealth refers to mobile apps as they pertain to medicine.

**Methods**

**Selection of Apps**

We sampled apps from both the Android (Google, Mountain View, CA, USA) and iOS (Apple Inc, Cupertino, CA, USA) mobile phone app stores. For Android, we sampled apps from the 3 largest Android app stores in China operated by Tencent (Tencent Holdings Limited, Shenzhen, China), Baidu (Baidu, Inc, Beijing, China), and 360 (Qihoo 360 Technology Co. Ltd, Beijing, China). The 3 stores make up nearly 60% of the Chinese Android market share [19]. For iOS, we used App Annie (App Annie, San Francisco, CA, USA) to gather the list on China’s iOS market. We obtained the sample of apps on December 5, 2015.

We collected the top 100 apps according to each app store. The Android stores listed free and paid apps together. The iOS apps separately listed free and paid apps; thus, we collected both the top 100 free and top 100 paid apps. We systematically evaluated the free apps and but did only a cursory assessment of the paid ones.

We selected apps from the medical category for further evaluation. We then reviewed the apps for potential inclusion into the study. The inclusion criteria were as follows: simplified Chinese language, service tailored toward Mainland China (excluding Taiwan, Hong Kong, and Macau regions), and services pertaining to health care and medicine, not general health. For example, we omitted weight loss, exercise, smoking cessation, and menstrual cycle management apps (Figure 1).

The initial screening was completed by 4 authors: LD, YYM, ZHT, and CZR. The apps included for further evaluation were randomly assigned to these 4 authors. Each app was reviewed using information from the app store description, the app’s website (if available), and the app itself. We then reviewed each app collectively to ensure accuracy. If discrepancies existed, the particular app was discussed and a consensus was reached. For each app, we identified the main service offered, mHealth initiative, disease and specialty focus, app cost, target user, Web app availability, and emphasis on information security.

**Categorization of Apps**

We recorded what service was offered based on the app store description and assigned the app to a corresponding mHealth initiative. mHealth initiative describes where an app’s service lies along the continuum of medical service delivery. In this study, we adopted the categorization of mHealth initiatives from 2 previous reports [1,6] and tailored it for the Chinese market. The 10 health initiatives used in this study were as follows: (1) appointment making, (2) reminders, (3) telemedicine, (4) records and patient monitoring, (5) pharmacy, (6) disease awareness, (7) clinical decision support, (8) discussion forums, (9) medical education and scholarly articles, and (10) other (Table 1). Each app could have one or more identified mHealth factors.
We assessed the disease and medical specialty of an app by the app’s name, app store description, and website. We matched the diseases we identified to its closest International Classification of Diseases, Tenth Revision counterpart.

App cost referred only to the cost at download. Additional fees incurred after usage were difficult to systematically evaluate and thus were not considered. We considered cost to be a binomial variable.

For target users, we classified apps as being focused on health care professionals (HCPs), non-HCPs, or both. HCPs referred to those included in the World Health Organization’s health professional categorization [20]. Since clinicians in public Chinese hospitals are typically required to conduct research [4,21], we also included clinical research-focused apps, even though the WHO categorizes this profession under life sciences. Apps identified as “both” had an HCP and a non-HCP version available.

For Web app availability, we examined the app store and website to determine whether a Web-based version of the app was available.

Sources: Ryu [1] and Xiaohui et al [6].

In previous reports, patient monitoring was an individual factor. In this study, patient monitoring was categorized together with records.

---

**Table 1.** mHealth initiatives previously reported and used in the categorization of Chinese mHealth apps in this study.

<table>
<thead>
<tr>
<th>Previously published categories*</th>
<th>Categories adapted for this study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Call center</td>
<td>Appointment making</td>
</tr>
<tr>
<td>Reminders</td>
<td>Reminders</td>
</tr>
<tr>
<td>Telemedicine</td>
<td>Telemedicine</td>
</tr>
<tr>
<td>Records</td>
<td>Records and patient monitoring</td>
</tr>
<tr>
<td>Treatment</td>
<td>Pharmacy</td>
</tr>
<tr>
<td>Awareness</td>
<td>Disease awareness</td>
</tr>
<tr>
<td>Patient monitoring</td>
<td>Records and patient monitoring</td>
</tr>
<tr>
<td>Decision support</td>
<td>Clinical decision support</td>
</tr>
<tr>
<td>Discussion forum</td>
<td>Discussion forum</td>
</tr>
<tr>
<td>Scholarly articles</td>
<td>Medical education and scholarly articles</td>
</tr>
<tr>
<td>Other</td>
<td>Other</td>
</tr>
</tbody>
</table>

*Sources: Ryu [1] and Xiaohui et al [6].

In previous reports, patient monitoring was an individual factor. In this study, patient monitoring was categorized together with records.
Finally, we examined whether an app emphasized information security. China lacks an industry standard or legislation regarding medical information safety or privacy similar to the Health Insurance Portability and Accountability Act in the United States [22]. Thus, for information security, we evaluated whether each app self-reported relevant information security measures. We labeled information security for each app as absent, present, or complete. For apps to have complete information security, they had to present documentation or a link referencing a third-party auditor.

Categorizations were made based on the description in the corresponding app store. For apps that were present in multiple app stores, we ensured the consistency of the descriptions across stores and eliminated duplicates. Some apps had a patient and a clinician version. We evaluated these as one entry. Descriptive statistics were used to describe the characteristics of the apps. Heat maps were used to identify the areas of the market receiving the most traction.

**Results**

There were 241 unique apps that met the inclusion criteria. When we analyzed the apps, 7 were not available or had been taken offline, and thus we eliminated them from the final list. We analyzed a total of 234 apps. Of these, 195 were available in both iOS and Android app stores. However, 22 (9.4%) and 17 (7.3%) of the apps were available exclusively in the iOS and Android app stores, respectively.

The most common medical initiatives were telemedicine, disease awareness, appointment making, and records and patient monitoring (Figure 2). The least common service factors were reminders and clinical decision support. Apps classified under other services included pharmaceutical drug information, drug delivery, insurance plans, and online-to-offline (O2O) health checkup services. We subdivided each medical initiative into the corresponding target user. Apart from clinical decision support and medical education, which primarily focused on HCPs, all other health initiatives were mainly aimed at non-HCP users.

Of the apps, 185 targeted non-HCPs, while 34 targeted HCPs, and 15 had both versions available. A total of 210 (89.7%) of the mHealth apps in China were free. All the paid apps were from the iOS app store. Nearly one-third (154/234, 65.8%) of the apps had both a mobile and a Web-based version. 227 of 234 apps (97.0%) of the apps did not mention information security (Figure 3). Of the 7 apps (3.0%) that mentioned information security, none had undergone external auditing.

We created heat maps to examine the distribution of apps along the medical initiative, and the disease and medical specialty spectrum. The most common diseases were diabetes, hypertension, liver disease (general), and infertility (Figure 4, top). For diabetes, the apps were focused on record keeping and patient education. The most common specialties were general medicine, obstetrics and gynecology, endocrinology, pharmacology, and traditional Chinese medicine (Figure 4, bottom). Apps classified under general medicine covered an assortment of specialties without an emphasis on any particular one.

---

**Figure 2.** Distribution of Chinese mHealth apps according to medical initiative and user type. HCP: health care professional.
Discussion

Principal Findings

This study provided a snapshot of the Chinese mHealth industry in December 2015. The primary mHealth initiatives targeted by the apps reflected Chinese patients’ demand for access to medical care. The primary initiatives were telemedicine, disease awareness, appointment making, and record keeping, followed by medical education and scholarly information. The overwhelming majority of the apps were not specific to a medical specialty. However, the apps that targeted a disease reflected prevalent conditions in China such as diabetes, hypertension, and hepatitis. The target users among apps were mainly non-HCPs. An overwhelming majority did not mention information security. We discuss each aspect further below.

mHealth Initiatives

Through the heat map and mHealth initiative analyses (Figure 4), we found that among the most common mHealth initiatives were telemedicine, appointment making, and medical education. Telemedicine can broadly be defined as the use of telecommunications technologies to provide medical information and services [23]. The use of telemedicine to diagnose and prescribe medication has yet to be legalized in China. This implies that the actual service delivered in telemedicine was limited to general medical inquiries, with limited medical actions...
involved. Appointment making reflects a phenomenon across China of patients lacking access to clinicians [7,9].

Here, we discuss the role and background of hospital appointment making. In 2009, the Chinese Ministry of Health required all public hospitals of level 3 [24] or higher to allow appointment-making services and prohibited partnering with third-party agencies to profit from these services [25]. In recent years, for a given public hospital, available appointment dates have been provided directly on the hospital's appointment-making system, public (municipal or provincial) third-party systems, or private third parties such as apps. (Of note, in the Peking Union Medical College Hospital in particular, the ratio of self-distributed to public third-party distribution is 7 to 3.) These apps obtain a number of appointments by signing agreements with hospitals or with individual doctors. Apps solve the problem of difficult access by (1) aggregating hospital appointment availabilities on their platform, thus preventing patients from waiting at fully booked hospitals or (2) partnering with individual doctors to provide consultations on personal free time.

Apps focused on medical education and scholarly articles targeted two fundamental demands in the Chinese health care market: access to reliable information, and clinicians’ need to publish peer reviewed articles. The proliferation of discussion forums and unregulated “medical” articles on the Internet and apps makes reliable information a rare commodity. The abundance of medical education apps appears to target this need.

On the other hand, a clinician’s professional advancement is dependent on many factors, of which publishing peer reviewed articles is crucial [21,26]. The availability of apps to provide articles and assist with the writing process can be an attempt to supply this demand. These apps provide writing resources such as editing and actual writing, and provide access to scholarly articles. This access is often through a Chinese translation or a summary of the original article (most often in English).

**Disease- and Specialty-Specific Apps**
We examined the distribution of diseases and medical specialties in the mHealth industry through a heat map plotted against medical initiative. When examining the frequency of apps on a disease basis, we determined diabetes to be the most common, followed by hypertension and hepatitis. This is consistent with epidemiological surveys pointing to these diseases as the most prevalent in Mainland China. According to a report from the Chinese Center for Disease Control, the prevalence of hypertension among Chinese adults was 33.5% (amounting to roughly 330 million hypertension patients) [27]. A recent study showed the prevalence of type 2 diabetes at 11.6% of the population (amounting to about 90 million diabetes patients) [28]. Since mHealth apps for these diseases focused almost exclusively on disease monitoring and recording, market forces driven by pharmaceutical drug sales may not be the key factor for app providers. Rather, it may be the distribution of monitoring devices. Diabetes is monitored by glucometers and single-use disposable test strips, versus repeated-use blood pressure machines for hypertension. The market opportunity for diabetes in mHealth is believed to be greater than that for hypertension due to the nature of disease management and monitoring, despite hypertension having nearly triple the patient volume.

Unlike many developed countries in the world, in China hepatitis B is endemic. Approximately one-third of worldwide cases are in Mainland China [29]. A report noted 120 million carriers of hepatitis B virus in China and 30 million patients who are chronically infected [30]. The existence of apps targeting hepatitis is consistent with the disease’s endemic nature in China.

The heat map of medical specialty by health initiative provided more information about the industry as a whole. By far the most heavily targeted specialty, or lack thereof, is general medicine. The apps here mainly focused on appointment making and telemedicine. The telemedicine services offered were often a “lite” version of medical history taking, since patients were provided with general answers and then encouraged to seek specific guidance through in-app appointments. Thus, despite telemedicine and appointment making having lexical and implicit differences, Chinese mHealth apps providing telemedicine services were more synonymous than they appeared based on the above analysis. This finding reinforces the difficulty of accessing care.

Another popular area was pharmacology. The apps in pharmacology provided patients with access to online or offline pharmacies and provided clinicians with pocket drug references. Pharmacology-related apps aimed to provide convenience for patients who require drug refills and cannot repeatedly travel to community pharmacies or hospitals. Community pharmacies often do not carry a full repertoire of prescription drugs, and the current state insurance policy covers in-hospital prescriptions for 14 days for able-bodied patients and up to 30 days for disabled patients. On the other hand, pharmacology apps targeting clinicians, pharmacists, and other HCPs provided references for dosing, interactions, and alternative drugs. The incorporation of pharmacology apps into HCPs’ daily practice appears to be a mainstay in China and many other countries [31,32].

**Web App**
Accessing an app from different media can allow users to experience the app differently and can serve different purposes. The apps in this study focused on mobile phones. However, about one-third of the apps also had a Web-based version. The main difference between the Web app and mobile app was the ability for users to view historical data organized in reports or graphs in the Web-based version. It has been reported that data visualization and context awareness could enhance an app’s utility [33].

**Target User and Payment**
An app’s target user can provide information about market opportunities and underlying market forces facing app developers. Our analysis showed that app developers preferred targeting the non-HCP user, perhaps due to easier user acquisition and a larger potential user base. The HCP-oriented apps mainly provided services through medical education or scholarly articles. Few focused on medical care delivery or integration into hospital care. This can be explained by financial
compensation related to publication requirements [21, 26]. A physician’s compensation is directly tied to his or her position in a hospital hierarchy. Among many factors, publication quotas are mandatory evaluation metrics in many hospitals. We believe that this demand on physicians compliments an app developers’ need to grow and retain a steady user base. There were 10 apps with both an HCP and a non-HCP version available. These apps all allowed communication between the two parties.

Most apps in China were free for users to download and use. All apps surveyed from the Android app stores were free. Chinese users are likely accustomed to using free apps.

**Security**

We examined the lack of information security from two perspectives: market forces and government regulations. Nearly all apps failed to mention on their website or user agreement form about securing the users’ information. This can imply gross negligence from the developer or use of the data for other purposes. The latter is likely the underlying motive because, as noted by notable industry agencies, information can be knowingly or unknowingly sold to marketers for financial gains [34].

We also considered information security from a policy perspective. We examined policies pertaining to medical apps by reviewing documents from the People’s Republic of China State Council’s official website [35] dated between 2013 and 2015. The search was limited to “Internet,” “Internet plus health care,” and “Internet plus medicine.” All results were read and screened by a Chinese Health Care Policy analyst (author LD) for relevance. Among the more than three thousand policies and documents available, no direct laws governing medical apps, let alone mHealth security, were found, and only 11 official releases were identified that can directly or indirectly affect the operation of medical apps (Table 2).

Table 2. Documents\(^a\) by the Chinese State Council or General office of the State Council related to the governance of mHealth.

<table>
<thead>
<tr>
<th>Document number</th>
<th>Document content</th>
<th>Targeted industry</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Internet plus action plan</td>
<td>Manufacturing, transportation, information technology</td>
</tr>
<tr>
<td>2</td>
<td>Action outline on promoting the development of big data</td>
<td>Manufacturing, transportation, information technology</td>
</tr>
<tr>
<td>3</td>
<td>Medical services and health care system planning guideline (2015–2020)</td>
<td>Health</td>
</tr>
<tr>
<td>4</td>
<td>Circular on boosting the development of e-commerce</td>
<td>Comprehensive government affairs</td>
</tr>
<tr>
<td>5</td>
<td>Guideline on strengthening support for consumer services to upgrade consumption</td>
<td>Commerce</td>
</tr>
<tr>
<td>6</td>
<td>Guideline on further boosting consumption as a key component in driving economic development</td>
<td>Commerce</td>
</tr>
<tr>
<td>7</td>
<td>Guideline on pushing integrated medical and nursing care for the elderly</td>
<td>Health</td>
</tr>
<tr>
<td>8</td>
<td>Circular on strengthening the Patriotic Hygiene Campaign in the new era</td>
<td>Health</td>
</tr>
<tr>
<td>9</td>
<td>Opinions on using big data technology to improve the government’s supervisory responsibilities and services for market entities.</td>
<td>Manufacturing, transportation, information technology</td>
</tr>
<tr>
<td>10</td>
<td>Opinions on cracking down on infringement of intellectual property rights and the production of fake and inferior commodities in cyberspace to safeguard the healthy development of e-commerce</td>
<td>Science, education, intellectual property</td>
</tr>
<tr>
<td>11</td>
<td>The legislation working plan of 2015</td>
<td>General</td>
</tr>
</tbody>
</table>

\(^a\)Source: State Council of the People’s Republic of China [35].

The scope of mHealth apps can cross into many industries. Documents mentioning mHealth targeted industries such as information technology, manufacturing, health care, commerce, and intellectual property. The fact that many policies, across various industries, mention mHealth suggests that the Chinese government recognizes the future potential of the industry but has yet to dictate a clear stance on how to regulate this relatively new industry. The lack of specific policies toward mHealth may be due to the difficulty in pinpointing which industry it lies in.

**Platform**

Most apps were available on both app platforms. Android dominates the Chinese smartphone market at over 70% market share [13]. The iOS app store is known to have more apps available than the Android store. However, many are not specific to the Chinese market. It is possible that mHealth app companies are developing the apps domestically and targeting consumers on both platforms.

**Limitations**

There are limitations to this study. First, the number of apps sampled is small and cannot fully explain the market. This study was meant to provide a snapshot of the industry as a whole rather than details along each medical specialty. To fully understand the availability and characteristics of the apps for each specialty, the analysis should be done in disease or specialty verticals. Second, this study focused on medical apps while excluding general health apps. This allowed for a more homogeneous analysis, since apps targeting healthy users and...
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sick users are likely different in nature. However, we excluded a large portion of apps from the analysis.

**Prospective**

In the future, a shift in mHealth apps from delivering purely online services to an O2O approach is expected. O2O, a concept common in Chinese e-commerce, refers to an integration of offline businesses into online commerce [36,37]. Online services in health care can refer to mobile apps, websites, or other digital tools. Offline services include services delivered in physical sites such as hospitals, clinics, pharmacies, and health centers. The idea of O2O in mHealth refers to the integration of online services delivered via apps with “traditional” health service providers. Possible applications include prescription apps that allow patients with existing prescriptions to have their drugs delivered by a local pharmacy, and third-party apps that provide electronic health records services linked to the electronic medical records of a regional clinic.

As of July 2016, the government released legislation banning mHealth apps from providing appointments for patients. The legislation requires appointments to be made directly through the hospital, not a third-party provider. The reasons behind the ban were to ensure the integrity of the hospitals and protect patients’ interests. Most Chinese hospitals are nonprofit public institutions. Providing public resources to partnering companies for financial gain violates their nonprofit nature. In addition, third-party appointment-making apps commonly tack on a cost premium for each service-seeking patient. Finally, allowing third-party appointment-making apps to serve individuals who can afford a premium is a detriment to nonpremium-paying patients. Thus, it behooves the government to ban this service to protect the general public and prevent private-public partnerships from hoarding publicly available resources.

A growing trend, internationally and domestically, is allowing clinicians to send prescriptions via apps. Services offered in this space have obvious financial incentives and safety risks. The development of the prescription app industry is expected to catch the government’s attention. There is precedence for the government to interject and control specific health markets. How or when that will occur is to be determined. As policy shifts loom on the horizon, mHealth providers must react. One common theme found in China and in the United States is that the “grassroots entrepreneurial nature of the market” [3] appears to be the main driver of the mHealth industry.

**Conclusion**

mHealth in China is a large and continuously growing market. The potential to disrupt the traditional health care market exists. At the end of 2015, the Chinese mHealth market targeted the nonprofessional user. The services offered heavily focused on the demands of HCPs and non-HCPs, such as publishing peer reviewed papers and gaining access to clinicians, respectively. Also, a unifying policy or standard from the Chinese central government or the China Food and Drug Administration to govern this industry is lacking, but evidence shows that the government is cognizant of the potential this industry and regulations may have in the near future.
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Abstract

Background: Social media platforms are increasingly being used to support individuals in behavior change attempts, including smoking cessation. Examining the interactions of participants in health-related social media groups can help inform our understanding of how these groups can best be leveraged to facilitate behavior change.

Objective: The aim of this study was to analyze patterns of participation, self-reported smoking cessation length, and interactions within the National Cancer Institutes’ Facebook community for smoking cessation support.

Methods: Our sample consisted of approximately 4243 individuals who interacted (eg, posted, commented) on the public Smokefree Women Facebook page during the time of data collection. In Phase 1, social network visualizations and centrality measures were used to evaluate network structure and engagement. In Phase 2, an inductive, thematic qualitative content analysis was conducted with a subsample of 500 individuals, and correlational analysis was used to determine how participant engagement was associated with self-reported session length.

Results: Between February 2013 and March 2014, there were 875 posts and 4088 comments from approximately 4243 participants. Social network visualizations revealed the moderator’s role in keeping the community together and distributing the most active participants. Correlation analyses suggest that engagement in the network was significantly inversely associated with cessation status (Spearman correlation coefficient = −0.14, \( P=0.03, N=243 \)). The content analysis of 1698 posts from 500 randomly selected participants identified the most frequent interactions in the community as providing support (43%, \( n=721 \)) and announcing number of days smoke free (41%, \( n=689 \)).

Conclusions: These findings highlight the importance of the moderator for network engagement and provide helpful insights into the patterns and types of interactions participants are engaging in. This study adds knowledge of how the social network of a smoking cessation community behaves within the confines of a Facebook group.

(J Med Internet Res 2016;18(8):e205) doi:10.2196/jmir.5574
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Introduction

Although the prevalence of smoking has been steadily declining, an estimated 42.1 million adults in the United States still currently smoke cigarettes [1,2]. Tobacco use continues to be the single largest preventable cause of death and disease in the United States, accounting for 1 of every 5 deaths [1,2]. Reducing the number of smoking individuals remains crucial for improving public health in the United States. For this reason, the National Cancer Institutes’ (NCIs) Smokefree.gov program exists as an open access Web-based smoking cessation intervention designed to provide resources and support to current smokers as well as family and friends looking to support someone who wants to quit smoking.

The Smokefree.gov program evolved from a single website to a suite of resources and supporting platforms as technology and literature for Web-based health interventions has advanced. There has been an emphasis on providing personalized resources for specific subgroups of smokers, and this analysis focuses on the Smokefree Women Facebook page, a resource developed specifically for women. Approximately 15% of women in the United States smoke [3], and female smokers face unique challenges in quitting, including weight concerns, quitting while pregnant, stress, and depression and thus can potentially benefit from gender-specific smoking cessation resources [4]. To this end, the Smokefree Women Facebook page was launched in 2009 to engage women and their social networks in the conversation on quitting smoking. The Smokefree Women Facebook page is meant to serve as a virtual support community and provides quit smoking and health information from the NCI to encourage members to lead healthier, smoke-free, lives and to engage women and their social networks in the conversation on quitting smoking. The purpose of the current analysis is to better understand the social network behavior and interactions of participants within the Smokefree Women Facebook group.

Systematic reviews of the literature on Web-based social networks for health indicate the need for further use and evaluation of tools such as Facebook for health-related information dissemination, surveillance, observation, prediction, and behavior change [5-7]. Maher et al [7] call for novel applications of computational methodologies to allow for nuanced understanding of social network sites without manipulation of the network. One such approach, social network analysis, is a collection of computational methods that can provide insight into the structure of a social networking site and interactions and behaviors among participants.

Existing research using social network analysis uncovers phenomena that may contribute to the efficacy of interventions. For example, in a controlled social network experiment, it was found that social reinforcement signals facilitated by clustering of social ties improved individual behavior adoption—adoption in this study being the act of registering for an Internet-based health forum [8]. Beyond benefits for individual action, clustered networks served to diffuse the behavior more quickly than random networks [6]. In addition, a social network analysis study on the smoking cessation website “QuitNet” concluded that characteristics for a sustainable social network include persistence of members over time, heterogeneity of cessation status, and bidirectional communications [9]. In a content-based network analysis of “QuitNet,” theme-based thresholds (eg, support theme, advice theme) for identification of meaningful theme-based social subnetworks and identification of opinion leaders and subcommunity clusters within the theme-based networks [10]. Further application of social network analysis in existing behavior change support communities may uncover underlying psychosocial mechanisms useful for driving innovation and strategy in public health interventions.

To our knowledge, few if any studies have performed social network analysis within Facebook groups. Given the nature of the platform, network behavior in a Facebook group is inherently confounded by the Facebook algorithm [11]. In other words, all content, interactions, and users within and outside the group are subject to various manipulations that serve the goal of the host. Rather than deter the study of networks on Facebook, these conflicts mandate their study. Many health interventions, resources, programs, and naturally spawned social support groups live on Facebook due to its ease of usage and large existing audience. To support and improve the functionality of these communities, visualizations of network behavior within the confines of the platform are necessary.

Launched in 2009, the Smokefree Women Facebook group saw improved growth and engagement after a significant strategy shift documented by Post et al [12]. The strategy modification focused on repurposing user-generated content to encourage engagement in lieu of primarily promoting Smokefree resources [12]. With over 22,000 fans (“likes” on the page) at the time of data collection averaging 1700 user comments, 110 shares, and 6300 likes monthly, the community was ripe for an exploration of user interactions.

The goal of this study was to analyze patterns of participation, self-reported smoking cessation length, and interactions within the Smokefree Women Facebook group. In addition to visualizing the network structure, this study sought to analyze user content for potential themes and explore correlates of self-reported cessation length with placement within the network. The study combined quantitative and qualitative methods to answer the following exploratory research questions: (1) What are the characteristics of the network structure? and (2) How do people interact in the social networking site?

Methods

Sample

The Smokefree Women Facebook page is an open-access smoking cessation community. Built as an extension of the NCIs’ Web-assisted tobacco cessation intervention, Smokefree.gov, the Smokefree Women Facebook page was specifically created for the purpose of helping individuals...
achieve sustained abstinence from smoking. On the Smokefree Women Facebook page, participants communicate and interact with one another and the moderator by likes, comments, comment likes, and shares (see Table 1 for description). The page moderator (“Page Admin” or “Smokefree Women”), a trained public health professional, frequently posts unique and participant-generated content to the page to facilitate engagement, share information, and support women in smoking cessation. At the time of data collection, the Smokefree Women Facebook page had over 22,000 fans, or participants who had “liked” the page, with up to 2500 participants actively interacting on the Smokefree Women Facebook page monthly. Our sample consisted of individuals who interacted (eg, posted, commented) on the Smokefree Women Facebook page between February 2013 and March 2014 (n=4243).

Table 1. Facebook interactions and definitions.

<table>
<thead>
<tr>
<th>Interaction</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moderator posts</td>
<td>Content posted by the moderator on the Facebook page wall (visible to all participants who visit the page and visible on “Home” newsfeed of participants based on Facebook algorithm)</td>
</tr>
<tr>
<td>Participant posts</td>
<td>Content posted by participants to the Smokefree Women Facebook page wall (visible on the left side of the page to all participants who visit the page but not necessarily visible on “Home” newsfeed of participants)</td>
</tr>
<tr>
<td>Shares</td>
<td>When a participant shares content from the Smokefree Women page on their own wall</td>
</tr>
<tr>
<td>Comments</td>
<td>When a participant comments on a post</td>
</tr>
<tr>
<td>Likes</td>
<td>When a participant clicks the “thumbs up” button on a post to indicate “liking”</td>
</tr>
<tr>
<td>Comment likes</td>
<td>When a participant “likes” the comment of another participant</td>
</tr>
</tbody>
</table>

Phase I

In Phase I of this study, we examined the network structure by conducting social network analysis, which provides a visual and descriptive analysis of the network, including a metric for participant engagement—centrality. We also explore user interactions through automated text analysis, which provides insight on how participant engagement in the network is related to content shared.

Data Collection: Full Sample

Data were collected retrospectively in March 2014 from Simply Measured, a social media management marketing platform for all interactions on the Smokefree Women Facebook page, between February 2013 and March 2014. Table 1 provides an overview of Facebook interactions used for this study. All data published on Facebook are publicly available. Personal identifiers were masked to all except members of the research team directly involved in data analysis.

Analysis Strategies: Social Network Analysis

Networks consist of nodes and edges where an edge connects 2 nodes, and network structure is determined by the pattern of connectivity between all nodes [13]. In the Smokefree Women social network, page participants are considered to be nodes (dots), and an edge (line) between 2 participants represents that they have interacted during the study period. Interactions consisted of comments on posts unless otherwise noted.

Centrality measures are used to evaluate which of the nodes in a network are most important to the network [13]. As network structure is determined using comments and posts, for the purposes of this study, centrality is also a measure of participant engagement in the network. Eigenvector centrality is the measure of centrality used in this study due to the exploratory nature of the research questions. Eigenvector centrality was calculated for each participant in the study.

Eigenvector centrality is a measure of centrality that is based on a recursive definition where a node’s importance is determined by the importance of adjacent nodes. This is equivalent to evaluating the leading eigenvector of the adjacency matrix. For instance, consider 2 nodes—A and B—that are each connected to 2 additional nodes. Suppose node A is connected to 2 nodes that are connected to several other nodes and thus link 2 communities, whereas node B is connected to 2 nodes that are at the periphery of a network and not connected to any other nodes; node A will have high eigenvector centrality, whereas node B will have low eigenvector centrality.

Visualization of the Network

For the sake of simplicity, for all visualizations, the network was treated as an undirected graph where edges (connections between nodes) of the network do not have a direction and only indicate that 2 individuals have interacted. Moreover, the network was treated as unweighted (unless otherwise noted), meaning that an edge can represent 1 interaction with a person or 10 interactions with the same person. This unweighted approach focuses on interpretation of the breadth of interactions between people in the network, as opposed to depth of interactions between any 2 people.

The network was visualized with the Smokefree Women Facebook moderator, both included and excluded. Therefore, when the moderator was not present, the visualization represented participant-to-participant interactions specifically. Moreover, there is a magnification of the network without the presence of the moderator and highlighted centrality with a blue-to-red increasing color scale, where blue nodes are the least central, and red nodes are the most central.

A force-directed layout algorithm was used to position the nodes in the network for the visualizations. Specifically, Fruchterman-Reingold’s [14] algorithm, based on physical forces, was used. Nodes are attracted or repelled based on the connectivity of the network in a way that produces a visually appealing network layout.
appealing representation [14]. For the purpose of this visualization only, the edges of the graph were weighted to increase the interpretability of the graph. The weights between the edges of the network were set to be the number of interactions between the 2 participants represented by the nodes.

All statistical analyses were conducted with the open-source computing tool, Python version 2.7.5, specifically using SciPy, package version 0.12.0 for plotting and positioning of the force-directed algorithm and NetWorx version 1.7 package for centrality calculations.

Analysis Strategies: Automated Text Analysis
Automated text analysis was used to see if a difference existed in topics discussed by participants who are highly engaged and those who are not highly engaged in the network. To identify hubs in the network (ie, participants who have the highest centrality) and characterize the content they contribute compared with other participants in the network, ordered centrality values were plotted, and a threshold for determining the 2 groups (central and peripheral) was chosen to be near the elbow of this curve by visual inspection. To conduct automated analysis of content posted by participants, all participants in the network were divided into 2 groups, split according to the threshold. Subsequently, the top 30 terms preferentially used by those in each group were identified.

To determine the propensity of a term to be used by one group versus the other, a ratio of smoothed relative frequencies was used. Although the moderator was included in the network for calculating the centrality scores, the moderator was excluded from the text analysis to focus on the language that participants use themselves.

Phase II
In Phase II of this study, mixed methods were used to further explore participant interactions on the site. For a randomly sampled subset of the population, qualitative content analysis was used to identify salient themes being discussed and self-reported cessation length. Furthermore, correlational analysis was conducted to determine how participant engagement, as measured by centrality, was associated with self-reported cessation length.

Data Collection: Subsample
A random sequence generator was used to identify a uniform random sample of 500 participants who interacted on the Smokefree Women Facebook page during the study period. Participants included in this subsample are also included in Phase I of the study. However, in Phase II of the study, qualitative content analysis is conducted to gather more detailed information about information shared by these participants. The sample size of 500 participants was chosen because the size of the dataset was feasible for manual coding, yet likely robust enough to provide a representation of participants in the network.

Analysis Strategies: Qualitative Content Analysis
Applied thematic analysis was conducted using an inductive methodology described by Guest et al [15]. Researchers first independently reviewed a subset of the data for familiarization and then reviewed a second time to inductively identify salient themes. These themes were then cross-referenced with previous content analyses of similar topics in an effort to use consistent terms (eg, Burri et al [16]). Once themes were finalized, 2 coders independently analyzed data for 125 of 500 participants (25%) in the subsample to assess inter-rater reliability. An inter-rater reliability of at least .8 agreement using Cohen’s kappa is considered ‘good’. Once the inter-rater reliability threshold of .8 was reached, the remaining sample (n=375) was split, and participant data were coded by 1 of the 2 coders. One coder conducted an additional analysis assessing each post from all 500 participants to extract any self-report of cessation length (measured in days).

Analysis Strategies: Correlation Analysis
Correlation between self-reported cessation length and the centrality of participants to the network was analyzed to determine the relationship between Facebook interactions and cessation behaviors. During the qualitative data analysis in Phase II, the longest self-reported cessation length for each of the 500 participants in the subsample was identified. One coder went through all the posts of the subsample of 500 participants and documented any posts reporting cessation length. If a participant reported cessation length in more than 1 post, the longest self-reported cessation length was used in this analysis.

Spearman rank correlation was calculated between centrality in the network and longest self-reported cessation length. Spearman rank correlation was used due to the nonlinear nature of the data. Statistical significance of the correlation was evaluated with no correlation as the null hypothesis.

To evaluate how those actively in the process of quitting compare with those who have been smoke free for some time, a subgroup analysis was performed to evaluate the aforementioned correlation for participants who report longest cessation length of less than 1 year and those who report longest cessation length of more than 1 year.

Results
Between February 2013 and March 2014, there were 875 posts and 4088 comments from participants on the Smokefree Women Facebook Page and 1166 posts from the moderator. Roughly 4243 people interacted on the page through posts and comments during the 13-month period of data collection. It is of note that participants who interacted on the page did not have to be fans of the Smokefree Women Facebook Page, and thus interactions observed may have been drawn from outside of the 22,000 fans of the page. Additional information about total and average participant interactions (posts and comments) for the entire time period is provided in Table 2.
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Table 2. Summary of participant Facebook interactions (n=4243).

<table>
<thead>
<tr>
<th>Action</th>
<th>Participants taking action at least once</th>
<th>Average per participant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Posts</td>
<td>875</td>
<td>2.23</td>
</tr>
<tr>
<td>Comments</td>
<td>4088</td>
<td>3.59</td>
</tr>
</tbody>
</table>

Phase I

Social Network Analysis

Figure 1 displays the network structure with and without the moderator. Each participant is indicated by a node, and Facebook interactions between participants are indicated by edges (lines). The moderator is indicated by the red dot in the center of the visualization of Figure 1 A because the moderator is the most engaged participant in the network. The moderator is visibly the connector of every person in the network. In Figure 1 B, absence of the moderator indicates that there is a large, distinct cluster of participants who interact with many other participants in the middle of the network visualization. A separate ring of participants who interact with few others forms around the middle cluster.

Figure 1 C is a magnified visualization of the cluster of participants in the center of the network without the presence of the moderator. Centrality is illustrated with a blue-to-red increasing color scale. Blue nodes are the least central, and red nodes are the most central. There are several highly engaged people who serve as hubs or large connectors, even without the presence of the moderator, as indicated by the bright colors near the center of the network visualization.

Automated Text Analysis

A plot of the ordered centralities revealed a threshold for centrality of 0.025 (centrality range: 1×10−7 to 0.7; centrality mean: 0.004). Approximately 100 participants were above this threshold, and 4129 fell below; thus, these participants were labeled as high- and low-engagement participants. Automated text analysis of topics discussed by hubs in the network, or participants with highest centrality compared with other less-engaged participants revealed that hubs, who are most connected to other participants, used more terms of encouragement and congratulations, whereas less-engaged participants discussed more issues related to seeking help, smoking status, and strategies for cessation. The top 30 ranked terms for each group are presented in Table 3.
### Table 3. Terms used by more-engaged participants and less-engaged participants.

<table>
<thead>
<tr>
<th>Rank</th>
<th>More-engaged participant terms</th>
<th>Less-engaged participant terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>smokefree</td>
<td>Years</td>
</tr>
<tr>
<td>2</td>
<td>good</td>
<td>Quit</td>
</tr>
<tr>
<td>3</td>
<td>congrats</td>
<td>smoke</td>
</tr>
<tr>
<td>4</td>
<td>go</td>
<td>smoking</td>
</tr>
<tr>
<td>5</td>
<td>far</td>
<td>Two</td>
</tr>
<tr>
<td>6</td>
<td>saved</td>
<td>Year</td>
</tr>
<tr>
<td>7</td>
<td>stay</td>
<td>Help</td>
</tr>
<tr>
<td>8</td>
<td>keep</td>
<td>I’m</td>
</tr>
<tr>
<td>9</td>
<td>great</td>
<td>cigarette</td>
</tr>
<tr>
<td>10</td>
<td>strong</td>
<td>since</td>
</tr>
<tr>
<td>11</td>
<td>positive</td>
<td>Need</td>
</tr>
<tr>
<td>12</td>
<td>well</td>
<td>Cold</td>
</tr>
<tr>
<td>13</td>
<td>hang</td>
<td>turkey</td>
</tr>
<tr>
<td>14</td>
<td>wtg&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Ago</td>
</tr>
<tr>
<td>15</td>
<td>yes</td>
<td>Free</td>
</tr>
<tr>
<td>16</td>
<td>today</td>
<td>proud</td>
</tr>
<tr>
<td>17</td>
<td>get</td>
<td>days</td>
</tr>
<tr>
<td>18</td>
<td>don’t</td>
<td>stop</td>
</tr>
<tr>
<td>19</td>
<td>water</td>
<td>cigarettes</td>
</tr>
<tr>
<td>20</td>
<td>way</td>
<td>smoked</td>
</tr>
<tr>
<td>21</td>
<td>think</td>
<td>nicotine</td>
</tr>
<tr>
<td>22</td>
<td>better</td>
<td>God</td>
</tr>
<tr>
<td>23</td>
<td>awesome</td>
<td>trying</td>
</tr>
<tr>
<td>24</td>
<td>come</td>
<td>started</td>
</tr>
<tr>
<td>25</td>
<td>job</td>
<td>chantix</td>
</tr>
<tr>
<td>26</td>
<td>take</td>
<td>pack</td>
</tr>
<tr>
<td>27</td>
<td>cravings</td>
<td>electronic</td>
</tr>
<tr>
<td>28</td>
<td>weeks</td>
<td>th&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>29</td>
<td>wow</td>
<td>Like</td>
</tr>
<tr>
<td>30</td>
<td>deep</td>
<td>months</td>
</tr>
</tbody>
</table>

<sup>a</sup> wtg is an acronym for “way to go.”
<sup>b</sup> th likely indicates an ordinal number suffix (e.g., 5th, 6th, 7th).

### Phase II

**Content Analysis**

Qualitative analysis of content posted by a subset of 500 randomly sampled participants yielded 1698 unique posts or comments from those participants. Table 4 includes the full list of codes. The most frequently occurring themes of posts and comments were providing support (42.52%, 721 of 1698), announcing number of days smoke free (40.58%, 689 of 1698), and giving detailed advice (14.61%, 248 of 1698; Table 4). The overall tone of conversation was positive (85.32%, n=1447 of 1698).
Table 4. Codes, definitions, and frequencies.

<table>
<thead>
<tr>
<th>Category</th>
<th>Code</th>
<th>Definition/example</th>
<th>n (%) of Messages</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Message type</strong></td>
<td>Post</td>
<td>Post directly on SFW(^a) Facebook wall</td>
<td>165 (9.72)</td>
</tr>
<tr>
<td></td>
<td>Comment</td>
<td>Comment on an existing post on SFW Facebook wall</td>
<td>1533 (90.28)</td>
</tr>
<tr>
<td><strong>Tone toward smoking cessation</strong></td>
<td>Positive</td>
<td>The emotional tone or sentiment of the message</td>
<td>1447 (85.32)</td>
</tr>
<tr>
<td></td>
<td>Neutral</td>
<td></td>
<td>229 (13.50)</td>
</tr>
<tr>
<td></td>
<td>Negative</td>
<td></td>
<td>20 (1.18)</td>
</tr>
<tr>
<td><strong>Core content</strong></td>
<td>Providing Support</td>
<td>For example, “You can do it!”</td>
<td>721 (42.52)</td>
</tr>
<tr>
<td></td>
<td>Giving Advice</td>
<td>For example, “Try this…”</td>
<td>248 (14.61)</td>
</tr>
<tr>
<td></td>
<td>Seeking Help</td>
<td>For example, “I can't quit, I need ideas.”</td>
<td>83 (4.89)</td>
</tr>
<tr>
<td></td>
<td>Declaration of Days</td>
<td>For example, “I have been smokefree xx days!”</td>
<td>689 (40.58)</td>
</tr>
<tr>
<td></td>
<td>Smokefree (announce quit date)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Relapse</td>
<td>For example, “I broke down yesterday and had a cigarette”</td>
<td>81 (4.77)</td>
</tr>
<tr>
<td></td>
<td>Return from Relapse</td>
<td>For example, “I went back to smoking but I am back and ready to quit again”</td>
<td>67 (3.95)</td>
</tr>
</tbody>
</table>

\(^a\)SFW: Smokefree Women.

**Correlation Analysis**

Of the random subsample of 500 participants, 243 people reported how long they had stopped smoking. The longest reported period of cessation was 35 years, and the shortest period was 1 day. Seven participants reported smoking cessation of exactly 1 year, and median time of smoking cessation was 5 months. There is a significant inverse correlation between cessation length and centrality at the 0.05 level (Spearman correlation coefficient = −0.14, \(P=.03\), \(N=243\)), meaning that participants who reported longer cessation lengths were less engaged.

However, splitting the population into those who have been smoke free for less than 1 year versus those who have been smoke free for more than 1 year demonstrates a positive correlation for those who have been smoke free for less than 1 year (Spearman correlation coefficient = 0.20, \(P=.01\), \(N=155\)) and a strong inverse correlation for those who have been smoke free for more than 1 year (Spearman correlation coefficient = −0.59, \(P<.001\), \(N=81\); Figure 2).
Figure 2. Cessation Length Versus Eigenvector Centrality.

a. Quit times less than one year (spearman correlation coefficient = 0.20, p=0.01, N=155)

b. Quit times greater than one year (spearman correlation coefficient = -0.59, p<0.001, N=81)
Discussion

Principal Findings

Network visualization with and without the moderator indicates that participants interact with each other in many small clusters linked by a series of hubs or highly engaged participants (see Figure 1). This suggests that the network is robust to random attack (ie, loss of a participant without regard to their position in the network) but sensitive to selective attack (ie, loss of specific members who are hubs of the network). For example, it is clear that the network is affected quite severely by the loss of the moderator, a particularly important hub of the network [16]. This does not come as a surprise, as participant interaction on a Facebook page is driven, in part, by moderator posts. It is of note that the Facebook platform uses a proprietary algorithm to serve page moderator posts to Facebook participants who have previously interacted with the page. These posts appear in a participant’s home newsfeed, where most interactions on Facebook take place. The more interaction (eg, comments, likes, shares) a moderator post receives, the more likely Facebook participants are likely to see the post in their newsfeed [11].

Although the moderator serves as a connector of each person in the network, there are several hubs in the network that serve as large connectors of other participants that are less engaged. This finding supports existing evidence for “super participants” in social network sites [17,18]. Having these highly connected super participants is an advantage for the Smokefree Women Facebook page because they help maintain participant-to-participant interaction, rather than only moderator-to-participant interaction. Furthermore, because there are many hubs, when certain hubs leave the network, there are others who continue interacting and connecting participants.

Automated text assessment of content in the network supports findings from the qualitative content analysis in this study, indicating that participants primarily come to the network to provide and receive support and advice, as well as to mark milestones in their smoke-free journey. When stratified by centrality, automated text analysis suggests that highly engaged hub participants use language that is more congratulatory and supportive, whereas other less central participants seek support, discuss strategies for cessation, and announce their smoke-free status.

These findings are further enhanced by findings from the correlational analysis of self-reported smoke-free status, which suggest that participants become more central to the network as they maintain their smoke-free status and use the network for social support but become less involved in the network as maintaining their smoke-free status becomes less difficult and requires less community support. This is consistent with previous research, which found that social network site participants who had recently stopped smoking were more likely to be the first to respond to posts [19]. It is possible that those who have quit more recently feel connected to challenges of other community members and hence assume a more central role.

Taken together, findings from this study suggest that participants who are less central, or are not hubs, are a combination of people at the beginning of their smoke-free journey and people who have been smoke-free for an extended time and only come back to the network to announce their sustained smoke-free status. On contrary, participants who are more central and connect many people (ie, hubs) appear to be those who are further along in their cessation journey and come to the network to provide support and perhaps in the process gain support.

Limitations

Limitations of this research include lack of analysis of participant demographics; lack of analysis of shares and likes for the study period; and use of self-report for cessation status. This study did not analyze participant demographic information due to privacy restrictions of Facebook that prevented this information from being publicly available. However, as this analysis was focused on properties of the network, demographic details were not central to the goals of this study.

In addition, the study did not include data on shares and likes, additional actions that could be taken by participants in the network, because these data were not available in an automated fashion from Facebook. In a separate analysis, share and like data were manually collected for a period that spanned 3 months. Network visualizations conducted in Phase I were replicated for these 3 months, using all possible Facebook interactions (ie, posts, comments, shares, likes, comment likes). No observable differences were identified when comparing network visualizations for the full sample using only posts and comments as participant interactions, with the subset using all possible Facebook interactions (data not shown).

Moreover, smoke-free status was self-reported by participants on their own volition, sometimes in response to comments on moderator posts asking how long they have been smoke free and at other times in general conversation. Given that the status of everyone in the network is not known, the possibility exists that the number of people who have made a cessation attempt while engaged with the network is underestimated in this study. Furthermore, the correlation analysis may be biased because it did not take into account potential relapse. Nonetheless, it is possible to gain insight on how many participants have made at least 1 cessation attempt through the subset analysis. Future research should explore opportunities to obtain this information from the entire study population and examine the association between cessation length and engagement prospectively.

Implications for Research and Practice

Ultimately, researchers of social network sites for health seek to understand whether participation in a social network site such as the Smokefree Women Facebook page can lead to better health outcomes (eg, increased quit rates). Although this study was not designed to answer that question, through observation of naturally occurring interactions of the social network and use of methods such as social network analysis, study findings provide insight into the network structure of the social networking site that stand to inform research and practice. Future research may seek to integrate social analysis data with survey data on use of smoking cessation–related social media sites and health outcomes (eg, increased quit rates). Although this study was not designed to answer that question, through observation of naturally occurring interactions of the social network and use of methods such as social network analysis, study findings provide insight into the network structure of the social networking site that stand to inform research and practice. Future research may seek to integrate social analysis data with survey data on use of smoking cessation–related social media sites and
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Implications for Research and Practice
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smoking status or cessation length data to determine the mechanisms by which social media sites can facilitate quit attempts and sustained cessation.

Practitioners may use findings from this study to improve design, implementation, and program evaluation of social network sites focused on health behavior. On the basis of the findings from this study, practitioners may consider the following: (1) developing personas that mimic participants at various points of the cessation trajectory and tailoring the experience with the social network site to fit characteristics of each persona; (2) assessing the best strategies for moderation of the network to determine whether moderator posts that attract comments such as questions, requests for advice, and direct quotes are more effective in providing social support to participants than moderator posts that solicit likes and shares, given the large role the moderator plays in the network; (3) determining whether participants benefit from interaction with only other participants on the Facebook page, or if they also receive benefit from participants in their personal network that may not be participants in that particular social network site for health behavior; and (4) exploring the use of paid advertising on Facebook to boost posts to ensure that users who are new to the community and most in need of support see the posts that will benefit them most.
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Abstract

Background: Using social networking websites to recruit research participants is increasingly documented in the literature, although few studies have leveraged these sites to reach those younger than 18 years.

Objective: To discuss the development and refinement of a recruitment protocol to reach and engage adolescent gay, bisexual, and other teenaged men who have sex with men (AGBM). Participants were recruited for development and evaluation activities related to Guy2Guy, a text messaging–based human immunodeficiency virus infection prevention program.

Methods: Eligibility criteria included being between 14 to 18 years old; being a cisgender male; self-identifying as gay, bisexual, and/or queer; being literate in English, exclusively owning a cell phone, enrolled in an unlimited text messaging plan, intending to keep their current phone number over the next 6 months, and having used text messaging for at least the past 6 months. Recruitment experiences and subsequent steps to refine the Internet-based recruitment strategy are discussed for 4 research activities: online focus groups, content advisory team, beta test, and randomized controlled trial (RCT). Recruitment relied primarily on Facebook advertising. To a lesser extent, Google AdWords and promotion through partner organizations working with AGBM youth were also utilized.

Results: Facebook advertising strategies were regularly adjusted based on preidentified recruitment targets for race, ethnicity, urban-rural residence, and sexual experience. The result was a diverse sample of participants, of whom 30% belonged to a racial minority and 20% were Hispanic. Facebook advertising was the most cost-effective method, and it was also able to reach diverse recruitment goals: recruitment for the first focus group cost an average of US $2.50 per enrolled participant, and it took 9 days to enroll 40 participants; the second focus group cost an average of US $6.96 per enrolled participant, and it took 11 days to enroll 40 participants. Recruitment for the first content advisory team cost an average of US $32.52 per enrolled participant; the second cost US $29.52 per participant. Both recruitment drives required 10 days to enroll 24 participants. For the beta test, recruitment cost an average of US $17.19 per enrolled participant, and it took 16 days to complete enrollment of 20 participants. For the RCT, recruitment cost an average of US $12.54 per enrolled participant, and it took 148 days to enroll 302 participants. Google AdWords campaigns did not result in any enrolled participants of whom the research staff members were aware.

Conclusions: Internet-based strategies can be a cost-efficient means to recruit and retain hard-to-reach populations from across the country. With real-time monitoring of participant demographic characteristics, diverse samples can be achieved. Although Facebook advertising was particularly successful in this study, alternative social media strategies can be explored in future research as these media are ever-changing.
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Introduction
Among the youth in the United States, 9 in 10 new human immunodeficiency virus (HIV) infections occur among adolescent gay, bisexual, and other teen men who have sex with men (AGBM) between the ages of 13-19 years [1]. Clearly, to affect HIV incidence, efforts to reach and engage AGBM are critical. In the face of this obvious need, it is perhaps surprising that few validated prevention programs are available [2]. In part, this lack of health programming reflects the challenge of successfully recruiting and retaining these hard-to-reach youth. More specifically, these challenges to recruitment and retention include the need to obtain parental permission or an institutional review board (IRB) waiver for those younger than 18 years [3]; gaining the trust of youth who may face social stigma for their sexual minority status; and recruiting a sufficient sample size, particularly if the sampling frame is local rather than national. Internet-based recruitment has the potential to address some of these challenges, but it can also introduce challenges in terms of validating the respondent and ensuring a diverse sample. Certainly with the popularity of the social networking sites, particularly Facebook (FB), among adolescents [4], researchers are beginning to use Web-based recruitment strategies to engage hard-to-reach populations [5-11]. Even with the increasing use of other social networking sites (eg, Twitter, Instagram, Vine) FB remains the most popular site with youth, including 72% of adolescent men [4]. Furthermore, among youth who use social networking sites, 1 in 3 report using FB exclusively. Importantly, too, racial and ethnic minority youth are well represented among FB users. Usage is relatively similar by urbanicity (ie, 77% of urban, 75% of rural, 67% of suburban teenagers) and socioeconomic status (eg, 77% of youth from households earning less than US $50,000 annually compared with 68% of those from households earning more than US $50,000 annually) as well [4]. Given this diversity and breadth of reach, particularly among hard-to-reach youth, social networking sites may be an ideal place for researchers to recruit study participants.

Although the use of social networking websites to recruit research participants is increasingly documented in the literature [12], few studies have leveraged social networking websites to specifically reach children (ie, 18 years of age and younger). We also were unable to find any studies that documented the recruitment experiences of sexual minority youth in particular. To address this research gap, we will discuss our experiences developing and refining a national Internet-based recruitment protocol targeting AGBM 18 years of age and younger, primarily through FB advertising and also with Google AdWords and assistance from lesbian, gay, bisexual, and transgender (LGBT)–focused organizations. Participants were recruited for development and evaluation activities related to Guy2Guy, a text messaging–based HIV prevention and healthy sexuality program for AGBM. Lessons learned here have the potential to inform future HIV prevention programs aiming to recruit hard-to-reach populations, particularly sexual minority children.

Methods
The research protocol was reviewed and approved by Chesapeake Institutional Review Board, the Center for Innovative Public Health Research’s IRB of record, and the Northwestern University IRB. Youth provided informed assent or consent, depending on their age, and completed a capacity to consent assessment [13-15]. A waiver of parental permission for participants younger than 18 years was obtained, primarily because requiring parental consent could increase risk to participants who may be victimized by their parents as a result of disclosing their sexual minority status [16]. The waiver also avoided the potential for fatal sampling bias that might occur if only youth who were out to their parents chose to enroll [17]. In addition to a waiver of parental permission, a Certificate of Confidentiality [18] was obtained from the National Institutes of Health to protect participants’ data from subpoenas and other law enforcement efforts.

Given the wide reach of both social media and text messaging, we developed a recruitment plan that facilitated enrollment of youth across the United States. The recruitment protocol was refined across 4 different national research activities that were delivered either online or via text messaging. These research activities included online focus groups to better understand AGBM sexual decision making, online content advisory teams to vet the proposed program messages, a beta test of the Guy2Guy text messaging program, and the randomized controlled trial (RCT) of Guy2Guy. Here, we describe the recruitment experiences and resulting recruitments of our strategy across time and research activities.

Eligibility Criteria
Eligibility criteria for all research activities included being 14-18 years of age; being cisgender men (ie, those whose current gender identity and sex assigned at birth are both male); self-identifying as gay, bisexual, and/or queer; and being English-speaking. To promote the likelihood of the sample reflecting those who might use the text messaging–based program if it were publicly available, participants were also required to be exclusive owners of a cell phone, be enrolled in an unlimited text messaging plan, intend to keep their current phone number for the next 6 months, and have used text messaging for at least the past 6 months. Exclusion criteria included knowing another person already enrolled in the program and participating in a previous study activity (eg, those who took part in the focus groups were ineligible to take part in the RCT). The same eligibility criteria were applied for each study development activity with one exception: male gender identity was directly queried after the focus groups.

Recruitment
Participants were recruited primarily using FB ads, which must adhere to character limits (ie, 25 characters for the headline, 90 characters for the body text) and include an image. These ads must also be approved by FB. Our ads were targeted based on
the user’s location (United States), age (14-18 years), and sex (note “gender” is the term used by FB; male). We also included a list of 65 keywords (referred to as “interests” in the FB ad manager) relevant to AGBM including pop culture interests (eg, LGBT community, Katy Perry). Two types of ads were displayed depending on how the user accessed FB: News Feed ads (ie, ads are embedded in the dynamic news field central column) and right column ads (ie, ads are displayed in the static column on the right side of the webpage). People accessing FB on their desktop computer received both types of ads; those accessing the social networking site on a mobile device were only shown News Feed ads.

During the online focus groups, we asked partner organizations working with AGBM youth to promote the study. In subsequent research activities, we also used Google AdWords, which grants free advertising to the Center for Innovative Public Health Research for being a nonprofit organization. These ads included a title line of up to 25 characters, 2 description lines with up to 35 characters each, and a URL field. Ads linked to the project website, which included a brief project description and a Web-based contact form for those who wanted to be contacted for potential participation. The contact form was purposefully brief to reduce burden and promote form completion. As such, it consisted of 15 questions that queried study eligibility questions as well as demographic characteristics that were used to facilitate the recruitment of a diverse sample.

Enrollment
Web-based eligibility screeners received were emailed to the project coordinator. Ineligible candidates were sent a link to a sexual health website [19] relevant to sexual minority youth via email. Eligible candidates and those whose eligibility was unclear (ie, because of “do not want to answer” responses) were sent a text message by research staff to schedule an appointment via telephone. On the call, research staff confirmed the candidate’s eligibility, explained the study, conducted a decisional capacity assessment [13-15], and obtained verbal assent or consent to participate. Those in the beta test and RCT also completed a self-safety assessment to determine whether it was safe for them to receive text messages about sensitive topics (eg, anal sex, being gay or bisexual) on their cell phones. The assent form, which included contact information for the IRB and principal investigator, was emailed to participants for later reference. All study recruitment and enrollment documents (eg, Web-based screener, assent or consent forms, self-safety assessment) can be found online [20]. For the focus groups and content advisory teams, enrollment occurred at the time of verbal assent or consent. Participants in the beta test and RCT were enrolled after they completed the baseline survey and confirmed receipt of a text message from the study program to ensure that their phone was compatible with the study software.

To ensure a diverse sample for the beta test and RCT, recruitment goals were preidentified by creating allocation “bins” (ie, recruitment goals) for race, ethnicity, urban-rural residence, and sexual experience (ie, ever versus never had anal or vaginal sex). Race and ethnicity targets were based on the 2010 US population demographics, which were the most current data available at the time of recruitment (ie, 72.4% white, 12.6% black, 16.3% Hispanic) [21]. Our targets were revised slightly so that the sample had a greater percentage of minority race (35%) and Hispanic ethnicity (20%). We also targeted 50% of the sample to be sexually inexperienced (ie, never had anal or vaginal sex) and 20% living in a rural residence. Urban-rural residence targets were identified to ensure sufficient representation among youth living in outer communities that often have fewer available LGBT resources. A Web-based study interface was programmed to automatically track the demographic characteristics of enrolled participants, allowing staff to monitor in real time the characteristics of the sample. Youth were enrolled sequentially until their bin was filled.

Protecting Against Deception by Participants When Recruiting Online
Several measures were taken to limit the potential for deception by participants during the recruitment and enrollment process (ie, the same participant enrolling in the study multiple times, an ineligible candidate providing fake responses to become eligible), as this is often a concern when conducting Web-based research in which researchers are unable to see the candidate face-to-face [22]. The project description provided in the Web-based screener did not include study eligibility criteria or mention an incentive. Furthermore, to reduce a candidate’s ability to identify and provide the “right” answers for eligibility, the eligibility form did not exclusively include questions necessary to determine study eligibility, but also included questions to target enrollment (eg, race, ZIP code, sexual experience) and additional questions (eg, how they found the website). The eligibility screener also captured the candidate’s Internet protocol address, which allowed us to identify possible duplicate entries. Additionally, eligibility questions were queried again over the phone and compared with the answers provided previously on the Web-based screener. Discrepant responses for questions expected to be consistent (eg, age) were questioned further, whereas discrepant responses for more fluid questions (eg, sexual identity) were not further explored.

Measures
The outcome measures for this enrollment case study included the following.

Advertisement Metrics
Quantification of study interest was based on measures provided by the FB and Google AdWords analytics reporting. “Clicks” referred to the number of total clicks on the ad. “Reach” referred to the number of people the ad was shown to. “Unique clicks” referred to the number of unique people who clicked on the ad. “Click-through rate” (CTR) referred to the number of clicks received divided by the number of impressions (ie, number of times the ad was shown). “Unique click-through rate” (uCTR) referred to the number of unique clicks received divided by the number of unique people the ad reached. The “average cost per click” (CPC) was calculated as the amount spent advertising divided by the CTR.

Recruitment Efficiency
The length of time to recruit the target sample and the number of youth who completed a screener needed to successfully enroll an eligible participant were indicators of recruitment efficiency.
For the RCT, we also reported the number of phone calls required to enroll 1 person to quantify recruitment efficiency.

**Sample Diversity**

Because health disparities are apparent by race and ethnicity [1] and by rural versus urban community residence (as youth in rural communities often lack access to LGBT resources compared with those in urban settings), we believed it critically important to ensure the enrollment of a diverse sample. As such, we had a complex sampling scheme based on race, ethnicity, urban versus rural residence (determined by ZIP code), age, and sexual identity. For the sake of parsimony, we report the sample characteristics for the RCT only.

**Results**

**Online Focus Groups**

A total of 4 focus groups were conducted to inform the development of program content and the protocol: 2 with sexually experienced youth and 2 with sexually inexperienced youth. A more detailed description of the focus group methods and results are described elsewhere [23-25].

**Advertisement Metrics**

Facebook ads for the first round of focus groups (ie, 1 with sexually experienced youth, 1 with sexually inexperienced youth) were submitted to FB for approval on November 9, 2012 and approved the same day. The ads ran for 4 days (ie, November 9-12). On the basis of FB recommendations, pricing was set with a maximum bid per click of US $0.90 and maximum daily budget of US $25. Additionally, our LGBT-focused partner organization posted an announcement regarding the study on its website forum from November 3 to 7, 2012.

At a total cost of US $100, with an average of US $0.68 per click, the FB ad campaign resulted in 148 clicks and a CTR of 0.04 (Table 1). We spent an average cost of US $2.50 per enrolled participant ($=40).

In January 2013, another recruitment effort was implemented to enroll youth for the second set of focus groups. Facebook ads were submitted 5 days before the intended recruitment start date to ensure we had approval; ads were approved the same day of submission. The FB ads ran for 9 days (ie, January 14-22, 2013). Pricing was set again with a maximum bid per click of US $0.90 with a maximum daily budget of US $25. Another LGBT-focused partner organization also posted an announcement of the study on its FB page on January 12, 2013.

A total of 13 screeners were received during the first 3 days of recruitment. Of these, 6 appeared to be eligible. To invigorate enrollment, our previous LGBT-focused organization partner emailed the recipients in its mailing list on January 16, 2013. We also modified the FB recruitment ads by removing the targeted interests or keywords (eg, Katy Perry), adding targeting criteria to include teenaged men who were “interested in men,” updating the image to one thought to be more relevant (Figure 1), increasing the daily ad budget to US $100, and changing the maximum bid per click to US $0.74. These changes doubled our selected audience (ie, the number of people the ad had the potential to reach based on ad targeting criteria) from 21,000 to 46,000 and resulted in 143 newly completed screeners in a 24-hour period.

The FB ads were active for a total of 7 days, posted nonconsecutively between January 14 and 22, 2013 (ie, ads were paused or stopped during the ad campaign depending on recruitment needs). We spent an average of US $6.96 per enrolled participant in this second effort (Table 1; $=40).
### Table 1. Facebook advertisement placement metrics by study activity.

<table>
<thead>
<tr>
<th>Facebook ad placement metrics by study activity</th>
<th>Placement</th>
<th>Impression device</th>
<th>Reach</th>
<th>Clicks</th>
<th>Unique clicks</th>
<th>CTR&lt;sup&gt;a&lt;/sup&gt;</th>
<th>uCTR&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Cost&lt;sup&gt;c&lt;/sup&gt; per unique click</th>
<th>Cost&lt;sup&gt;c&lt;/sup&gt; per each enrolled participant</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Focus group 1&lt;sup&gt;f&lt;/sup&gt; (n=80)</strong></td>
<td>N/A</td>
<td>N/A</td>
<td>93,823</td>
<td>148</td>
<td>148</td>
<td>0.04</td>
<td>N/A</td>
<td>$100.00</td>
<td>$2.50</td>
</tr>
<tr>
<td>Focus group 2&lt;sup&gt;f&lt;/sup&gt; (n=80)</td>
<td>N/A</td>
<td>78,235</td>
<td>846</td>
<td>774</td>
<td>0.11</td>
<td>1.11</td>
<td>$278.35</td>
<td>$0.42</td>
<td>$6.96</td>
</tr>
<tr>
<td><strong>Content advisory team 1&lt;sup&gt;b&lt;/sup&gt; (n=24)</strong></td>
<td>Right column ads on home page</td>
<td>Desktop or laptop</td>
<td>220,332</td>
<td>1667</td>
<td>1525</td>
<td>0.06</td>
<td>0.27</td>
<td>$483.99</td>
<td>$0.16</td>
</tr>
<tr>
<td></td>
<td>Right column ads</td>
<td>Desktop or laptop</td>
<td>161,051</td>
<td>839</td>
<td>767</td>
<td>0.04</td>
<td>0.22</td>
<td>$296.54</td>
<td>$0.19</td>
</tr>
<tr>
<td></td>
<td>Unknown placement</td>
<td>Other</td>
<td>335</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$0.00</td>
<td>$0.00</td>
</tr>
<tr>
<td><strong>Content advisory team 2&lt;sup&gt;l&lt;/sup&gt; (n=24)</strong></td>
<td>Right column ads on home page</td>
<td>Desktop or laptop</td>
<td>52,184</td>
<td>418</td>
<td>381</td>
<td>0.07</td>
<td>0.51</td>
<td>$101.12</td>
<td>$0.23</td>
</tr>
<tr>
<td></td>
<td>Right column ads</td>
<td>Desktop or laptop</td>
<td>37,327</td>
<td>168</td>
<td>157</td>
<td>0.05</td>
<td>0.35</td>
<td>$46.29</td>
<td>$0.22</td>
</tr>
<tr>
<td></td>
<td>News Feed</td>
<td>Desktop or laptop</td>
<td>17,175</td>
<td>271</td>
<td>221</td>
<td>1.45</td>
<td>1.23</td>
<td>$95.44</td>
<td>$0.34</td>
</tr>
<tr>
<td></td>
<td>News Feed</td>
<td>Mobile phone or tablet</td>
<td>133,202</td>
<td>1432</td>
<td>1256</td>
<td>1.82</td>
<td>1.51</td>
<td>$465.65</td>
<td>$0.39</td>
</tr>
<tr>
<td></td>
<td>Unknown placement</td>
<td>Other</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$0.00</td>
<td>$0.00</td>
</tr>
<tr>
<td><strong>Beta test&lt;sup&gt;l&lt;/sup&gt; (n=20)</strong></td>
<td>Right column ads on home page</td>
<td>Desktop or laptop</td>
<td>13,276</td>
<td>71</td>
<td>67</td>
<td>0.11</td>
<td>0.4</td>
<td>$24.36</td>
<td>$0.27</td>
</tr>
<tr>
<td></td>
<td>Right column ads</td>
<td>Desktop or laptop</td>
<td>12,071</td>
<td>84</td>
<td>79</td>
<td>0.1</td>
<td>0.53</td>
<td>$35.05</td>
<td>$0.28</td>
</tr>
<tr>
<td></td>
<td>News Feed</td>
<td>Desktop or laptop</td>
<td>7006</td>
<td>144</td>
<td>115</td>
<td>1.56</td>
<td>1.36</td>
<td>$40.90</td>
<td>$0.26</td>
</tr>
<tr>
<td></td>
<td>News Feed</td>
<td>Mobile phone or tablet</td>
<td>34,886</td>
<td>1430</td>
<td>1031</td>
<td>3.13</td>
<td>2.35</td>
<td>$243.58</td>
<td>$0.23</td>
</tr>
<tr>
<td><strong>RCT&lt;sup&gt;e&lt;/sup&gt; (n=302)</strong></td>
<td>Right column ads on home page</td>
<td>Desktop or laptop</td>
<td>54,304</td>
<td>607</td>
<td>548</td>
<td>0.17</td>
<td>0.79</td>
<td>$455.27</td>
<td>$0.72</td>
</tr>
<tr>
<td></td>
<td>Right column ads</td>
<td>Desktop or laptop</td>
<td>43,736</td>
<td>411</td>
<td>386</td>
<td>0.12</td>
<td>0.81</td>
<td>$346.01</td>
<td>$0.68</td>
</tr>
<tr>
<td></td>
<td>News Feed</td>
<td>Desktop or laptop</td>
<td>34,234</td>
<td>728</td>
<td>607</td>
<td>1.36</td>
<td>1.28</td>
<td>$349.81</td>
<td>$0.57</td>
</tr>
<tr>
<td></td>
<td>News Feed</td>
<td>Mobile phone or tablet</td>
<td>194,084</td>
<td>10,535</td>
<td>7333</td>
<td>3.54</td>
<td>3.12</td>
<td>$2605.36</td>
<td>$0.35</td>
</tr>
</tbody>
</table>

<sup>a</sup> CTR: click-through rate.

<sup>b</sup> uCTR: unique click-through rate.

<sup>c</sup> All costs are in US dollars.

<sup>d</sup> CPC: cost per click.

<sup>e</sup> Facebook (FB) ad pricing structure: maximum bid per click of US $0.90. Daily budget: US $25.

<sup>f</sup> N/A: not applicable (FB did not have the information available at the time of recruitment).
Recruitment Efficiency

We received 209 completed screeners from the first round of focus groups, of which 94/209, 45.0% did not meet the study eligibility criteria. The most common reasons for ineligibility were age 41/94, 44%; not being cisgender male 20/94, 21%; and not being enrolled in an unlimited text messaging plan 12/94, 13%. For the second round of focus groups, we received 251 completed screeners, of which 99/251, 39.4% did not meet the study eligibility criteria. The most common reasons for ineligibility were not being a cisgender male 30/99, 30%; not being the exclusive owner of a cell phone 20/99, 20%; and not being enrolled in an unlimited text messaging plan 17/99, 17%.

Among the 115 candidates who appeared eligible from their Web-based screener responses during the first round of focus groups, 77/115, 67.0% candidates were contacted during the enrollment period. The remaining eligible candidates were not contacted because either the target sample size was met or their particular allocation bin was full; this applies for all study activities. It took 9 days to enroll 40 participants (ie, 20 sexually experienced, 20 sexually inexperienced) for the first round of focus groups. For the second round of focus groups, among the 152 candidates who appeared eligible given their screener responses, 75/152, 49.3% were contacted. Candidates were contacted until our target sample size of 20 participants was met for each focus group. The second round of focus groups required 11 days to enroll 40 participants.

Content Advisory Teams

Advertisement Metrics

Next, we recruited a content advisory team, comprising 10 young participants from our target population, to review the draft of our program content. To do so, we made several changes to the FB campaign originally launched for the focus groups: we created multiple versions of the same ad in which the headline and tagline varied, increased the daily budget to US $150, and changed the maximum bid per click to be between US $0.25 and $0.69. The FB ads were live for 10 days between July 5 and 14, 2013. These changes resulted in an average cost of US $32.52 per enrolled participant (Table 1; n=24).

We also created a Google AdWords campaign of 187 keywords (eg, gay guys, gay teen, gay chat rooms). Ads were targeted by: network (all), device (all), location (United States), and language (English). The bid strategy was focused on clicks, manual maximum CPC bidding, and a set maximum daily budget of US $329 per day. A total of 3 different Google AdWords campaigns ran for 7 days (July 6-12, 2013) and received 962 clicks, 79,315 impressions, a CTR of 1.2%, and CPC of US $1.61. The total cost of the campaign, which was included in the advertising budget grant covered by Google AdWords, was US $1547.07.

After integrating findings from the first content advisory team into the content, we recruited a second content advisory team to confirm the modifications to the messaging. The FB recruitment campaign was further modified to optimize the pricing to get more clicks (ie, FB automatically bids to maximize the clicks to a website that can be achieved with the campaign budget) as opposed to preidentifying a maximum bid per click.
In an attempt to increase the reach of our Google AdWords, 6 enrolled participant (Table 1; n=20). The FB ads were active for 7 days between August 28 and September 5, 2013, resulting in an average cost of US $29.52 per enrolled participant (n=24).

We used the same targeting criteria as described above in our Google AdWords campaign. As an exception, we set the network specifically to Google search networks (ie, a group of search-related websites, such as Google search sites and non-Google search sites—like AOL—that partner with Google to show search ads, where the ad may appear), rather than both search and display networks (ie, display networks consist of a group of more than a million websites, videos, and apps where the ad may appear) [27]. A total of 4 Google AdWords campaigns ran for 10 days (August 28 to September 6, 2013) using the same list of keywords noted above. Google AdWords received 2055 clicks, 209,257 impressions, a CTR of 0.98%, a CPC of US $1.59, and a total cost of US $3267.79.

Recruitment Efficiency

We received 271 Web-based screeners from the first content advisory team, of which 132/271, 48.7% did not meet the study eligibility criteria. The most common reasons for ineligibility were age 45/132, 34.1%, not being the exclusive owner of a cell phone 42/132, 31.8%, and not being enrolled in an unlimited text messaging plan 10/132, 7.6%. For the second content advisory team, 246 completed screeners were received, of which 84/246, 34.1% did not meet the study eligibility criteria. The most common reasons for ineligibility were not being enrolled in an unlimited text messaging plan 30/84, 36%; not being the exclusive owner of a cell phone 21/84, 25%; and having not used text messaging for 6 months or more 17/84, 20%.

Among the 139 eligible candidates based on the Web-based screener responses received during the first content advisory team, 79/139, 56.8% candidates were contacted during the enrollment period. For the second content advisory team, among the 162 eligible candidates, 69/162, 42.6% candidates were contacted. A total of 48 participants were enrolled in both content advisory teams. None of the participants were enrolled through the Google AdWords campaign; all were from FB outreach efforts.

It took 10 days to enroll 24 participants in the first content advisory team as well as the second content advisory team, including the time to schedule and complete the enrollment telephone calls.

Beta Test

Advertisement Metrics

The same FB ad settings used as described above in the second content advisory team were used in the beta test effort, with the exception of reducing the daily budget to US $100. The FB ads were active for 7 nonconsecutive days between March 9 and 29, 2014, and we spent an average cost of US $17.19 per each enrolled participant (Table 1; n=20).

In an attempt to increase the reach of our Google AdWords, 6 campaigns were created for the beta test recruitment effort. Additional headlines hypothesized to be more attention-grabbing (ie, by asking a question: “Are you a gay or bi teen?”) were added. Google AdWords were active for 6 days (March 12-17, 2014) and generated 599 clicks, 42,092 impressions, a CTR of 1.4%, CPC of US $1.43, and a total cost of US $854.46.

Recruitment Efficiency

We received 236 completed screeners during the beta test recruitment, of which 68/236 28.8% did not meet the study eligibility criteria at the initial screening. The most common reasons for ineligibility were not being the exclusive owner of a cell phone 21/68, 31%; did not intend to keep the current cell phone for 6 months or more 21/68, 31%; and not being cisgender 15/68, 22%.

Among the 168 eligible candidates based on the Web-based screener responses received, 51/168, 30.4% candidates were contacted during the enrollment period; 40/51, 78.4% candidates responded; and 20/40, 50.0% participants were enrolled in the beta test. Again, no participants were enrolled through the Google AdWords campaign. It should be noted that the question querying how candidates heard about the research study was removed from the beta test Web-based screener. That said, no participants reported hearing about the study through Google AdWords.

It took 16 days to enroll 20 participants into the beta test. The length of time to complete enrollment exceeded that for previous recruitment activities because we newly implemented our targeting strategy to ensure a diverse sample of participants. This protocol was added at this step to ensure feasibility during the RCT enrollment effort.

Randomized Controlled Trial

Advertisement Metrics

The same FB targeting strategy to ensure a diverse sample of participants. The same FB ad settings used in the beta test were implemented in the RCT. We were able to take advantage of a newly added FB targeting category that allowed us to advertise to users who were “interested in men and women”; previously, we were only able to target those who were “interested in men.” New ad images were used toward the end of field that were thought to be more salient to specific populations (ie, younger participants, nonwhite race; Figure 2, numbers 2-5). The FB ads were active for 52 nonconsecutive days between June 20 and October 31, 2014, and cost an average of US $12.54 to enroll each of the 302 RCT participants (Table 1). Notably, 32.3% (US $1221.55/$3787.08) of the recruitment money was spent to reach and enroll the last 10% of the sample, as these represented the youth who were particularly difficult to reach (eg, 14- to 15-year-old black youth; 14-year-old youth). Excluding these participants, the average cost per enrolled participant was US $9.47.

In total, 4 Google AdWords campaigns using the same targeting criteria as above were active for 15 days (June 16-30, 2014) before they were discontinued. The ads generated 1324 clicks, 132,843 impressions, a CTR of 1.00%, a CPC of US $1.59, and a total cost of US $2105.29.
Recruitment Efficiency

We received 1522 completed screeners during the RCT recruitment, of which 411/1522, 27.0% were ineligible based on their responses to the Web-based screener. The most common reasons for ineligibility were not being cisgender male 129/411, 31.4%; did not intend to keep current cell phone for 6 months or more 108/411, 26.3%; and not being enrolled in an unlimited text messaging plan 77/411; 18.7%. Among the 1111 eligible or potentially eligible screeners received, 600/1111, 54.0% candidates were contacted sequentially based on their allocation bin during the enrollment period. Those who were eligible but their allocation bin was filled were not contacted. Among those contacted, 494/600, 82.3% candidates responded, and 342/494, 69.2% candidates spoke to study staff, ultimately resulting in the enrollment of 328/342, 95.9% participants, of whom 302/328, 92.1% were randomized into the RCT.

It took 148 days to enroll and randomize 302 participants at an average rate of 13.7 participants per week (range 1-28 participants). Research staff aimed to enroll between 15 and 20 participants per week, so that a manageable number of participants were actively receiving the intervention at any given time. An average of 1.54 contact attempts were required to enroll study participants (range 1-6).

Sample Diversity

Screeners were more commonly completed by sexually experienced 865/1522, 56.8% than inexperienced 628/1522, 41.3% young men. Inexperienced youth were also slightly more likely to respond to staff outreach about the program, 258/494, 52.2% versus 236/494, 47.8%. In total, 1036/1522, 68.1% of the screeners were from white youth, compared with 91/1522, 5.98% from black or African American youth and 39/1522, 2.6% from Asian youth.

Facebook advertising was regularly adjusted based on the allocation bins (Figure 3). For example, if all the bins for 18-year-olds were filled, we adjusted the targeting on FB ads to include only 14- to 17-year-olds. Also, when noticeably fewer screeners were received from 14- to 15-year-olds, in part because of fewer FB profiles of young people in this age range, we created FB ads that specifically targeted these younger teenagers. This purposeful sampling strategy (Table 2) resulted in a sample that was 14.2% black or African American and 23.2% living in rural settings.
Table 2. Randomized controlled trial randomized participant demographic characteristics based on allocation bins (N=302).

<table>
<thead>
<tr>
<th>Participant characteristics¹</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sexually experienced</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>153 (50.7)</td>
</tr>
<tr>
<td>No</td>
<td>149 (49.3)</td>
</tr>
<tr>
<td><strong>Age, years</strong></td>
<td></td>
</tr>
<tr>
<td>14-15</td>
<td>116 (38.4)</td>
</tr>
<tr>
<td>16-18</td>
<td>186 (61.6)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>204 (67.5)</td>
</tr>
<tr>
<td>Black</td>
<td>43 (14.2)</td>
</tr>
<tr>
<td>All other</td>
<td>55 (18.2)</td>
</tr>
<tr>
<td><strong>Hispanic</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>67 (22.2)</td>
</tr>
<tr>
<td>No</td>
<td>235 (77.8)</td>
</tr>
<tr>
<td><strong>Sexual identity</strong></td>
<td></td>
</tr>
<tr>
<td>Gay and/or queer</td>
<td>195 (64.6)</td>
</tr>
<tr>
<td>Bisexual</td>
<td>107 (35.4)</td>
</tr>
<tr>
<td><strong>Type of community</strong></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>70 (23.2)</td>
</tr>
<tr>
<td>Urban</td>
<td>232 (76.8)</td>
</tr>
</tbody>
</table>

¹Demographic characteristics reflect participant responses during the phone screener, as most of these questions were not again queried in the baseline survey. With exception, sexual experience was assigned based on response to the baseline survey as a more comprehensive battery of questions were asked that would subsequently lead to participants being assigned to the sexually experienced or sexually inexperienced program.

Challenges in balancing the sample were encountered when participants provided different responses on the phone or baseline survey than what they had reported in the Web-based screener, resulting in the allocation bin being overfilled (Figure 4). For example, although the same behaviorally based items to query sexual experience were used in the Web-based screener and baseline survey, 29 participants indicated a different sexual experience history than they had first reported in the Web-based screener. Similar issues were also observed with other demographic characteristics used for allocation (eg, race, n=38; ethnicity, n=22).
Figure 3. Example of Facebook recruitment advertisements used during the randomized controlled trial.

Example News Feed Style Advertisements:

One Facebook advertisement image used is excluded because of copyright permissions. The image depicted 2 African American teens—one with his arm around the other.

Figure 4. Example of real-time enrollment monitoring tool on the Guy2Guy study administrative interface.

Allocation data

<table>
<thead>
<tr>
<th>Demographic Allocation (Experienced)</th>
<th>14-15 yrs.</th>
<th>16-18 yrs.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rural</td>
<td>Urban</td>
</tr>
<tr>
<td>Not Hispanic</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>13/7</td>
<td>23/23</td>
</tr>
<tr>
<td>Black</td>
<td>0/2</td>
<td>2/9</td>
</tr>
<tr>
<td>All Other</td>
<td>0/2</td>
<td>2/6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Demographic Allocation (Inexperienced)</th>
<th>14-15 yrs.</th>
<th>16-18 yrs.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rural</td>
<td>Urban</td>
</tr>
<tr>
<td>Not Hispanic</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>12/7</td>
<td>22/22</td>
</tr>
<tr>
<td>Black</td>
<td>0/2</td>
<td>3/9</td>
</tr>
<tr>
<td>All Other</td>
<td>3/2</td>
<td>10/6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Randomization Allocation</th>
<th>Experienced</th>
<th>Inexperienced</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intervention</td>
<td>Control</td>
<td>Intervention</td>
</tr>
<tr>
<td>Gay / Queer</td>
<td>45</td>
<td>33</td>
</tr>
<tr>
<td>Bisexual</td>
<td>32</td>
<td>20</td>
</tr>
</tbody>
</table>

Within each bin, the number on the right is the target sample size, the number on the left is the number currently enrolled. Black font reflects a bin that has not yet reached its preset target sample size. Orange font reflects a bin that has reached or gone over the target sample size. For example, 13/7 signifies that 13 white, rural, non-Hispanic, sexually experienced 14- to 15-year-olds were enrolled, but the target based on the allocation bin was 7.
Discussion

On the basis of our iterative development of an Internet-based recruitment strategy aimed at 14- to 18-year-old AGBM, our findings suggest that protocols designed to use FB to reach a national sample of diverse youth will be most effective if they use images salient to the target population, are broad (eg, targeted based on minimum eligibility criteria, such as age, sex) rather than too specific (eg, not targeted on interests or keywords), are regularly monitored for performance, and the ad targets are regularly modified to meet recruitment needs.

Our findings suggest that not all Web-based advertising has the same effect when trying to reach AGBM adolescent men. Indeed, our Google AdWords outreach effort did not result in a single participant being enrolled. This is likely because our reach—based on the keyword targeting we utilized—was too diffuse. Beyond keywords, we could only target Google AdWords campaigns by location (eg, United States). Therefore, the people who saw our ads went well beyond our very specific population of interest. On the other hand, FB advertising was much more successful, resulting in the enrollment of 405/450, 90.0% of our study sample across the 4 research activities. The FB ad manager allowed the ad to be targeted on multiple criteria beyond location, such as gender, age, and the relationship interests that FB users indicate in their profile (ie, interested in men, interested in men and women). In sexual health research, this ability to target ads based on relationship interest can narrow the ad audience down to the target audience, in our case AGBM, thereby increasing recruitment cost-effectiveness and efficiency. It is worth noting that our experiences may not generalize to other populations and research topics, however [28,29].

Although our specific recruitment goals were identified before recruitment (eg, race, ethnicity, age), the ability to reach recruitment goals is nonetheless dependent on having those from diverse backgrounds actually see the recruitment advertisement and subsequently complete a screener. Although FB ad manager did not allow for tailoring based on diversity targets (eg, race, ethnicity) at the time, resulting screeners reflected a sufficiently diverse group of youth that allowed us to follow-up with youth who met our diversity goals. It should be noted that updating the ad image so that it better resonates with a specific population or targeting the ad to specific cities or states that have demographic profiles of interest can also invigorate sample diversity.

Limitations

These findings should be considered within the context of the study’s limitations. For example, by targeting FB users through the “interested in” targeting category, we targeted those youth who are more likely out because they indicated their dating preferences on a social networking profile. However, FB users can choose to make specific parts of their profile private (eg, only visible to them or their friends), so that they can still complete their profile while limiting who is able to see their information (eg, parents, nonfriends). Additionally, by recruiting on FB, this inherently excludes those youth who are not on FB. Given that FB continues to be the most popular social networking site for teenagers, however [30], this recruitment method still provides a unique opportunity to reach a national sample of adolescents. Indeed, some may wonder why we did not use other Web-based recruitment strategies such as the Turk. This is because our goal was to test the interest of our intervention among AGBM teenagers in places where they “hang out” online rather than places where people go to earn money.

Conclusions

This research has elucidated important and effective strategies for utilizing social media for the recruitment of youth to research. The utilization of social media for recruitment of hard-to-reach youth, particularly sexual minority teenaged males for whom privacy may be an issue, is increasingly important as targeting these youth for health, support, and sexual health programs is a public health imperative. Although our research indicates the cost-effectiveness and overall efficiency of using Facebook in particular for recruiting AGBM into research, alternative social media strategies should be explored as they become more popular with youth. It will be essential to continue documenting successful outlets for recruitment of hard-to-reach youth. Given that the research project we described herein was sensitive in nature and we were able to demonstrate success in Web-based recruitment, we are confident that these strategies can be utilized to recruit AGBM for research related to sexual health topics and perhaps other topics. Additional research is needed to demonstrate the success of these strategies with other populations.
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Abstract

Background: The advent of the Internet has driven a technological revolution that has changed our lives. As part of this phenomenon, social networks have attained a prominent role in health care. A variety of medical services is provided over the Internet, including home monitoring, interactive communications between the patient and service providers, and social support, among others. This study emphasizes some of the practical implications of Web-based health social networks for patients and for health care systems.

Objective: The objective of this study was to assess how participation in a social network among individuals with a chronic condition contributed to patient activation, based on the Patient Activation Measure (PAM).

Methods: A prospective, cross-sectional survey with a retrospective component was conducted. Data were collected from Camoni, a Hebrew-language Web-based social health network, participants in the diabetes mellitus, pain, hypertension, and depression/anxiety forums, during November 2012 to 2013. Experienced users (enrolled at least 6 months) and newly enrolled received similar versions of the same questionnaire including sociodemographics and PAM.

Results: Among 686 participants, 154 of 337 experienced and 123 of 349 newly enrolled completed the questionnaire. Positive correlations ($P<.05$) were found between frequency and duration of site visits and patient activation, social relationships, and chronic disease knowledge. Men surfed longer than women ($\chi^2=10.104, P<.05$). Experienced users with diabetes surfed more than those with other illnesses and had significantly higher PAM scores (mean, $M=69.3$, standard deviation, $SD=19.1$, PAM level 4; $Z=-4.197, P<.001$) than new users ($M=62.8$, $SD=18.7$, PAM level 3). Disease knowledge directly predicted PAM for all users ($\beta=.26$ and .21, respectively). Frequency and duration of social health network use were correlated with increased knowledge about a chronic disease. Experienced surfers had higher PAM than newly enrolled, suggesting that continued site use may contribute to increased activation.

Conclusions: Web-based social health networks offer an opportunity to expand patient knowledge and increase involvement in personal health, thereby increasing patient activation. Further studies are needed to examine these changes on other aspects of chronic illnesses such as quality of life and costs.

(J Med Internet Res 2016;18(8):e212) doi:10.2196/jmir.5832
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Introduction

According to Pew [1] and Harris [2] polls, more than 70% of Internet users looked on the Internet for health information. Across all age groups, Internet use has increased from 2005 through 2013 [3]. Individuals 18 to 29 years of age are most likely to use social networking sites (89%), and men and women surf equally among them [1].

Patients with chronic illness are less likely to use the Internet, although use is still high at 62% [4]. Moreover, research indicates that Internet users with a chronic illness are more likely to blog or contribute to a Web-based discussion, a listserve, or other Web-based group forum that helps people with personal issues or health problems [5,6].

Patient activation describes how much a patient is involved in his or her health care. It includes self-efficacy, behavior, and knowledge and can predict healthy behaviors, preventive care measures, disease-specific self-care behavior, and information seeking [7]. Activated patients are better at self-management [8-10], which affects health outcomes [11], decreases health care costs, and increases quality of life [12].

The Internet can impact self-management and activate patients. Patient activation varies by socioeconomic status [6,13], and the Internet offers a potential mechanism to reduce these inequalities. Studies include Web-based self-management [14], patient portals [15,16], Web-based patient activation interventions [17], and Web-based interventions for a variety of health-related issues ranging from chronic conditions, health promotion, and mental health. Overall, there have been small, but statistically significant effects [18]. A review of studies of chronically ill samples and the impact of participation in Internet programs that combine health information with Web-based peer support, decision support, or help with behavior, found improvements in users’ knowledge, social support, health behaviors, and clinical outcomes. Participants’ self-efficacy was enhanced as well [19,20]. In addition, eHealth, Web-based interventions provide cost-effective patient empowerment or at least suggest promising evidence thereof [21].

Little is known about Web-based social networks. A review on the impact of Web-based social networks on health behavior changes concluded that there is very modest evidence that interventions incorporating Web-based social networks may be effective [22,23].

We previously found that a social health network (without interventions) led to increased patient activation, as active participants serve as role models for other participants for health management [24]. They learn self-efficacy, gain knowledge, and learn to behave in ways consistent with self-management. In this study, we examined the association of continued participation in a social health network with patient activation after 3 months of enrollment.

Methods

The Platform

The research was conducted using the Camoni (which means “Like me” in Hebrew) site, which was established in 2008. Camoni is the first Hebrew-language social network. It is targeted to individuals with chronic conditions and it helps them find others facing similar health issues.

The Camoni site is comprised of 16 communities (diabetes mellitus, chronic pain, heart disease, hypertension, obesity, eating disorders, multiple sclerosis, spinal injury, lung disease, kidney disease, stroke, osteoporosis, Crohn’s disease, cancer, obesity, and depression), defined according to chronic health conditions. A medical expert (physician, nurse, or psychologist) heads each community. Camoni offers advice, the opportunity to consult with experts, and the chance to converse with other patients who face the same health condition. The site includes blogs, forums, support groups, internal mail, and chats. It also explains each health condition, its diagnosis, and offers practical advice on how to maintain one’s health and cope with the disease. Registration is required for active participation on the site, which is open to all. More than 21,000 patients have registered, and 400 to 500 join monthly.

Recruitment

This was a cross-sectional survey with a retrospective element. Data were collected from November 1, 2012, to October 31, 2013. The study focused on the 4 largest Camoni communities: diabetes mellitus (n=5015), pain (n=4255), depression (n=3877), and hypertension (n=3821). Eating disorders were not included despite its size (n=4500) due to community sensitivities. The respondents were divided into 3 groups. The first group, defined as “newly enrolled,” was comprised of those who had just joined the site. The second group defined as “experienced respondents,” was comprised of those who had used the site for at least 6 months before the beginning of the study. The third group included a subgroup defined as “experienced and new respondents” who answered the initial questionnaire and a follow-up approximately 3 months after the registration. The study was approved by the Ethics Committee of Bar Ilan University.

Instruments

Two similar versions of the same questionnaire were used. The first was for experienced users and included 49 questions, written in the present tense. For example, “How much support do you expect to get from the site?” The second questionnaire was for the newly enrolled respondents and included 48 questions, written in the future tense. For example, “How much support do you expect to get from the site?” The questionnaire was sent to everyone who registered at the site during the study period. Both questionnaires queried sociodemographics, the self-reported effect of the use of the site, and personal involvement in the chronic illness.

The questionnaire was accessible through Google Docs. An invitation to participate and a link were available on the Camoni home page of each of the 4 disease communities. During the recruitment period, reminders were placed in the monthly
Newsletter sent to all Camoni respondents who had not declined the option.

**Demographic and Health Characteristics**

Respondents were asked to provide information about basic demographic variables such as age, gender, education, family status, income, and diagnosis, as well as information regarding their use of the website.

**Personal Involvement in Health Care Related to Site Use**

This section was based on the work of Lemire et al [25]. It measures the site’s influence on respondents’ health behaviors. Two similar versions were used. The questionnaire for veteran users included 20 items, and the questionnaire for the new respondents included 17 items. The number of questions for each group differed because some questions were not relevant to new users. For example: “How frequently do you visit the site on average?” Possible responses ranged from “several times a day” to “less than once a month”; “About how long do you spend on the site each time?” Possible responses ranged from “less than 10 minutes” to “more than an hour”; and “Are you an active user of the site (write or post notices, tips, etc.)?” with a “yes” or “no” response. Both versions used a 4-point scale (1=strongly disagree to 4=strongly agree). There were no reversed items. The items were divided into 3 dimensions: (1) Knowledge about the disease—for example, “The site allows me to develop a better understanding of my personal health” (4 items, α=.846); (2) Social relationships—for example, “The site helps me feel less lonely” (4 items, α=.811); and (3) Involvement in personal health—for example, “The site makes me feel more confident about the choices I plan on making” (10 items, α=.916).

**Patient Activation Measure (PAM)**

This section was based on the work of Hibbard et al [26]. It captures the degree to which patients have the beliefs, knowledge, and skills to manage their condition(s), collaborate with their providers, maintain their health, and access appropriate and high-quality care [27]. The PAM includes 13 items on a 4-point scale (1=strongly disagree to 4=strongly agree). An interval scale of 0 to 100 was calculated (Cronbach α=.899). The interval score can be divided into 4 levels. Level 1: May not yet believe that the patient role is important (PAM score of 45.2 or lower); Level 2: Lacks confidence and knowledge to take action (PAM score of 47.4-52.9); Level 3: Beginning to take action (PAM score of 56.4-66.0); and Level 4: Has no difficulty maintaining behaviors over time (PAM score of 68.5 or above). The PAM questionnaire was translated into Hebrew and was validated [28].

**Statistical Analysis**

Statistical analyses were performed using the SPSS statistical software, version 21. Chi-square tests for independence were used to examine the dependency between the duration of the site visits and sociodemographic attributes of the experienced users. Spearman correlations were used to examine the correlation between site visits and personal empowerment. Mann–Whitney and Wilcoxon nonparametric tests were used to examine the differences in PAM interval score. A Mann–Whitney test was used to examine the differences in the PAM interval scores between new and experienced users.

Predictors of PAM were analyzed through structural equation modeling with AMOS, version 21, creating a path analysis with the maximum likelihood method. Structural equation modeling was carried out to examine predictors of the PAM interval score. A multiple-group analysis yielded a good model fit ($\chi^2=2.4; \ P=.664$; comparative fit index =1.000; normed fit index =.999; root mean square error of approximation =.000). As can be seen in Figure 1, for the new respondents, PAM was predicted directly by knowledge about the disease ($\beta=.26$) and only by that factor. Social relationship and involvement in personal health had a strong correlation with knowledge about the disease and among themselves. In Figure 2, for the experienced users, PAM level was also predicted directly by knowledge about the disease ($\beta=.21$). The correlations between the 3 factors of empowerment were also high and significant among the experienced users.
Results

Significant Findings

Table 1 describes the demographics of the new respondents and the experienced users.

There were several differences between the groups. New registrants were younger, included more singles, were less educated, and had lower incomes than the experienced users.

Table 2 describes the relationship between frequency and duration of visits to the Camoni site and knowledge about the disease, social relationships, and involvement in personal health among experienced users.
Table 1. Descriptive statistics of study variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>New users N (%)</th>
<th>Experienced users N (%)</th>
<th>Total N (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Male</td>
<td>Female</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>123 (35.2)</td>
<td>154 (45.7)</td>
<td>277 (40.4)</td>
</tr>
<tr>
<td>Female</td>
<td>226 (64.8)</td>
<td>183 (54.3)</td>
<td>409 (59.6)</td>
</tr>
<tr>
<td>Family status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>63 (18)</td>
<td>46 (14)</td>
<td>109 (16.1)</td>
</tr>
<tr>
<td>Married</td>
<td>178 (52.0)</td>
<td>203 (60.4)</td>
<td>381 (56.2)</td>
</tr>
<tr>
<td>Divorced/separated</td>
<td>86 (25)</td>
<td>62 (19)</td>
<td>148 (21.8)</td>
</tr>
<tr>
<td>Widower</td>
<td>15 (4)</td>
<td>25 (7)</td>
<td>40 (6)</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15-19</td>
<td>4 (1)</td>
<td>2 (0.6)</td>
<td>6 (0.9)</td>
</tr>
<tr>
<td>20-39</td>
<td>74 (23)</td>
<td>28 (9)</td>
<td>102 (15.8)</td>
</tr>
<tr>
<td>40-59</td>
<td>162 (49.2)</td>
<td>126 (39.9)</td>
<td>288 (44.7)</td>
</tr>
<tr>
<td>60+</td>
<td>89 (27.1)</td>
<td>160 (50.6)</td>
<td>249 (38.6)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Elementary or high school</td>
<td>202 (58.6)</td>
<td>149 (44.2)</td>
<td>351 (51.5)</td>
</tr>
<tr>
<td>Academic</td>
<td>143 (41.4)</td>
<td>188 (55.8)</td>
<td>331 (48.5)</td>
</tr>
<tr>
<td>Income</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lower than average</td>
<td>189 (55.8)</td>
<td>138 (42.5)</td>
<td>327 (49.2)</td>
</tr>
<tr>
<td>Average</td>
<td>72 (21)</td>
<td>85 (26)</td>
<td>157 (23.6)</td>
</tr>
<tr>
<td>Above average</td>
<td>78 (23)</td>
<td>102 (31.4)</td>
<td>180 (27.1)</td>
</tr>
<tr>
<td>Chronic illness</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>96 (27)</td>
<td>164 (48.1)</td>
<td>260 (37.6)</td>
</tr>
<tr>
<td>Pain</td>
<td>167 (47.7)</td>
<td>112 (32.8)</td>
<td>279 (40.4)</td>
</tr>
<tr>
<td>Depression</td>
<td>129 (36.9)</td>
<td>68 (20)</td>
<td>197 (28.5)</td>
</tr>
<tr>
<td>Hypertension</td>
<td>137 (39.1)</td>
<td>150 (44.0)</td>
<td>287 (41.5)</td>
</tr>
<tr>
<td>Number of illnesses</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>152 (53.8)</td>
<td>186 (58.3)</td>
<td>338 (49.2)</td>
</tr>
<tr>
<td>2</td>
<td>106 (32.2)</td>
<td>96 (30)</td>
<td>202 (34.3)</td>
</tr>
<tr>
<td>3+</td>
<td>51 (14)</td>
<td>37 (12)</td>
<td>88 (17)</td>
</tr>
</tbody>
</table>

*a The chi-square test for independence significant at $P<.05$

Table 2. Spearman correlations between the frequency and duration of visits and the 3 factors of personal empowerment in health, among experienced users.

<table>
<thead>
<tr>
<th>Correlations</th>
<th>Knowledge about the disease (N=362)</th>
<th>Social relationships (N=374)</th>
<th>Involvement in personal health (N=374)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency of visiting the site (1=less than once a month, 7=a few times a day)</td>
<td>$0.251^a$</td>
<td>$0.271^a$</td>
<td>$0.292^a$</td>
</tr>
<tr>
<td>Duration of the visits (1=less than 10 minutes, 4=more than an hour)</td>
<td>$0.136^a$</td>
<td>$0.152^a$</td>
<td>$0.190^a$</td>
</tr>
</tbody>
</table>

*a$ $P<.01$

We found significant positive correlations between both the frequency and duration of visits to the site and personal empowerment in health. Experienced users (mean, M=69.3, standard deviation, SD=19.1, PAM level 4) had significantly
higher PAM scores ($P<.001$) than did new enrollees (M=62.8, SD=18.7, PAM level 3).

Men tended to surf longer than women, as 15.8% of the men surfed more than an hour compared with 8% of women; 52% of the women surfed 10 to 30 minutes, ($P<.05$) compared with 38% of the men. Among the experienced users, 75.7% with a high school education surfed 10 minutes or more compared with only 61.2% of those with an academic education ($P<.05$).

No significant dependency was found between the experienced users’ socioeconomic level and duration of visits ($P>.05$). Experienced users with diabetes mellitus tended to surf more than experienced users with other illnesses. We found that 16.9% of the respondents with diabetes surfed for more than an hour. Only 7.1% of the respondents with other illnesses surfed for more than an hour ($P<.05$).

**Follow-Up Questionnaire**
A third group was comprised of 55 respondents who answered a follow-up questionnaire approximately 3 months after the first one. They included 31 new users and 24 experienced users. Their demographics were similar to those of the new and experienced users combined. The Wilcoxon test was used to examine the interval change in the PAM score. The PAM scores increased significantly between the initial score ($M=61.89$, $SD=20.92$, PAM level 3) and the score 3 months later ($M=71.08$, SD=19.70, PAM level 4; $Z=-3.625$, $P<.001$).

Experienced respondents were asked 2 questions: what is the frequency of use of the site and the average amount of time spent surfing. A ($P<.01$) positive correlation was found between frequency and time spent and the 3 indices of health empowerment (confidence from knowledge acquired about the disease, a sense of shared support, and personal involvement in treatment).

We found significantly higher PAM scores among experienced users compared with the newly enrolled (mean 62.8 and 69.3, respectively $Z=-4.197$, $P<.001$). More of the experienced users (56.6%) had the highest PAM rating (level 4) across all 4 diseases (diabetes mellitus, pain, depression, and high blood pressure) compared with the newly enrolled (42.3%). Continued involvement in the site seems to be associated with increased PAM scores.

**Discussion**

**Surfer Demographics**
This study is unique in that we examined the association of participating in a social health network (Camoni) with patient activation, among patients with depression, diabetes mellitus, pain, or high blood pressure. The main findings among Camoni surfers indicate that those with at least 6-month experience on the site had the highest PAM (level 4) compared with new visitors (level 3; $Z=-3.938$, $P<.001$). Among those who participated an additional 3 months, 54.5% reached level 4 PAM scores.

We found that more patients with chronic diseases surfing on Camoni were from lower socioeconomic groups (less educated, lower income) and were both passively and actively using the social health network site compared with those with higher education and income levels. Other studies have reported inconsistent results regarding factors such as income and age with Web-based health-related information seeking [29-31]. As computer access increases over time, lower income groups are increasingly using the Internet [32]. The greatest growth is seen among those who have low incomes and are less educated. This is particularly important because lower socioeconomic groups often have lower patient activation [4,14,33-34] and poorer health outcomes. In the present study, we also saw that the social health network seemed to benefit lower income and less-educated participants.

In our sample, more men used the site than did women. Although earlier studies reported that women were more likely to use health and general social network sites [4], more recent data indicate that this trend is changing. A 2014 Pew survey found that men and women use social networking sites equally [35]. We also found that individuals ages 40 to 59 years were more likely to use the social network site (both new and experienced users) than their younger counterparts did. Prior studies reported that older people use the Internet less and that older generations prefer to wait for a physician consultation [17,34,36]. However, older adults are increasingly likely to turn to the Internet and social networking sites [37]. Increasing computer literacy has the potential to increase patient well-being greatly. We know that 75% of adults ages 65 years and older are living with a chronic condition [33]. As the population continues to age, more and more elderly will likely turn to social networks for support and information, thus improving patient activation and well-being.

**Duration of Visit**
We found that increased frequency and duration of visits to the social network were associated with increased PAM scores. Those who surf more frequently and for longer times had higher scores on 3 empowerment measurements: patient feels confidence in acquired knowledge about the disease; feelings of support and the ability to share their experience; and level of involvement in treatment.

**Disease and Health Knowledge**
Specific health groups turn to the social health network for several reasons [4-10], and most respondents want to obtain information and are not seeking social relationships [12-15]. They expect the website to be specifically directed to their chronic health condition, and they seek knowledge about the disease and about treatment options. Likewise, we found that knowledge had the greatest influence on patient activation. This is consistent with the literature on patient activation and the assumption that consumers will make more prudent health and health care choices and will increase their “activation” when they are given relevant and quality information [9]. Several recent studies considered the role of Internet use and patient activation in the chronically ill [38-40] as well as in the general population [41]. Those who access health information over the Internet are more likely to have higher PAM.
No difference was found in PAM levels between those who post on the site and lurkers (those who merely observe but do not post). We suggest that this is further evidence of the importance of knowledge acquisition over the social element. This finding is similar to that of other studies that reported that those who posted more frequently were no more likely to be activated or empowered than lurkers were [42]. It is most likely that simply reading and searching for information within the social network site was sufficient to increase activation levels [43] and that obtaining information is a key factor.

We suggest that the finding that respondents with diabetes mellitus particularly benefited from the website is related to the increased importance of self-care and knowledge for patients with diabetes. Most of the day-to-day care for diabetic patients is carried out by the patients and their families. People with diabetes in particular require active participation in their medical care [44]. Patients need to monitor blood glucose levels, adjust insulin doses, exercise, and monitor their diet with consequences that are often immediate. Therefore, they may be more inclined to seek information and peer support and become more involved in their health care.

Limitations of this Study

This is a cross-sectional study, and an association is not necessarily causation. Longitudinal studies are needed to determine the arrow of causation. It may be that of continued participation in a social health network leads to increased patient activation, or that increased patient activation facilitates participation in a social health network.

Another limitation of the study arises from the sampling method. The study population was self-selected, and therefore, the results may be biased. It included only Israelis, was conducted in the Hebrew language, and it probably did not include new immigrants or the non-Jewish population. It is possible that people with certain characteristics tend to respond to Web-based surveys. We cannot know who chose not to participate in the Web-based questionnaire and whether the results would have been the same had they participated. Also, it is possible that those who actively participated and those who were passive participants (lurkers) differed. Another limitation was that we did not analyze the different diseases separately, according to the type of knowledge and support provided, although all participants had similar exposure to the contents of the site. We did not have information about other sources of knowledge or support that the participants might have accessed, such as additional medical consultations, family members who provided support, other forums, or Internet sites where they received information, or avenues such as medical books or pamphlets. Also, only 4 of the 16 communities were selected. Perhaps other diseases would have led to different results. In addition, we resurveyed the users 3 months after registration. We cannot know how many times they actually entered the site compared with what they reported. Had we conducted the second survey after a longer period, the results might have been different.

Finally, response to the follow-up questionnaire was lower than expected. This finding is similar to that of others who described [45] similar poor follow-up on Internet questionnaires.

Such limitations are expected in all studies among anonymous, surfing patients. As a result, these types of studies describe trends and attitudes and probably represent an iceberg phenomenon of social networks.

Conclusions

Among patients with a chronic illness, surfing on an Internet-based, health-related social network was associated with improved knowledge and health activation. This was stronger among those with less education, lower income, men, older age, and patients with diabetes.

Knowledge about one’s disease had a direct effect on patient activation in a structural equation model. Social health networks seem to provide an opportunity for people from different strata to increase activation by increasing knowledge about their disease and about their personal health.
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Abstract

Background: Consumer health information technology (IT) solutions are designed to support patient health management and have the ability to facilitate patients’ health information communication with their social networks. However, there is a need for consumer health IT solutions to align with patients’ health management preferences for increased adoption of the technology. It may be possible to gain an understanding of patients’ needs for consumer health IT supporting their health information communication with social networks by explicating how they have adopted and adapted social networking sites, such as Facebook, for this purpose.

Objective: Our aim was to characterize patients’ use of all communication mechanisms within Facebook for health information communication to provide insight into how consumer health IT solutions may be better designed to meet patients’ communication needs and preferences.

Methods: This study analyzed data about Facebook communication mechanisms use from a larger, three-phase, sequential, mixed-methods study. We report here on the results of the study’s first phase: qualitative interviews (N=25). Participants were over 18, used Facebook, were residents or citizens of the United States, spoke English, and had a diagnosis consistent with type 2 diabetes. Participants were recruited through Facebook groups and pages. Participant interviews were conducted via Skype or telephone between July and September 2014. Data analysis was grounded in qualitative content analysis and the initial coding framework was informed by the findings of a previous study.

Results: Participants’ rationales for the use or disuse of a particular Facebook mechanism to communicate health information reflected six broad themes: (1) characteristics and circumstances of the person, (2) characteristics and circumstances of the relationship, (3) structure and composition of the social network, (4) content of the information, (5) communication purpose, and (6) attributes of the technology.

Conclusions: The results of this study showed that participants consider multiple factors when choosing a Facebook mechanism for health information communication. Factors included what information they intended to share, what they were trying to accomplish, attributes of technology, and attributes and communication practices of their social networks. There is a need for consumer health IT that allows for a range of choices to suit the intersectionality of participants’ rationales. Technology that better meets patients’ needs may lead to better self-management of health conditions, and therefore, improve overall health outcomes.
Introduction

Recent government initiatives encouraging the development and implementation of health information technology (IT) have expanded the definition of health care delivery locations to include home and community environments [1]. With easier and increasing access to health IT solutions, patients’ interactions with their health information and health systems can now occur outside of the clinical encounter [1]. Patients’ engagement in their health care, or patients having the knowledge, skills, confidence, and tools to manage their health, has proven beneficial for improving long-term health outcomes [2,3]. Consumer health IT may be one means of supporting patient engagement [4,5]. Although there is no consensus definition of consumer health IT [6], the term generally refers to electronic technology designed specifically to support laypeople with health and health care management. These technologies can position patients to actively participate in their care by facilitating self-management of their conditions and improve coordination and communication among their care team [1,3].

It is imperative that consumer health IT is designed to align with patients’ health management needs [7-11]. One challenge that patients with chronic conditions face is effectively engaging others in their health management [12-15]. Successful health management often involves communicating health information with a larger social network (eg, friends, family members, others with similar diagnoses) [12-14,16]. Several consumer health IT solutions have the ability to support patients’ health information communication with members of their social network. Examples of these technologies include CaringBridge, Microsoft HealthVault, MyChart, and online health communities such as PatientsLikeMe, QuitNet, and TuDiabetes. However, these existing solutions are currently limited in relation to what, to whom, and how health information is communicated [14].

Designing consumer health IT that effectively supports health information communication between patients and their social network members requires gaining a deep understanding of existing communication practices. Such an effort may generate both descriptive (ie, narrative explication of communication approaches) and prescriptive (ie, specific design actions) design guidance [14]. Several studies have sought to understand the ways that patients communicate health information face to face, over the phone, through video chat, and using other common non–social media based communication mechanisms for the purpose of drawing design guidance for consumer health IT [12-14,16,17]. Others have sought to draw such design guidance from patients’ communication practices within online health communities [18-21]. However, previous studies have only partially drawn consumer health IT design guidance from the ways that patients have adopted and adapted readily available information technology for health management, which are not specifically designed for this purpose (ie, from technologies that are not consumer health IT). These technologies include social networking sites (SNS), which have been adopted and adapted by patients for health management [22-26], including communicating health information with social network members [27-31].

In this study, we use Facebook as a case study from which to draw design guidance for consumer health IT that supports health information communication between patients and their social networks. Facebook was selected as an object of study because it is a general information technology that takes the form of an SNS rather than consumer health IT. Furthermore, its popularity, with 70% of site users engaged daily [32], and usage as a site for health communication [27,33] contributed to our choice. Facebook was also chosen as a case for this study because of the diverse communication mechanisms offered to users, which span those that may be used in ways that are public versus private, synchronous versus asynchronous, and active versus passive. This SNS enables communication with social networks defined by personal relationship (eg, friends) and shared health condition (eg, other group members). A list and brief discussion of these mechanisms is found in Multimedia Appendix 1. By understanding why patients choose one Facebook mechanism over another for health information communication, designers (ie, individuals creating consumer health IT solutions) can gain insight into what communication mechanisms should be replicated, abandoned, or modified for consumer health IT supporting health information communication between patients and their social networks. Such insight can then be synthesized with other assessments of participant needs and incorporated within a participatory design process [34] to create an acceptable consumer health IT solution for a particular population.

Previous research on health information communication on Facebook has primarily sought to understand how patients use the group mechanism. Patients’ interactions on health-related Facebook groups are structured around informational and emotional support and community building [23,35-39]. Medical and lifestyle information, including users’ personal experiences, opinions, and advice are frequently communicated and highly valued by users of health-related Facebook groups [35,36,38,39]. In addition to informational support, emotional support in the form of encouragement and affirmation to help motivate other users is frequently found in posts to health-related Facebook groups [36,38-40]. Informational and emotional support cultivates health-related Facebook groups as spaces for companionship and community [36,38]. Some health-related Facebook groups also develop group identity by rejecting common stereotypes to reframe their condition in a positive light [35]. Moreover, health-related Facebook groups often become spaces for the marketing of health services or products [23,41], enabling expression of experiences with health care centers, providers, and insurance companies [39], raising general awareness, and supporting fundraising efforts [22,37,41].
of health-related Facebook groups also include more than just patients. Family members, advertisers, and researchers participate and often communicate health information within these groups as well [23,39].

While these previous studies make meaningful contributions to our understanding of how patients engage with Facebook groups for health information communication, they lack insight into how and why patients engage with other Facebook mechanisms to communicate information about their health. Expanding analysis efforts to encompass other Facebook mechanisms enables understanding of how patients communicate not only with others with similar diagnoses (ie, within Facebook groups), but how they communicate health information with their larger social networks (ie, with Facebook friends and friends of friends). Accordingly, the purpose of this study was to characterize patients’ rationales for using diverse communication mechanisms within Facebook for health information communication, each of which presents the Facebook user with a choice regarding who is the target audience, whether the communication is synchronous or asynchronous, and whether the communication is relatively active or passive. From this analysis, we hope to provide insight into how consumer health IT may be better designed to meet patients’ health information communication needs and preferences.

Methods

Study Details

This study analyzed data from a larger, three-phase, sequential, mixed-methods study. The larger study’s first phase used in-depth participant interviews (N=25) to gain a broad understanding of patients’ health information communication practices on Facebook. These interviews are the focus of this paper.

Sample

Eligible study participants self-reported in a pre-study survey that they were over 18, used Facebook, were residents or citizens of the United States, spoke English, and had a diagnosis consistent with type 2 diabetes. Type 2 diabetes was the focus of this study because it is a chronic disease that is highly prevalent, requires intense personal engagement, and disproportionately affects underserved populations [14]. The University of Virginia’s (UVa) Social and Behavioral Sciences Institutional Review Board approved this study, and all participants provided informed consent.

Recruitment

The recruitment process has previously been described in detail [42]. In short, we began by identifying diabetes-related Facebook groups and pages as well as those specific to racial and ethnic minorities. The latter were targeted to promote sample diversity. Consenting moderators posted a link to, and information about, our study’s Facebook group. Each member of our Facebook group was asked to complete an online pre-study survey, deployed via Qualtrics [43] by UVa’s Center for Survey Research. The pre-study survey focused on demographic characteristics, including race, ethnicity, gender, socioeconomic status, geographic location, and frequency of Facebook use. Maximum variance sampling [44] based on these demographic characteristics was used to target individuals for interview participation. Participants were provided US$25 in compensation.

Data Collection

Semistructured interviews were conducted via Skype or telephone between July and September 2014 and ranged from approximately 21 minutes to 68 minutes in length (average=43 minutes). Participants were asked about their general use of Facebook (eg, “How large is your social network on Facebook?”), how they used specific Facebook mechanisms (eg, “Do you chat or send private messages? Why or why not?”), and their Facebook-related privacy concerns and settings (eg, “What concerns, if any, do you have regarding your privacy on Facebook?”). Participants were next asked systematically about components of their health information communication work system, including to whom and why health information is communicated (ie, social subsystem), what and how health information is communicated (ie, technical subsystem), and how factors such as their economic, political, cultural, and health statuses impacted their health information communication practices (ie, external environment) [45,46]. All interviews were audio recorded, professionally transcribed, and reviewed by the research team prior to analysis.

Data Analysis

Data analysis was grounded in qualitative content analysis [47] and facilitated by the qualitative analysis software program QSR NVivo 10 [48]. The unit of analysis was the full response provided by the participant for each question. Simultaneous coding was used when units of analysis contained multiple meanings [49]. The initial coding framework was informed by the findings of a previous study [50] and was revised based on participant responses in this study. The original framework included the six broad themes (ie, person, relationship, third party, message, goals, context) as well as categories under each theme. Data from this study were deductively coded into these existing themes and categories. When a unit of analysis did not fit into a preexisting theme and/or category, a new theme and/or category was created. Two investigators independently coded the interviews (HKM & MJT), and discrepancies were referred to the corresponding author (RSV) for resolution. The three authors discussed any coding disagreements. Outcomes of the discussions were used to revise the coding framework.

Results

Sample Characteristics

A total of 25 individuals participated in the interviews. Most were female and between the ages of 30 and 64. All major racial and ethnicity categories were represented. The majority of participants were white and non-Hispanic. All participants had received at least a high school diploma or equivalent and most participants worked full time (35 hours/week or more). Individuals from all marital statuses, household incomes, and geographic regions were represented. The majority of participants were married, had a yearly household income between US$75,000 and $149,000 and were from suburban...
areas. Individuals represented all brackets of self-rated health status and years with type 2 diabetes. Over half of the participants rated their health as good and had been diagnosed with diabetes for 3-19 years. Most participants used Facebook more than once a day. Sample characteristics are shown in Table 1.

Participants’ Rationales for Health Information Communication Mechanism Use

Participants’ rationales for the use of a particular mechanism to communicate health information reflected six broad themes. Each theme represents the types of rationales provided for communicating or not communicating health information through a specific Facebook mechanism: (1) characteristics and circumstances of the person, (2) characteristics and circumstances of the relationship, (3) structure and composition of the social network, (4) content of the information, (5) communication purpose, and (6) attributes of the technology. Participants’ responses to open-ended questions are presented verbatim to provide evidence for analytical categories. The quotes selected are representative rather than exhaustive of the analytic category. It is important to note that the multidimensionality of participants’ rationales means that an illustrative quote may contain more than one meaning (and that, as stated above, quotes were often coded under multiple rationales).

Theme 1: Characteristics and Circumstances of the Person

Participants’ choice of Facebook communication mechanism reflected their own and their social network members’ characteristics and/or circumstances.

Individuals’ Time Available to Talk About Health

Participants reflected on the time they had available to use specific Facebook mechanisms for health information communication. Some participants noted that posting health information on one’s timeline would result in the post being available through that mechanism:

“I would post, ‘Hey, I have some kind of issue with my kidneys. All that’s gonna do is open up, ‘What kind of issue? Oh my gosh, are you okay? What are they gonna do?’ I have no room to answer a million questions.’” [173, F, Black or African American, 30-49]

Individuals’ Degree of Health-Related Knowledge and Experience

Participants discussed the role of their and their social network members’ health-related knowledge and experience. They stressed the importance of not posting health information about which they had limited knowledge to their own or friends’ timelines on Facebook:

“[T]here’s a lot of stuff that comes in on a feed on your Facebook...I am not going to share something that I don’t know anything about.” [69, F, Hispanic or Latino, Other race, 50-64]

Participants also considered the health-related knowledge and similarities in experiences of individuals that could be reached through a specific Facebook mechanism:

“If I have an issue going on and maybe I want to know if someone else has experienced the same issues, I want to know if they tried out a certain product before I buy it. I may post that in the discussion board for that diabetes group.” [90, F, Declined to answer race, 30-49]

Moreover, participants stressed the ability to reach individuals with diverse knowledge and experience using the group mechanism:

“Groups has a wide variety of people, and they’ve got lots of information, different attitudes about it, different answers. I can get a wide variety from those people.” [120, F, White, 50-64]

Individuals’ Temperament and Mood

Participants noted that their overall dispositions played major roles in determining how they communicated health information on Facebook. Shyness, depression, and feeling tired all deterred participants from using public mechanisms of communication such as their own timeline or groups. Participants also recognized that specific moods altered their approaches to using these mechanisms for health information communication:

“Well, in terms of images of myself, personally, I’m a little insecure about my weight and that kind of stuff, so unless I’m really, really good mood or something...when I was relaxed or whatever, I wasn’t too shy about posting those kinda pictures—me sitting on the island or something like that. That’s the primary reason. Appearance.” [11, M, Black or African American, 30-49]

Individuals’ Patterns of Technology Use

Social network members’ patterns of communication mechanism use also influenced participants. Specifically, others’ degree of engagement with specific mechanisms impacted participants’ frequency and likelihood of use. Participants engaged with a communication mechanism when they knew that the social network member that they were trying to reach would be available through that mechanism:

“[Messenger is] a fast form of communication with some people like my Weight Watchers leader. She’s on messenger all the time.” [185, F, White, 65+]

Participants’ decision of whether or not to engage with communication mechanisms involving multiple individuals similarly depended in part on the level of group activity. Thus, one participant noted that even though there are many people in his Facebook groups, there are not many that are active members, and expressed:

“...if people were more active, or more communicative, I would be the same way.” [11, M, Black or African American, 30-49]
Individuals’ States of Well-Being
Participants’ states of well-being determined how they communicated health information through Facebook. Certain Facebook mechanisms deterred participants with physical limitations because of the normative length of the message exchanged via that mechanism:

"I can’t see well, and a lot of times my fingers hurt bad, and I don’t like to private message because of that." [120, F, White, 50-64]

However, participants also expressed reaching out to others in their social network broadly through groups and posting on timelines when facing poor health:

"Primarily I’ve been well, since I signed onto Facebook. There’s always a chance that yeah, if I was feeling under the weather I would put a post on there, just so everyone would know." [130, M, White, 65+]

Theme 2: Characteristics and Circumstances of the Relationship
Participants’ choice of Facebook communication mechanism reflected characteristics and circumstances of the relationships between them and their social network members.

Definition of Relationship
The roles that social network members played in participants’ everyday lives (ie, specific social or biological ties) influenced the choice of communication mechanism on Facebook. For example, participants posted on their own and friends’ timelines simply because of the nature of the relationship:

"[T]he choice of my friends are all people that have done the same thing I did, are working hard, making an income, taking care of themselves. The fact that they’re my friends is why I’m posting to them, and we have a lot in common." [130, M, White, 65+]

Established Patterns of Relationship
The established communication patterns between participants and their social network members influenced the choice of Facebook mechanism for health information communication. Participants noted that they used certain Facebook mechanisms habitually to communicate to specific social network members. This was particularly true of the group mechanism:

"...once they know that there’s something, that you’ve got this problem, then talking back and forth on Facebook [messages]—because, as I said, that’s the way we do a lot of our conversing." [114, F, Black or African American, 50-64]

Likewise, established communication patterns hindered the communication of health information via the same mechanisms:

"Pretty much the people that I message are not ones that I share the diabetes information with." [139, F, White, 30-49]

Theme 3: Structure and Composition of the Social Network
Participants’ choice of Facebook communication mechanism reflected the structure and composition of participants’ and their social network members’ social networks.

Mutual Friends Within Social Networks
The degree of interconnectedness between participants and members of their social networks influenced the use of some Facebook mechanisms for health information communication. Often participants were concerned that the information posted on Facebook timelines would be brought into offline conversations with mutual friends:

"I would be very careful about what I’d say about someone else because so many of my friends are interconnected." [55, F, White, 65+]

Friends of Friends Within Social Networks
Participants acknowledged that the ability of certain Facebook mechanisms to reach friends of friends was useful when wanting to provide support to other type 2 diabetes patients. A few mentioned sharing pages related to diabetes on their timelines for the benefit of people beyond their immediate Facebook social network:

"I share some pages for diabetes, cuz I do know some people that have it or maybe their spouses. If I see anything that I like, I like somebody else to see it. Cuz not everybody gets the same feed. I might share a page." [69, F, Hispanic or Latino, Other race, 50-64]

Social Network Insufficiency
Participants stressed that certain Facebook mechanisms gave them access to information and support not available to them through existing social network members. This was particularly true of the group mechanism:

"I think the reason why I’m in those groups, though, is because I was kind of pissed off that there was really no help that was worth anything from my doctor. I mean she gave me some general stuff, but nothing that was of any substance. That’s kinda why I participate in the groups." [92, M, White, 30-49]

Theme 4: Content of the Information
Participants’ choice of Facebook communication mechanism reflected the substance of the health information.

Gravity of Information
Participants considered the seriousness of their messages. For instance, one participant noted that she did not consider one piece of information to be major or serious and therefore felt the information was appropriate to communicate using Facebook messages:

"[Y]ou know, at that time, it didn’t make sense for me to sit and try to call 10 different people, I could do it in like two or three minutes on Facebook. It wasn’t something that was major, serious, or deathly, it was something that [my mother] had been through a
number of times before." [114, F, Black or African American, 50-64]

Personal Nature of Information
The degree to which participants considered the health information to be private influenced their use of Facebook mechanisms. For example, one participant felt that general health information unrelated to her diabetes was appropriate for her Facebook timeline, but that private health information should not be discussed using this mechanism:

"I wouldn’t talk about, like I said, anything that was, that I consider very, very, very private—but general stuff. I mean, if you look and you see my leg is broke, I don’t see why I can’t talk about a broken leg on Facebook." [114, F, Black or African American, 50-64]

Sensitivity of Information
The emotional weight of the health information also influenced the use of Facebook mechanism. Participants acknowledged that some health information would invoke strong reactions from their social network members. The intensity of these messages determined which Facebook communication mechanism, if any, was used:

"[S]ay I had a diagnosis of cancer or anything, a diagnosis that I knew would really be shocking to someone, I would tell them face to face. I wouldn’t send my sister or brother a Facebook message and say, “Oh, by the way, I’ve got cancer.” I wouldn’t do that. I would personally call them." [114, F, Black or African American, 50-64]

Specialized Nature of Information
A majority of participants described the use of Facebook groups when discussing a particular diabetes topic, expressing that this mechanism was more appropriate than discussing this type of detailed information on their timelines. Furthermore, participants explained the relationship between level of specialization and communication via Facebook groups:

"In the groups, it’s specifically for something special. I might be a member of the Rheumatoid Arthritis page, and we’ll be talking about methotrexate or something. If I posted something about methotrexate on my newsfeed, 80 percent of the people are not going to have a clue what I’m talking about...I can be more specific on the group pages." [120, F, White, 50-64]

Relevance of Information
The Facebook mechanism used was also determined by the perceived novelty of the health information. When such information was perceived as relevant to many individuals, participants used the sharing mechanism or posted to their timelines:

"I may see something in a diabetes group on Facebook, go click on it, “Oh, that’s really interesting,” and go back to Facebook and share it and put it on my page. That’s typically how I do it. On occasion, I’ll see something through another source, read it, “Oh that’s interesting,” and click on it and share it on Facebook that way." [139, F, White, 30-49]

Participants also considered how relevant the health information was to what was typically communicated through the Facebook mechanism:

"Because it’s relevant to the group that I’m part of. Mostly because it’s relevant or it’s relevant to a conversation that’s occurring in the group or within an individual conversation." [33, F, White, 50-64]

Even if participants believed in the relevance of the information to a specific individual, they sometimes used mechanisms that had a wider reach instead of imposing the information on a specific person:

"They’re just things [posted to own timeline] that I’m interested in and may be able to help other people. I don’t really—putting it on their timeline is kind of like ‘pushy’." [33, F, White, 50-64]

Scarcity of Information
The existence and availability of health information to others in their Facebook network influenced participants’ use of mechanisms for communicating health information. Participants used mechanisms targeted to a wider social network when they believed the information they were sharing was not well known to this audience. For example, one participant focused on the relative lack of information regarding type 2 diabetes:

"I would say just because I feel like there is not enough people talking about type 2 diabetes, it shapes my posts in the sense that I post a lot about diabetes health. It has made me—my health status has made me an advocate for informing other people about type 2 diabetes." [173, F, Black or African American, 30-49]

Theme 5: Communication Purpose
Participants’ choice of Facebook communication mechanism reflected the goals they sought to achieve in relation to their health information.

Ensure Personal Communication
Participants sought to use the Facebook mechanism they felt would ensure a more personal connection when communicating health information. For the majority of participants, preserving this connection was achieved by using the private messaging mechanism:

"It’s a private thing, and it’s personal; so people are more likely to respond to personal messages." [173, F, Black or African American, 30-49]

Reduce Burden
Participants’ rationales for using specific Facebook mechanisms to communicate health information included reflection on the degree of convenience versus hardship on themselves and others. The ability to use certain Facebook mechanisms like messages to address a specific group was mentioned by participants as
more convenient than other mechanisms requiring one-on-one interaction:

"Sometimes it's easier to get a blanket statement out there, especially to the friends." [146, M, White, 30-49]

Similarly, mechanisms that did not require sifting through previous communications were also seen as more convenient:

"If I had previously spoken to someone about a problem that I've had, or a problem that they have had. Then, that post is now I don't know where, and I feel that I have an additional bit of information that they could use, then I might tag them on that. I write it on my timeline and just say, "So-and-so, I just thought I would share this with you." [3, F, Asian, 50-64]

Private messages were also mentioned as a means of reducing discomfort that could come from confronting someone in a public forum such as a Facebook timeline:

"If I see somebody giving [misleading health information] or leading a person, I feel, astray, then I will send them a private message versus putting somebody on the spot right there, calling someone out." [114, F, Black or African American, 50-64]

Connect With Others

The ability of the Facebook mechanism to allow for a message to reach the intended audience was a motivating factor for use by some participants. When considering the ability to obtain responses quickly, one participant explained:

"The groups are between 500 to 3,000 people...there's going to be more people online at any given time to give you instant feedback." [33, F, White, 50-64]

The participant also stated that having more group members helped him find:

"...somebody to sympathize with or to share information with or to get information from." [33, F, White, 50-64]

Another participant posted on Facebook immediately after obtaining the result of an exam that indicated potential need for retinal surgery, so that his doctor would receive the message:

"I did that primarily because my eye doctor reads that, so that as soon as he sees it he's gonna call me and we're gonna talk about it on the phone." [130, M, White, 65+]

Moreover, some participants noted that communicating health information on friends’ timelines would be considered a last resort if they could not reach members of their social network by other means:

"Maybe if I was dying then I would post something on my best friend’s timeline to get her attention if I could not reach her by telephone, or couldn't reach her family or mom or anybody, then maybe I would do that. It would be a last resort." [90, F, Declined to answer race, 30-49]

Preserve Personal Security

Participants reflected on the goal of maintaining online security when deciding to use one Facebook mechanism over another. In particular, some participants favored use of mechanisms that restricted communication to one or a few individuals in order to maintain security of their information:

"If I don't want—if I'm on one of my group pages, and I don't want all those strangers to know what's going on, I would use the private messaging to go back and forth with someone." [120, F, White, 50-64]

Participants’ social network members also eased their online security concerns about communicating through more public forums, such as Facebook groups:

"It would depend. This particular instance, your group was referred to me by someone I knew very well. I felt comfortable doing that. I don't necessarily trust other groups. I don't know what their guidelines for their privacy and all that are." [120, F, White, 50-64]

Manage Content Received

Participants used Facebook mechanisms that would ensure they obtained the content desired. Groups in particular were sources of desired information:

"On the groups I’ll post something because it’s a diabetes type 2 group and I’m sure that somebody is going through the same thing or been through it, and they’re going to tell me something that may help me out." [90, F, Declined to answer race, 30-49]

Obtaining the health information or feedback desired was also achieved using Facebook mechanisms with the ability to target participants’ messages to certain social network members:

"Again, it's situational. I don't think everybody needs to know everything, so I target my message to who I think is interested or who I'll get sympathy from. I can't put something out there and have everybody go, "Poor baby, suck it up!" I want people to go, "Aww, it's okay. It'll be okay." [33, F, White, 50-64]

Similarly, participants sought to avoid unwanted input and information by refraining from using certain Facebook mechanisms. One participant knew that if he posted his poor A1C level to his timeline he would:

"...get scolded by one friend who's an eye doctor." [226, M, White, 50-64]

Provide Support

Participants noted that some Facebook mechanisms facilitated their ability to provide instrumental and emotional support. One participant felt that by using the “share” mechanism to post diabetes-related information:

"someone else can read it, and can learn from it, and not feel that they're in the daily management of diabetes by themselves." [173, F, Black or African American, 30-49]

Participants also stressed commenting on posts as a form of providing emotional support.
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**Provide Response**

Wanting or not wanting to address others’ inquiries, interests, and/or requests influenced participants’ choice of Facebook mechanism. In many cases, participants were comfortable responding to social network members’ questions using the mechanism by which the question was asked:

"If someone asks me about it, if someone from one of the groups or something or the pages asks me about it, I would probably communicate through that, in that way." [120, F, White, 50-64]

However, other participants expressed situations in which other considerations outweighed their desire to respond to inquiries from their social network:

"Right now, I have an issue with my kidneys...I’m not posting that. It’s probably related to diabetes, but I don’t know. If it’s something that opens myself up to a bunch of questions, I don’t post it." [173, F, Black or African American, 30-49]

**Theme 6: Attributes of the Technology**

Participants’ choice of Facebook communication mechanism reflected characteristics of specific Facebook mechanisms.

**Mechanism Reliability**

Participants considered the reliability of social network members receiving health information through a specific Facebook mechanism. For example, due to Facebook’s structure, depending on the time of day a user is logged into the site and/or the popularity of a particular post, certain posts may or may not appear in a user’s newsfeed. Therefore, participants depended on other means of sending a message:

"I know with the newsfeed thing, you have most recent and whatever the other one is, most popular, or something. I know that sometimes I could post something on my page, but it doesn’t show up in everyone’s newsfeed. Depending on when they look at Facebook, like it could be at the bottom, and they don’t see it. I will send private message just as confirmation if I wanna make sure that person got the information." [173, F, Black or African American, 30-49]

**Mechanism Integration With External Sites**

Facebook is integrated with many external websites through the “share” mechanism. A few participants acknowledged the convenience of using the “share” Facebook mechanism on external websites to post useful health information to their timeline:

"They’re convenient to share. Usually it’s from a website with a share button." [172, M, Hispanic or Latino, American Indian/Alaskan Native, 30-49]

**Mechanism Reach**

The structures of the private message and chat mechanisms on Facebook have the ability to easily facilitate communication with groups of people. Several participants acknowledged that these mechanisms were beneficial when they wanted to send out information to a large number of specific people in a short time:

"If something was—I needed to get out to a lot of people in a short period of time and sitting down making 20, 30, 40 phone calls was not something that I could do, then I could use Facebook and those friends and send a private message, because you can send a private message to groups of people, I’m able to do it that way." [114, F, Black or African American, 50-64]
Table 1. Demographic characteristics of participants (N=25).

<table>
<thead>
<tr>
<th>Sample characteristics</th>
<th>Valid % (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>44 (11)</td>
</tr>
<tr>
<td>Female</td>
<td>56 (14)</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>0 (0)</td>
</tr>
<tr>
<td>30-49</td>
<td>44 (11)</td>
</tr>
<tr>
<td>50-64</td>
<td>40 (10)</td>
</tr>
<tr>
<td>65+</td>
<td>16 (4)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>64 (16)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>16 (4)</td>
</tr>
<tr>
<td>American Indian/Alaskan Native</td>
<td>4 (1)</td>
</tr>
<tr>
<td>Asian</td>
<td>4 (1)</td>
</tr>
<tr>
<td>Native Hawaiian/Pacific Islander</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (1)</td>
</tr>
<tr>
<td>Declined to answer</td>
<td>8 (2)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>12 (3)</td>
</tr>
<tr>
<td>Not Hispanic or Latino</td>
<td>88 (22)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>0 (0)</td>
</tr>
<tr>
<td>High school diploma or equivalent</td>
<td>16 (4)</td>
</tr>
<tr>
<td>Some college, but no degree</td>
<td>16 (4)</td>
</tr>
<tr>
<td>Associate’s degree</td>
<td>8 (2)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>20 (5)</td>
</tr>
<tr>
<td>Some graduate work</td>
<td>12 (3)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>16 (4)</td>
</tr>
<tr>
<td>Doctoral degree</td>
<td>4 (1)</td>
</tr>
<tr>
<td>Professional degree</td>
<td>8 (2)</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
</tr>
<tr>
<td>Working full time (≥35 hours/week)</td>
<td>48 (12)</td>
</tr>
<tr>
<td>Working part time</td>
<td>20 (5)</td>
</tr>
<tr>
<td>Looking for work</td>
<td>4 (1)</td>
</tr>
<tr>
<td>Homemaker</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Retired</td>
<td>20 (5)</td>
</tr>
<tr>
<td>Student</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Other (eg, disabled)</td>
<td>8 (2)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>68 (17)</td>
</tr>
<tr>
<td>Widowed</td>
<td>4 (1)</td>
</tr>
<tr>
<td>Divorced</td>
<td>16 (4)</td>
</tr>
<tr>
<td>Separated</td>
<td>4 (1)</td>
</tr>
</tbody>
</table>
## Sample characteristics

<table>
<thead>
<tr>
<th>Sample characteristics</th>
<th>Valid % (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Never married</td>
<td>8 (2)</td>
</tr>
</tbody>
</table>

## Yearly household income, USD

<table>
<thead>
<tr>
<th>Income Range</th>
<th>Valid % (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;$30,000</td>
<td>16 (4)</td>
</tr>
<tr>
<td>$30,000-$49,999</td>
<td>16 (4)</td>
</tr>
<tr>
<td>$50,000-$74,999</td>
<td>12 (3)</td>
</tr>
<tr>
<td>$75,000-$149,999</td>
<td>36 (9)</td>
</tr>
<tr>
<td>≥$150,000</td>
<td>8 (2)</td>
</tr>
<tr>
<td>Decline to answer</td>
<td>12 (3)</td>
</tr>
</tbody>
</table>

## Geographic region

<table>
<thead>
<tr>
<th>Region</th>
<th>Valid % (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Urban</td>
<td>24 (6)</td>
</tr>
<tr>
<td>Suburban</td>
<td>40 (10)</td>
</tr>
<tr>
<td>Rural</td>
<td>32 (8)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (1)</td>
</tr>
</tbody>
</table>

## Self-rated health status

<table>
<thead>
<tr>
<th>Status</th>
<th>Valid % (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poor</td>
<td>16 (4)</td>
</tr>
<tr>
<td>Fair</td>
<td>12 (3)</td>
</tr>
<tr>
<td>Good</td>
<td>52 (13)</td>
</tr>
<tr>
<td>Very good</td>
<td>20 (5)</td>
</tr>
<tr>
<td>Excellent</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

## Years with type 2 diabetes

<table>
<thead>
<tr>
<th>Years</th>
<th>Valid % (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;1 year</td>
<td>0 (0)</td>
</tr>
<tr>
<td>1-2 years</td>
<td>8 (2)</td>
</tr>
<tr>
<td>3-5 years</td>
<td>28 (7)</td>
</tr>
<tr>
<td>6-10 years</td>
<td>20 (5)</td>
</tr>
<tr>
<td>11-19 years</td>
<td>28 (7)</td>
</tr>
<tr>
<td>≥20 years</td>
<td>4 (1)</td>
</tr>
<tr>
<td>Declined to answer</td>
<td>12 (3)</td>
</tr>
</tbody>
</table>

## Facebook use

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Valid % (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>More than once a day</td>
<td>56 (14)</td>
</tr>
<tr>
<td>Once a day</td>
<td>32 (8)</td>
</tr>
<tr>
<td>A few times a week</td>
<td>8 (2)</td>
</tr>
<tr>
<td>Once a week</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Less than once a week</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Decline to answer</td>
<td>4 (1)</td>
</tr>
</tbody>
</table>

## Discussion

### Principal Results

The results of this study demonstrate the complexity of selecting a mechanism of health information communication on Facebook. Participants considered many factors before making a decision, including their own and the recipient’s characteristics and relationships, the content of the information, the communication purpose, and the attributes of a particular communication mechanism. These findings mirror findings of previous studies documenting patients’ general rationales for communicating health information [13-15], but add the dimension of the inherent features of specific communication mechanisms. It is thus imperative that consumer health IT designers create solutions responsive to these diverse rationales, better facilitating communication between patients and their social networks.

Our findings partially support previous literature focused on the use of Facebook groups for health information communication [23,35-40]. Similar to previous studies, participants in our study used Facebook groups for acquiring...
informational support (eg, explaining symptoms, treatments, medications) and emotional support (eg, providing encouragement, affirmations). Our qualitative interviews yielded discussion focused primarily on these rationales for Facebook group use. Moreover, as reported in a previous study, participants indicated using Facebook groups to express their opinions and experiences with health care centers, providers, and health insurance companies [39]. Other previously documented rationales for using Facebook groups for health information communication such as marketing health services and products [23,41], and supporting fundraising efforts for a health condition [22,37,41] were not explicitly mentioned in our qualitative interviews. This contrast in findings may have been because our interview probes focused on clinical and experiential forms of health information relevant to the individual.

In addition to supporting previous literature on the use of Facebook groups for health information communication, our study provided a novel, in-depth explication of how other communication mechanisms on Facebook are used for this purpose. As a whole, participants reported using the full range of available communication mechanisms, spanning those that are private versus public, synchronous versus asynchronous, and active versus passive to meet a range of communication needs. This general finding, that patients use a variety of mechanisms to communicate health information depending on the situation and intended recipient(s), parallels those of other studies of patients’ online and offline health information communication with social network members [17,50,51]. Despite these communication patterns, few existing consumer health IT solutions mimic and integrate this broad range of communication mechanisms. This is particularly true of consumer health IT solutions focusing on personal social networks. Consumer health IT solutions focusing on personal social networks such as Microsoft HealthVault [52] and CaringBridge [53], which are constrained by the types of communication mechanisms offered to users. Few support communication mechanisms beyond those that, in Facebook terms, equate with posting/commenting on a timeline and giving another individual full access to one’s account. There is a need to expand the communication mechanisms offered within consumer health IT to better encompass the range of mechanisms for which participants demonstrated utility in this study.

The use of multiple communication mechanisms on Facebook to communicate health information may arise from participants’ need to balance competing priorities. Understanding these balancing acts can provide insight into additional design opportunities for consumer health IT. Patients’ use of both active (eg, chat, posting and commenting on timeline) and passive (eg, tagging, sharing) mechanisms reflects their need to variously balance the desire to communicate health information against the effort required [16]. In this decision, the effort in question occurs at the time of the communication act. Thus, passive mechanisms, although not yet incorporated into existing consumer health IT solutions, may serve a unique purpose. Specifically, they would enable users to communicate emotional support (by liking), the relevance of specific information to an individual (by sharing or tagging), or their physical presence at a health-related event (by checking in) without a significant time investment. In contrast, while the communication-effort balance also manifests itself in the decision to use public versus private mechanisms, the effort in question occurs at the time of the response to the initial communication act. For example, participants in our study spoke about the decision not to use public communication mechanisms such as posting on a timeline because of the multitude of responses that would need to be addressed. To mitigate the effort required to sift through and make sense of responses, natural language processing capabilities could be embedded within consumer health IT, grouping and summarizing similar types of feedback. A user could then address a group of similar messages with one response. Participants also noted that the choice between public and private mechanisms requires balancing the desire to obtain the fruits of communicating (eg, information or social support) with the desire to manage self-presentation [30] or the presentation of others. Design opportunities, including providing proactive feedback to dissuade social network members from providing negative responses [30], offering transparency in sharing controls [54], and enabling anonymous posting within one’s social network [55], have been offered as means of alleviating the necessity for such balance. These could be augmented with ways of illustrating who in a recipient’s social network would have access to posted information so that the communicator can work to preserve not only their own, but also their social network member’s self-image.

Beyond the design recommendations discussed above, there are likely opportunities to integrate or extend existing functionality within Facebook to better meet patient needs for consumer health IT supporting health information communication. For example, participants in our study indicated that their reaction to social network members’ feedback is dependent on mood. Facebook currently has the capability of allowing users to indicate their mood and to link this mood to a specific post. This type of functionality could be integrated into consumer health IT to allow people to provide their current emotion as related to a piece of information, better enabling them to receive appropriate and supportive feedback. Similarly, our participants stated that their use of certain Facebook mechanisms is motivated by a need to ensure that the social network member will receive the message. Facebook currently informs users if a message was received through the chat or private messaging function (by displaying the word “read”) and through groups (by displaying who has seen the post). This functionality could also be integrated into consumer health IT, along with an additional layer that enables users to visualize the reliability of a social network member receiving a message through a given communication mechanism. As a third example, participants expressed the importance of communicating information that was relevant to themselves and to their social network members. At present, Facebook allows users to control input to their newsfeeds by individual (whose posts are prioritized). To meet the needs of our participants, consumer health IT should enable users to prioritize information received by both user and topic. Moreover, to help users not only receive but also send relevant information, text mining capabilities could be extended to offer suggestions on which social network members should be tagged in a post.
Limitations
This study is subject to several limitations. First, the retrospective interview approach to data collection is subject to respondent recall bias. We attempted to mitigate this bias in the qualitative portion of our study by asking participants to review their Facebook communications prior to engaging in the interview. Second, the study focused only on individuals with one diagnosis (ie, type 2 diabetes), although some reported co-morbidities. It is likely, however, that the results have some generalizability to individuals with other chronic health conditions requiring similar levels of daily engagement. Third, participants in this study all lived in or were residents of the United States. It is possible that individuals living in other countries would approach health information communication on Facebook differently. However, our sample contained cultural diversity in the sense that it purposefully oversampled individuals identifying as racial and ethnic minorities. Finally, it is important to note that understanding communication mechanism use on Facebook is only one of multiple ways of understanding patient needs for consumer health IT focused on supporting health information communication between patients and their social networks. The lessons learned from this study should be combined with other needs assessments within a participatory design process when developing a specific consumer health IT solution.

Conclusions
When choosing a mechanism for health information communication, participants consider multiple factors that intersect in complex ways. Factors included what information they intended to share, what they were trying to accomplish, attributes of technology, and attributes and communication practices of their social network. There is a need for consumer health IT communication mechanisms to allow for a range of choices to suit the intersectionality of participants’ rationales. Technology that better meets patients’ needs will lead to better self-management of health conditions, and therefore, improve overall health outcomes. This study demonstrates that this intersectionality leads to a range of preferred communication mechanisms beyond those commonly available within existing consumer health IT solutions. As design of these systems evolve, there is a need to meet demand for a bundle of mechanisms facilitating communication between an individual and multiple types of social networks—communication mechanisms that vary in terms of level of effort, degree of synchronous communication, and privacy control. Future research could include designing consumer health IT solutions that have these specific communication mechanisms and then testing the solution with patients of varying health conditions. Additionally, by describing participants’ rationales, we can infer the underlying dynamics of participants’ choice of communication method. However, this interpretation is at an aggregate level across participants. Data from our interviews do not tell us systematically who is making what type of decisions under what circumstances. Another promising direction for future research will be to build a model of health information communication choices. Analysis of the results from the larger study from which data for this study were drawn will contribute to this research.
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Abstract

Background: Computer-based learning (CBL) has been widely used in medical education, and reports regarding its usage and effectiveness have ranged broadly. Most work has been done on the effectiveness of CBL approaches versus traditional methods, and little has been done on the comparative effects of CBL versus CBL methodologies. These findings urged other authors to recommend such studies in hopes of improving knowledge about which CBL methods work best in which settings.

Objective: In this systematic review, we aimed to characterize recent studies of the development of software platforms and interventions in medical education, search for common points among studies, and assess whether recommendations for CBL research are being taken into consideration.

Methods: We conducted a systematic review of the literature published from 2003 through 2013. We included studies written in English, specifically in medical education, regarding either the development of instructional software or interventions using instructional software, during training or practice, that reported learner attitudes, satisfaction, knowledge, skills, or software usage. We conducted 2 latent class analyses to group articles according to platform features and intervention characteristics. In addition, we analyzed references and citations for abstracted articles.

Results: We analyzed 251 articles. The number of publications rose over time, and they encompassed most medical disciplines, learning settings, and training levels, totaling 25 different platforms specifically for medical education. We uncovered 4 latent classes for educational software, characteristically making use of multimedia (115/251, 45.8%), text (64/251, 25.5%), Web conferencing (54/251, 21.5%), and instructional design principles (18/251, 7.2%). We found 3 classes for intervention outcomes: knowledge and attitudes (175/212, 82.6%), knowledge, attitudes, and skills (11.8%), and online activity (12/212, 5.7%). About a quarter of the articles (58/227, 25.6%) did not hold references or citations in common with other articles. The number of common references and citations increased in articles reporting instructional design principles (P=.03), articles measuring online activities (P=.01), and articles citing a review by Cook and colleagues on CBL (P=.04). There was an association between number of citations and studies comparing CBL versus CBL, independent of publication date (P=.02).

Conclusions: Studies in this field vary widely, and a high number of software systems are being developed. It seems that past recommendations regarding CBL interventions are being taken into consideration. A move into a more student-centered model, a focus on implementing reusable software platforms for specific learning contexts, and the analysis of online activity to track and predict outcomes are relevant areas for future research in this field.

(J Med Internet Res 2016;18(8):e204) doi: 10.2196/jmir.5461
KEYWORDS
medical education; internet-based learning; computer-based learning; e-learning; b-learning; systematic review

Introduction

Medical education is a field that reflects the constant revision of medical knowledge, educational technology, and teaching strategies. For over a century, education in general [1] and medical education in particular [2-4] have been shifting from the traditional instructor-centered model to a learner-centered model, a shift in which the learner has greater control over the learning methodology and the teacher becomes a facilitator of the learning process [5]. This transition was required, since advances in medical knowledge and changes in health care delivery have weighed on the teaching responsibilities of medical schools [6]. The need to review and incorporate emerging fields into the curricula required medical schools to look for means to deliver education with less reliance on instructor availability [6]. The broadening of the setting in which health care is delivered—from the hospital to the community setting—prompted adaptation of these venues to ensure education could be delivered remotely [7]. Digital technology enabled the development of computer-based learning (CBL) and, later, Web-based learning methodologies, which allowed medical schools to cope with the pressing changes in the medical education landscape [4].

The increasing interest in and pervasiveness of CBL and Web-based learning was accompanied by research on how such methods compared with traditional instruction on a wide spectrum of educational end points, leading Friedman in 1994 to reflect on the research we should be doing on CBL [8]. In 2000, Adler and Johnson quantified the medical literature on CBL, concluding that researchers should focus on determining in which settings CBL methods are most adequate, rather than comparing them with the classroom setting [9]. According to these authors, provided that CBL offers tools that cannot be replicated by other means, the typical classroom setting cannot be considered a sound comparison group, as it undermines study internal validity [9,10].

The apparent lack of accommodation of this recommendation in subsequent studies, which kept growing in variety of setting and design, led Cook in 2005 to establish an agenda for research in medical education, suggesting once again that CBL research should look at relative benefits between different CBL methods [11]. In 2008, Cook et al conducted a broad meta-analysis of the effects of CBL in health sciences education, showing that CBL interventions are generally better than no intervention and marginally superior to traditional instruction [12].

Study Eligibility

We included medical education studies written in English regarding the development of educational software, interventions using educational software, or both. We considered interventions during training or clinical practice that reported effects on learner attitudes, knowledge, and skills, as well as records of online activity. We included pretest-posttest studies, randomized and nonrandomized studies, parallel group and crossover studies, and studies in which a software-based intervention was added to other instructional methods [12].

We did not include studies that exclusively surveyed perceptions and attitudes of students or professionals toward CBL in general, nor studies that solely described course structure or reported how CBL strategies were implemented in medical schools.

Study Identification

We designed a strategy to search MEDLINE, Scopus, Web of Science, and EBSCO databases. Search terms were “medical education,” “medical students,” “e-learning,” “blended learning,” “information technology,” “instructional design,” “software,” and “Web-based platform,” among other terms. The exact queries are available in Multimedia Appendix 1. We established an 11-year period from January 1, 2003 to December 31, 2013. We performed the final database search on January 5, 2015.

Study Selection

Working independently and in duplicate, reviewers (PF, ITG) screened all article titles and abstracts, and in full text all potentially eligible abstracts, abstracts with disagreement, or abstracts with insufficient information. Independently and in duplicate the reviewers considered the eligibility of studies in full text with adequate chance-adjusted intrarater agreement of .92 by intraclass correlation (ICC) using the psych package, version 1.5.1 [14] for the R programming language.
Study Analysis

Data Extraction

We conducted data extraction and reporting in accordance with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines [15,16]. Reviewers abstracted data from each eligible study using a standardized data abstraction spreadsheet. We developed, tested, and revised the spreadsheet based on the review results of the first 30 assessed articles. Conflicts were resolved by consensus with a third reviewer (TTG). We abstracted information on publication year, country, study design, software used, instruction delivery method, CBL interactive features, CBL sharing features, instructional design principles, participant number and training level, study duration, type of comparison between groups, instruments used for assessment of knowledge, attitudes, and skills, correlations between study end points, and records of student online activity. For all categories, information was based on an explicit report of the variables of interest, except for instructional design principles, which we inferred from descriptions and figures using standardized criteria, whenever there were no explicit references [17]. In addition, articles that reported interventions were graded using the Medical Education Research Study Quality Index (MERSQI) for article reporting quality in medical education [18,19].

Data Analysis

We manipulated and prepared data for statistical analysis using NumPy [20] and pandas [21] libraries for the Python language. Latent class analysis uncovered distinct homogeneous groups of articles from the study population, considering that the performance of each article in a set of articles is explained by a categorical latent variable with k classes, commonly called latent classes [22]. Interpretation of the model was based on article profiles for each category, obtained from the probability of observing each variable in each class. We defined the number of latent classes according to the Bayesian information criterion (BIC), which is a measurement of model fit that penalizes models with many parameters, preventing model overfit [22]. Starting from a model with 1 class and increasing 1 class at a time, we chose the best model as the one with best interpretability and lowest BIC [22]. We created 2 latent class models, one taking into consideration educational software variables, and the other taking into consideration intervention end point variables. We did not use variables reported in <2% of the studies to compute the classes. Statistical analysis was conducted using the R programming language (The R Foundation). Class models were fitted using the poLCA package [23]. Summary panels were created using the ggplot2 package [24].

Reference and Citation Analysis

Data Extraction

We obtained references of the included papers from Scopus using digital object identifiers (DOIs). We obtained citations of the included papers from Google Scholar by searching for each of the articles by title and abstracting the papers on the “cited by” link. This procedure was carried out using a script built with the WebDriver library [25] for the JavaScript programming language. In order to uniquely identify every reference and citation, we performed a duplicate match and removal procedure by looking for similar matches of the title and authors’ names using the fuzzywuzzy library [26] for the Python programming language. We considered 2 references or citations to be the same when the matching probability was >85%. Matching probability was computed using the Levenshtein string distance [27].

Data Analysis

We analyzed the distribution of the total number of references and citations for each paper, and grouped papers based on whether they had ≥1 references or citations in common. We looked for the relationship between the number of citations and interventions comparing traditional instruction versus CBL methods, or CBL versus CBL. In addition, we assessed whether the number of related papers was associated with educational software latent classes or intervention end point latent classes, and with specific references to reviews by Cook and colleagues on CBL [11,12,28]. We used linear models adjusted for article publication year for this purpose. Statistical analysis was performed using the R language. We analyzed the article network using the graph-tool library for the Python programming language [29]. Error plots were created using the ggplot2 package [24] the R programming language.

Results

Study Eligibility, Identification, and Selection

The search strategy yielded 3776 citations, of which we identified 595 potentially eligible articles based on their abstract. Of these, we excluded 344 articles based on a full-text review. In total, we included and analyzed 251 articles. Overall mean ICC was .98. Specific ICCs are reported for variables that were not always explicitly present and relied on reviewer judgment, or when <.95. Figure 1 shows details regarding the study flow.
Study Analysis

The number of publications rose over the years, from 13 of the 251 publications in 2003–2004 (5.2%), to 82 in 2012–2013 (32.7%). Medical schools in Germany, the United Kingdom, and the United States contributed more than 30 papers each between 2003 and 2013. Medical schools in Australia, Canada, and Spain contributed more than 10 papers each. Figure 2 presents contributions per medical school nationality. A total of 38 different software platforms were reported, which are listed in Multimedia Appendix 2. Of these, 13 were general educational platforms (34%), the most frequently used being Moodle [30-37] and Blackboard [38-46], mentioned in 8 papers, and WebCT [47-52], mentioned in 6 papers. The online virtual world Second Life [53,54] was mentioned in 2 papers, and 9 additional platforms were mentioned once. Of the 38 platforms, 25 were developed specifically for medical education (66%). Of these platforms, 4 were virtual patient simulators that were mentioned in 3 papers each: CASUS [55-58], HINTS [59-61], INMEDEA [62-64], and Web-SP [34,65,66]. One learning management system named MEFANET [67,68] was mentioned in 2 papers. Finally, 20 other platforms were mentioned once. These platforms were either learning management systems or virtual patient simulators. Of these, 4 systems were specialized in medical fields: a serious 3D game named EMSAVE [69], a system for learning electrocardiography named EKGtolkning [70], a platform entitled Radiology Teacher [71], and a virtual microscope named MyMiCROscope [72].

A total of 146 studies were conducted on clinical specialties (58.2%), 70 studies on basic sciences (27.9%), and 36 studies on surgical specialties (14.3%). Radiology was the clinical specialty with most studies, in 23 articles (9.2%), followed by pediatrics with 13 (5.2%). The basic science subjects with most publications were anatomy with 18 articles (7.2%) and physiology with 9 articles (3.6%). The most studied surgical specialties were urology with 12 studies (4.8%) and general surgery with 10 (4.0%). There was at least one article in most basic sciences and medical specialties, as Figure 3 shows.
Figure 2. Articles published per country of medical school. The article count axis is presented in logarithmic scale for better data representation.
Figure 3. Articles per basic science and clinical subject. The article count axis is presented in logarithmic scale for better data representation.
Web-Based Learning Software

Of the 251 studies assessed, 113 reported blended learning environments (45.0%, ICC=.98) and 138 reported e-learning environments (55.0%, ICC=.99). Figure 4 summarizes the results for this section and depicts the percentage of studies and relative contribution of each of the learning software variables to the software latent classes described below.

Platform Type

A total of 217 studies used websites (86.5%), 16 used videoconference (6.4%), and 16 other studies used email (6.4%); 9 used podcasts (3.6%) and 9 used portfolios (3.6%). Wikis (3.2%, ICC=.90) and CDs (3.2%, ICC=.83) were both reported in 8 studies. Blogs were reported in 6 studies (2.4%). E-books were reported in 4 studies (1.6%) and audience response systems in 3 articles (1.2%).

Media Support

Of the 251 studies, 174 provided content in text format (69.3%), and 138 used images (55.0%). Video was reported in 99 studies (39.4%) and diagrams in 94 studies (37.5%). Audio was used in 85 articles (33.9%), and animations were reported in 28 articles (11.2%).

Interacting With Content

A total of 138 studies reported unspecified features (55.0%). The software provided feedback to the learner in 103 studies (41.0%); 103 articles reported quizzes (41.0%), 66 reported clinical cases (26.3%), 54 described simulations (21.5%), and 45 tracked learner performance (17.9%). Features allowing collaboration between learners and instructors were reported in 38 studies (15.1%). Virtual patients were reported in 18 studies (7.2%) and games were described in 10 studies (4.0%).

Sharing Content

Of the 251 studies, 47 reported communication and content sharing through discussion forums (18.7%), 27 reported the ability to store documents (10.8%), and 7 used instant messaging communication systems (2.8%). Calendar features were also reported in 7 studies (2.8%).

Instructional Design Principles

The media principle was apparent in 74 studies (29.5%, ICC=.94), followed by the segmenting principle in 34 studies (13.6%, ICC=.98) and the contiguity principle in 23 studies (9.2%, ICC=1.00). The pretraining principle was identified in 16 studies (6.4%, ICC=.98) and the signaling principle in 13 studies (5.2%, ICC=.97). The coherence principle was identified in 10 studies (4.0%, ICC=.97) and the modality principle in 9 studies (3.6%, ICC=1.00). Finally, the personalization principle
and the voice principle were identified in 5 studies each (2.0%, ICC=1.00).

### Latent Classes

We considered 4 distinct classes for educational software, according to the model statistics in Table 1. Class 1 was composed of 115 studies (45.8%), mostly of website-based interactive systems presenting content using text, images, audio, and video. Student feedback features were frequently described, namely quizzes and clinical cases. Aside from the multimedia principle, instructional design considerations were rarely present. We thus labeled class 1 multimedia.

#### Table 1. Latent class analysis model fit per number of classes for educational software.

<table>
<thead>
<tr>
<th>No. of classes</th>
<th>Log likelihood</th>
<th>Parameter number</th>
<th>BIC(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-2340</td>
<td>21</td>
<td>4797</td>
</tr>
<tr>
<td>2</td>
<td>-2017</td>
<td>43</td>
<td>4273</td>
</tr>
<tr>
<td>3</td>
<td>-1923</td>
<td>65</td>
<td>4207</td>
</tr>
<tr>
<td>4(^b)</td>
<td>-1866</td>
<td>87</td>
<td>4214(^b)</td>
</tr>
<tr>
<td>5</td>
<td>-1854</td>
<td>109</td>
<td>4230</td>
</tr>
</tbody>
</table>

\(^a\)BIC: Bayesian information criterion. 
\(^b\)The number of classes selected for the educational software model. This decision was based on picking the model with the best interpretability and lowest BIC.

Class 2 was composed of 64 studies (25.5%) using websites, and to a smaller extent email, to deliver instructional content mostly in the form of text. Interactive features were less frequent than in class 1, and instructional design considerations were scarce. We thus labeled class 2 text.

Class 3 was composed of 54 studies (21.5%) making use of websites and videoconference platforms to provide video and audio content. Interactivity and instructional design principles were nearly nonexistent. We thus labeled class 3 Web conference.

Class 4 contained 18 studies (7.2%) mostly using Web-based interactive multimedia apps in which the use of multiple instructional principles was frequent. We thus labeled class 4 instructional.

The four right-hand columns in Figure 4 depict the composition of each class and the relative weight of each variable on class assignment.

### Interventions

Of the 251 articles included in this study, we identified 212 conducting interventions on the end points of interest (84.5%). Figure 5 summarizes the results for this section and depicts the percentage of studies for each intervention characteristic, and the relative contribution of intervention end point variables to the intervention end point latent class described below.

#### Study Design and Study Sample

A total of 81 of 212 studies were conducted with medical students from preclinical years (38.2%) and 56 studies involved students during clinical rotations (26.4%). In addition, 32 studies were conducted with specialist medical doctors (15.1%), and 31 studies were conducted with medical residents (14.6%). In total, 55 interventions were carried out with <50 participants (25.9%), 97 studies had a sample size ranging between 50 and 200 participants (45.8%), and 59 studies were conducted with >200 students (27.8%).

Of the 212 studies, 54 were conducted over <1 week (25.5%), 90 articles reported interventions lasting between 1 week and 3 months (42.5%), and 50 studies were conducted for >3 months (23.6%).

In addition, 84 studies repeatedly tested participants in a pre-post approach (39.6%), and 93 made use of control groups (43.9%). A total of 61 studies were randomized (28.8%) and 37 studies had participants from more than one institution (17.5%); 40 studies compared different CBL approaches (18.9%), while 53 studies compared CBL with traditional methods (25.0%).

The mean MERSQI score for the assessed studies was 9.54 (SD 1.84).

#### Conducted Comparisons Between Groups

Of the 212 studies, 28 studied controlled interventions between blended learning approaches and traditional lectures (13.2%), while 11 studies compared e-learning approaches with traditional lectures (5.2%). A total of 8 studies compared spaced repetition versus bolus learning (3.8%), and 7 studies compared e-learning versus no intervention (3.3%). In addition, 5 studies compared the use of 3D models versus 2D images (2.4%). A multitude of other comparisons were performed, such as exploratory versus blocked learning approaches [73-75], complex versus simple user interfaces [73,76,77], immediate versus delayed completion of lectures in CBL systems [78], and multimedia versus text on CBL media [73,79-81]. Multimedia Appendix 3 lists the different comparison groups we identified for each of the 212 articles reporting interventions.
Knowledge End Point

Knowledge outcomes were assessed in 120 of 212 articles (56.6%). Objective knowledge was assessed using multiple choice quizzes in 98 of 120 studies (81.7%), 9 articles used free-text fields (7.5%), and 8 articles used open-ended questions (6.7%, ICC=.89). In addition, 5 studies used true/false questions (4.2%). Judgments of knowledge were collected using Likert scales in 27 studies (22.5%). Researchers directly assessed knowledge in 9 studies (7.5%). A total of 31 studies were conducted in a laboratory setting (25.8%). Knowledge assessment was part of a final examination in 39 articles (32.5%), and in 9 studies assessment was part of a formative assessment (7.5%). Of the 120 studies, 90 reported that interventions improved knowledge acquisition (75.0%), while 27 studies did not find significant effects (22.5%) and 3 multicenter randomized controlled trials reported that interventions did not positively affect knowledge acquisition (2.5%) [66,82,83].

Attitude End Point

Of 212 studies, 172 assessed student attitudes (81.1%); of these, 163 used Likert scales (94.8%) and 34 used free-text fields (19.8%). In 8 articles researchers assessed participants’ attitudes directly (4.7%). A total of 29 studies were conducted in a laboratory setting (16.9%) and 16 studies made use of focus groups (9.3%). In addition, 161 studies found positive attitudes toward interventions (93.6%), 8 found neutral attitudes (4.7%), and 3 reported negative attitudes (1.7%) [84-86].

Skill End Point

Of 212 studies, 31 assessed subject skills (14.6%). In 26 of these studies, skills were assessed directly by researchers (84%) and in 16 studies assessment was conducted in a laboratory setting (52%). In addition, 24 studies found positive effects on skills acquisition (77%), 5 reported that the interventions had no effect on assessed skills (16%), and 2 reported that the intervention had negative effects (6%) [82,86].

Online Activity End Point

Online activity was measured in 76 of 212 studies (35.9%). Of these studies, 46 measured total logins to the system (60%), 39...
measured time spent in the system (51%), and 18 measured the number of times students used specific learning tools (24%). Further, 16 studies measured the number of student posts (21%), and 12 measured the number of times students viewed the learning materials (16%). A total of 41 studies found no relationship between activity patterns and learning outcomes (54%), 34 articles reported increased activity to have positive effects on learning outcomes (45%), and 1 study found a negative effect (1%) [66].

**Intervention End-Point Latent Classes**

We considered 3 distinct classes to group the 212 studies taking into consideration intervention end point variables. Class 1 contained 175 articles assessing knowledge and attitudes (82.5%). We labeled class 1 knowledge and attitude. Class 2 contained 25 intervention studies (11.8%). In addition to assessing knowledge and attitudes, articles in this class also assessed skills. We labeled class 2 knowledge, attitude, and skill. Class 3 contained 12 studies that assessed online activity, specifically through the number of posts and number of reads (5.7%). Attitudes were always assessed, but knowledge and skill assessment were nearly absent. We labeled class 3 online activity. Table 2 reports model statistics for the intervention end point latent classes, and Figure 5 depicts the prevalence of articles per intervention feature and intervention end point latent class.

**Reference and Citation Network Analysis**

Of 212 studies, 25 correlated different variables with knowledge outcomes (11.8%). Of these, 1 study correlated system interactivity with knowledge scores and concluded that lower levels of interactivity benefitted knowledge acquisition [73]. Correlations between knowledge gains and time spent using online platforms were also sought. These were found to be positive in 4 studies [49,87-89] and neutral in 1 study [76]. In addition, 1 study described a modest positive correlation between increased knowledge scores on the learning system and an increase in examination scores [90]. Increased learning platform usage was correlated positively with knowledge acquisition in 5 studies [90-94], while 4 found no association [46,95-97]. Other studies found positive relationships between knowledge and the number of posts in online forums [98,99] and comprehensiveness of student study materials [100]. Regarding attitudes, 2 articles found a mild positive correlation between judgments of knowledge and knowledge score [101,102]. Other correlations were assessed, namely confidence and skill [103], study duration and skill [104], and study duration and learning style [105], but did not reach statistical significance.

**Table 2. Latent class analysis model fit per number of latent classes for intervention end points.**

<table>
<thead>
<tr>
<th>No. of classes</th>
<th>Log likelihood</th>
<th>Parameter number</th>
<th>BIC(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>−1631</td>
<td>22</td>
<td>3382</td>
</tr>
<tr>
<td>2</td>
<td>−1510</td>
<td>45</td>
<td>3265</td>
</tr>
<tr>
<td>3(^b)</td>
<td>−1451</td>
<td>68</td>
<td>3270(^b)</td>
</tr>
<tr>
<td>4</td>
<td>−1424</td>
<td>91</td>
<td>3268</td>
</tr>
</tbody>
</table>

\(^a\)BIC: Bayesian information criterion.

\(^b\)The number of classes for the intervention end point model. This decision was based on picking the model with the best interpretability and the lowest BIC.

**Reference and Citation Network Analysis**

**Reference and Citation Analysis**

We obtained references and citations for 227 of the 251 articles included in this review (90.4%). The mean number of references was 26.12 (SD 17.41). In total, the abstracted articles had 4010 references to other articles. The most referenced articles were from Ruiz et al [4], Cook et al [12], Chumley-Jones et al [106], Greenhalgh [107], Ward et al [108], Muller [109], and Ellaway and Masters [110]. The mean number of article citations of the 227 abstracted articles was 14.43 (SD 12.12). More than half of the references were common to various abstracted articles, while a smaller percentage of studies had independent sets of references.

**Related Article Analysis**

Of the 227 articles, 169 had at least one reference or citation in common with other abstracted articles (74.4%), and were thus said to be related, as depicted in Figure 6. A total of 58 articles were not related to any other article, since they did not share references or citations (25.6%). The mean number of related studies for each article included in this review was 4.74 (SD 5.42).
Figure 6. Relationships between articles included in this review (indicated by nodes). Links between nodes indicate that articles have references and citations in common. The width of the link indicates the number of studies in common, ranging from 1 to 5. About a quarter of the studies have no common references or citations. Only 227 of the 251 studies were included in this analysis due to missing information (90.4%).

Citation Differences Between Intervention Group Types

Studies comparing traditional versus CBL methods were cited a mean of 11.92 times (95% CI 9.31–14.6). Studies comparing different CBL methods were cited a mean of 16.71 times, which was statistically significant (95% CI 13.95–20.17, P=.02). Figure 7 shows this result.

Figure 7. Mean citation number differences between traditional versus computer-based learning (CBL), and CBL versus CBL, adjusted for publication date. For CBL versus CBL, only 227 of the 251 studies were included in this analysis due to missing information (90.4%). Error bars represent the 95% CI.
Associations With Latent Classes and the Cook et al Review

Regarding educational software latent classes, articles in the multimedia class had a mean of 3.95 related studies (95% CI 2.99–4.91), while the text class had a mean of 4.98 (95% CI 3.69–6.26, P=.19). Articles from the Web conference class had a mean of 5.02 relationships to other studies (95% CI 3.64–6.45, P=.22) and articles in the instructional class had a statistically significant mean of 6.78 studies (95% CI 4.37–9.20, P=.03) in common. Regarding the intervention end point latent classes, articles in the knowledge and attitude class had a mean of 2.63 related studies (95% CI 1.46–3.80) and the knowledge, attitude, and skill class had a mean of 2.88 studies in common, reaching statistically significance versus the knowledge and attitude class (95% CI 0.71–5.04, P=.04). Articles from the online activity class had a mean of 6.78 related studies (95% CI 3.60–9.96, P=.01), also reaching a significant value when compared with the knowledge and attitude class.

Finally, articles not citing the Cook et al work had a mean related article count of 4.42 (95% CI 3.74–5.11), while articles citing Cook et al had a mean count of 6.64 (95% CI 4.61–8.68, P=.04), which was significantly different. Figure 8 plots the complete results for this section.

Figure 8. Mean number of related articles per latent class and reference to the Cook et al review. Number of related articles is adjusted for publication date. P values indicate intraclass pairwise differences from the topmost element of each color-coded class. Significant relationships are marked in bold typeface. Only 227 of the 251 studies were included in this analysis due to missing information (90.4%). Error bars represent the 95% CI.

Discussion

The number of articles on CBL in medical education has been rising, with reports of over 38 different software systems, 25 of which were specifically developed for medical education (66%). Of the 251 studies we analyzed, most used interactive websites making use of text and images (46%) and, to a smaller extent, websites delivering text-based materials (25%). A similar number of reports delivered instruction using Web conferencing systems (22%), and a smaller group of studies reported highly interactive websites with multimedia learning content built according to instructional design principles (7%). Of the 212 interventions, most did not use comparison groups and lasted between 1 week and 3 months. CBL versus CBL studies were less numerous than traditional versus CBL studies. Nearly all studies assessed student attitudes, of which a large fraction also assessed knowledge (82%), and a smaller fraction assessed knowledge and skills (12%). A smaller set of studies looked specifically for patterns of online activity, namely the number of reads and posts (6%). Finally, nearly 75% of articles had references and citations in common, while 25% of the analyzed articles did not have any references in common. Articles comparing different CBL methods were cited more often than were studies comparing traditional versus CBL methods, independent of publication date. Articles reporting instructional design principles, articles measuring online activity, and articles citing the Cook et al CBL reviews had significantly more references and citations in common than did other articles.

Comparison With Previous Reviews

The last systematic review and meta-analysis of this topic encompassed data from 1990 to 2006 and highlighted the problems of intervention variability and lack of evidence for comparative effects of CBL methods [12,13,28]. Recent reviews have also demonstrated that practice exercises, interactivity, feedback, and repetition can favorably influence learning outcomes [13,49]. Other reviews summarized technologies and
methods used [111,112], and addressed specific topics such as the role of blogs [113], wikis [114], portfolios [115], simulations in general [116] and for surgery in particular [117], gastroenterology [118], catheterization [119], and airway management [120]. Other authors focused on specific aspects of the effects of Web-based learning on problem-based learning [121], and the implications of recent Web capabilities, namely Web 2.0 [122,123] and Web 3.0 [124], for medical education. Our study complements previous reviews by encompassing recent work concerning these fields over a large base of abstracted articles. Despite the considerable time overlap with similar reviews, assessments such as latent class analysis and citation network analysis had not yet been conducted during the considered time period [13].

Limitations and Strengths
This study has limitations. We scrutinized databases that frequently index medical education articles. Although we did not query EMBASE, Scopus covers most of the literature indexed in EMBASE and thus Scopus provided a reasonable proxy. However, we did not abstract the gray literature or references from other articles, and thus our article search cannot be considered exhaustive. We narrowed the study participants to medical education only. This can be considered a limitation insofar as these findings cannot be generalized to other health professions. Other reviews have performed similar searches including articles in health professions in general [12]. We performed the article abstraction step manually. While the independent reviewing method and ICC results indicate a low probability of coding error, we cannot completely exclude it. Variables regarding instructional design and assessment outcomes were often not explicitly declared and relied on reviewer judgment. We could not retrieve references and citations for 27 of the 251 articles (10.8%), and unique reference and citation matching relied on probabilistic algorithms that considered a small but nonnegligible error margin.

This study also has strengths. We performed a broad analysis of the literature and accounted for aspects that, to our knowledge, were not previously assessed, such as specific platforms and their features, and correlations assessed between learning end points and types of comparisons. We systematically summarized data using latent class analysis, which, to our knowledge, was for the first time performed in this setting. We described the article citation network and explored relationships between these and the article latent classes and CBL considerations, which, to our knowledge, were also for the first time performed in the field. Finally, we have made these results available through an interactive visualization that allows researchers to deeply explore articles [125].

Implications
CBL Research Should Include Evidence From More Medical Schools
Our findings show that, while CBL in medical education varies significantly, most published articles are from medical schools in a small set of countries. Medical education has geographical specificities, which makes contributions from different geographical areas particularly enriching and should incite more schools to conduct research in this field.

Platform Development Should Avoid Reinventing the Wheel
Over 25 platforms and software projects were built specifically for medical education, despite having significant overlap in goals and features. While a few provided means to interact with learning materials, such as microscopy images [72], in ways not before possible, it would be worthwhile for researchers to try to develop open and generalizable systems addressing specific learning contexts that can be reused by researchers from other medical schools. Initiatives to design pluggable modules for mainstream learning management systems and reusable learning materials, such as learning objects [126], aimed at specific medical contexts should be preferred over building closed systems from scratch.

Instructional Design Considerations Should be Reported
The diversity of methods encompassed by CBL in terms of delivery medium, context, learner, and purpose, without reports of instructional design considerations, obfuscates the effect of different intervention aspects, for which instructional design—or the lack of it—is partly accountable [8,9,13,121]. The value of reporting interactive tools, such as quizzes with feedback, would also increase. Determining which principles best apply to different medical settings and medical knowledge is an issue of interest for future research [8].

Interventions Should Focus on Assessing Unexplored Outcomes
Studies generally report positive outcomes on knowledge, attitudes, and skills. Interestingly, studies that found no positive effect in any of the learning outcomes were often randomized controlled trials [66,83-86], some of them running in multiple institutions [127,128]. Studies with little or no description of the learning and teaching methodology had neutral findings [82,129]. Once again, the lack of comparable arms, such as CBL versus traditional instruction, makes it difficult to assess intervention outcomes. Furthermore, data showing that objective knowledge assessment and skills increase with interventions can be used in deeper ways. Real-time collection of student activity, together with objective performance assessment through multiple choice quizzes, may have predictive value. Judgments of knowledge together with other student activity metrics may provide data for a next generation of intelligent tutoring systems able to track, manage, and predict student performance [130]. An increase in studies reporting online activity measurements and correlations with other learning outcomes using reproducible tools, as described before, would generate useful evidence on the effectiveness of CBL methods in enhancing learning [131]. Metrics could include, for example, student communication style and sentiment [132,133] and time spent on different types of materials [134].

CBL Research Seems to be Progressing on the Right Track
Even though 25% of the articles seemed not to be based on common CBL literature, our findings suggest that research is
moving toward favoring studies comparing CBL methods rather than comparison with traditional methods. Indeed, we found that, while traditional versus CBL articles were more numerous, articles comparing different CBL methods were cited more often than articles comparing CBL versus traditional settings. We take this as a sign that recommendations put forward by previous authors are being taken into consideration [8,9,11]. Articles in the instructional and online activity latent classes, as well as those citing the Cook et al. meta-analysis [12], had more references and citations in common with other articles, demonstrating greater awareness of research in this field and possibly indicating future research directions.

**A Further Push Into a Student-Centered Models is Key**

The shift to student-centered models needs to continue. However, only a few reports put students at the center of the education process, focusing usually on aspects related to teaching [135]. Part of the success of CBL features comes from empowering students to conduct study sessions at their own pace, providing them with richer interactions with learning materials, and facilitating communication, which were not otherwise feasible. Promoting student self-directedness through social media and reward-based systems may lead to increased engagement and improved learning outcomes [136]. Active learning through engagement in collaborative user-generated content, facilitated communication, and feedback in which instructors act as moderators may further promote this change [137]. Engaging students in the creation of content can be a good way to help faculty cope with the increasing demand for learning material [138]. Social media tools such as wikis have been used in the medical context for various purposes [139], but in medical education they still are limited in their format, management, and collaborative features [140]. Other approaches using 3D virtual worlds may offer great potential to learners through immersive exploratory worlds and a rich feedback environment that may be used to engage learners and simulate real-world scenarios of medical doctors [140].

**Conclusions**

We have come a long way in CBL in medical education. While the field is highly variable and some studies seemed to be unaware of advances in the field, recommendations on comparing different CBL methods seem to have been taken into consideration. Incorporating instructional design principles in the design of learning materials and developing further educational software in ways that can be shared between researchers are paths for further improvement. A focus on measuring online activity and correlating it with other outcomes may provide insights into ways to keep promoting student-centered approaches tailored to specific learning settings.
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Abstract

Background: Morphological examination of blood films remains the reference standard for malaria diagnosis. Supporting the skills required to make an accurate morphological diagnosis is therefore essential. However, providing support across different countries and environments is a substantial challenge.

Objective: This paper reports a scheme supplying digital slides of malaria-infected blood within an Internet-based virtual microscope environment to users with different access to training and computing facilities. The feasibility of the approach was established, allowing users to test, record, and compare their own performance with that of other users.

Methods: From Giemsa stained thick and thin blood films, 56 large high-resolution digital slides were prepared, using high-quality image capture and 63x oil-immersion objective lens. The individual images were combined using the photomerge function of Adobe Photoshop and then adjusted to ensure resolution and reproduction of essential diagnostic features. Web delivery employed the Digital Slidebox platform allowing digital microscope viewing facilities and image annotation with data gathering from participants.

Results: Engagement was high with images viewed by 38 participants in five countries in a range of environments and a mean completion rate of 42/56 cases. The rate of parasite detection was 78% and accuracy of species identification was 53%, which was comparable with results of similar studies using glass slides. Data collection allowed users to compare performance with other users over time or for each individual case.

Conclusions: Overall, these results demonstrate that users worldwide can effectively engage with the system in a range of environments, with the potential to enhance personal performance through education, external quality assessment, and personal professional development, especially in regions where educational resources are difficult to access.

(J Med Internet Res 2016;18(8):e213) doi:10.2196/jmir.6027
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Introduction
The ability to make a successful morphological diagnosis of malaria remains an important and cost-effective health intervention worldwide [1]. However, malaria detection and recognition on blood films require individual skills, knowledge, training, and experience. The effects of misdiagnosis can be very serious [2]. Supporting the quality of diagnosis in different countries and settings can be challenging, particularly for those individuals working in isolation [3,4]. Direct practical instruction and education at the microscope are central to training [5], and glass-slide specimens of malaria-infected blood distributed by reference laboratories provide excellent education in diagnosis [6]. External quality assessment (EQA) has been shown to improve accuracy [7,8]; however, it has also been difficult to implement since the collection and provision of clinical materials are labor intensive, and slide numbers may be limited [9-11].

With facilities for Internet access improving globally, it is now possible to deliver digital slides of blood films to a wide range of geographical locations. Web-based virtual microscopy systems [12,13] greatly support this process, and the skillsets have been shown to mirror those used in glass slide diagnosis [14]. The virtual microscope has been used in university education [15-18], EQA schemes [19], and for continuing professional development [20,21].

This study aims to demonstrate the feasibility and effectiveness of the virtual microscope to deliver digital slides of malaria-infected blood with high-quality resolution and to assess how the technique can be used to support skills in malaria diagnosis in developing and developed nations.

Methods
Participants for this study were recruited with help of the World Health Organization (WHO) and Liverpool School of Tropical Medicine. We used digital slides prepared from 56 cases that had previously been fully validated and distributed as glass slides through the UK National External Quality Assessment Scheme (UK NEQAS) parasitology scheme, confirmed by molecular techniques and consensus opinion of more than 400 laboratories. The cases were selected to represent different slide preparation techniques, stain quality, malaria species, and parasite density. Images were captured using a Zeiss Axio Imager M1 microscope with HRc camera and 63x Plan Apo Chromat 1.4 Oil immersion lens. At least 40 adjacent fields were acquired to create a single large stitched-image. Subsequent image processing used Zeiss software (Axiovision 4.7), then Photoshop CS3 to ensure sharpness and color balance. Diagnostic features were clearly resolved (contrast mask and detail enhancement using Digital Outback Photo add-in), and image size for upload was around 200 megabytes. Images were uploaded to the viewing software (Digital SlideBox, Leica Biosystems) and assessed to ensure the inclusion and accurate rendition of features required for diagnosis. Registered participants were from five countries (ie, Hong Kong, India, Kenya, Lebanon, and Nigeria), and some received financial support for Internet access. In all cases, the participants were asked to suggest their preferred diagnosis (multiple-choice options). Responses were analyzed using Microsoft Excel and GraphPad Prism software (v6.04).

Results
The virtual microscope environment allowed low-power image scanning, navigation, and high-power view assessment (see Figure 1).

The images showed that the initial high-quality image capture clearly resolved those features required for malaria diagnosis, species assignment, or detection of artifact (see Figures 2 and 3). Images were then reassessed following assembly into a large single slide, and finally as a screen capture of a compressed Web-displayed image. Comparison between initial image and Web-browser images revealed an expected subjective loss of definition, but diagnostic detail was retained (see Figure 4).

The digital slides were then viewed by 38 participants from a range of countries: Hong Kong (n=1), India (n=1), Kenya (n=7), Lebanon (n=6), and Nigeria (n=23). The training and viewing environments differed between groups, and facilities used in different countries were not identical. Although images were viewed predominantly at hospital sites, a significant number used Internet cafés (with financial support). Aspects of the viewing environment were uncontrolled (ie, screen resolution and Internet speed). Although positive experience was reported, the impact of these aspects on results was unclear. Those using Internet cafés had lower rates for sensitivity and specificity for their diagnosis. The mean completion rate was 75% (42/56 cases). Each individual case was completed by a mean of 29 participants (range 22-38). The outcome of slide analysis (indicated by the submitted diagnosis) was compared with parasite density and type. Results indicate that successful recognition and species identification, in keeping with known results of glass slide analysis, were closely linked with the number of malarial parasites present on the slides (see Figure 5). Thick and thin films were assessed with equivalent success, and films containing no parasites were effectively identified. Similarly, in keeping with recognized findings, the recognition that a parasite was *Plasmodium falciparum* or non- *P. falciparum* species was good. However, the precise species-identification for non- *P. falciparum* species was less accurate (see Figure 6).

Finally, results were assessed to see whether they could be used to allow participants to assess their individual performance, comparing their results with other participants with similar training or experience (see Figure 7). The performance data across a consecutive case series were also plotted and used to make a cumulative assessment that allowed individuals to compare their performance trend with other users (see Figure 8).
Figure 1. Blood film of parasites shown within Web viewer (Left panel: low power view of whole digital film, showing information buttons and orientation image at top, and navigation and magnification tools at bottom; Right panel: parasite image shown as high power magnification occupying full screen height for the monitor used).

Figure 2. Resolution of features required for parasite detection and species recognition (left panel: digital image of *Plasmodium falciparum* early trophozoites, demonstrating the presence of fine ring together with accole forms with Maurer’s dots and clefts; Right panel: *Plasmodium ovale* parasites with coarse ring forms, James’ (Schüffner’s dots), and cytoplasmic fimbriation of erythrocytes).

Figure 3. Demonstration of artifact on films presented within Web viewer (Left panel: stain debris visible on a film containing a gametocyte of *Plasmodium malariae*; Right panel: malaria pigment spilling from within a distorted/disrupted parasite [thick film]).
Figure 4. Demonstration of quality considerations applicable to the large digital image: images shown at the time of capture, then subsequently within Web viewer (Left panel: original image quality - resolving parasite, erythrocyte membrane changes, Schüffner’s dots, and malarial pigment; Right panel: screenshot of the same cell following compression and Web delivery showing a subjective difference in reproduction, but retention of all significant diagnostic elements).

Figure 5. Accuracy of detection and species identification according to number of parasites present on digital blood film. Data groups representing different densities of red cell infection (expressed as parasites per high power field: very low <0.1, low=0.1-0.3, medium=0.3-2, high>2), black=\textit{P. falciparum} cases, gray=non- \textit{P. falciparum}. N=56 cases, each answered by 22-38 (mean 29) participants. Left panel: parasite detection (mean ±SEM), showing a positive relationship between parasite number and parasite detection (sensitivity=78%) (linear regression analysis of data, \(r=.48, P=.002\) for parasite detection); Right panel: species identification (specificity=53%) (\(r=.54, P=.0004\)).

Figure 6. Features determining accuracy of parasite identification by participants using images presented within Web viewer. Left panel: comparison of accuracy of assessment according to type of film or the presence of parasites. Bars represent outcome of detection on thick films or films where no parasites were present compared with the overall responses (bars represent mean ±SEM); n=56 films answered by 22-38 (mean 29) participants. No statistically significant differences were demonstrated. Right panel: comparison of overall parasite detection and detection of non-\textit{P. falciparum} malaria species. Bars represent the mean ±SEM for each group (\textit{P. falciparum}=31, non-\textit{P. falciparum}=9) analyzed by 38 participants.
Discussion

Principal Findings

Results show that high-quality digital images of malaria-infected erythrocytes prepared as digital microscopy images effectively resolve those morphological features required for diagnosis of malaria and for species recognition. When converted to a Web-compatible format that supports appropriate download speeds, image quality is retained, and cases can be delivered, viewed, and answered by participants in a range of environments in different countries. Overall, the sensitivity for parasite detection and the specificity for species identification was consistent with reports from others using glass slides for comparable cohorts [4,6,22], suggesting that skills applied with the virtual microscope system reflect those made by conventional microscopy. Similarly, those cases that were poorly recognized using the virtual microscope system generally had low parasite number and/or were non- *falciparum* cases—features associated with less accurate diagnosis using glass slides. Finally, those participants achieving highest diagnostic accuracy in this system showed sensitivity of >90% and specificity of around 80%, comparable to results recorded when the same cases were delivered as glass slides to international laboratories as part of established external quality assessment schemes (96% and 85% respectively), confirming that skilled morphologists could achieve high diagnostic accuracy using the system.

On a practical level, the virtual microscope system received positive reviews from participants. They found the system easy to use and access. In this study, the lessons learned were mainly based around communication with remote participants, where contact was only via email. Increased communication correlated with increased participation.

Conclusion

Web-based delivery allows findings and diagnoses to be rapidly and accurately collected. Analysis of participant responses could be developed to support either individual assessment with longitudinal assessment according to the overall mean, or evaluation of malaria diagnosis skills against a selected peer group. The analysis of performance can be linked to expected performance standards, training level, or personal progression. Linking of this analysis to educational resources presents a real opportunity to support diagnostic skills and to identify sources of error [21], particularly in countries where access to training may be limited. Assessing low parasite density is likely to become more important as many countries move to malaria eradication [23]. It is proposed that the scheme could be adapted and tailored to ensure individual or local relevance (ie, supporting the WHO malaria microscopy quality assurance manual [24]) and can provide opportunities for effective support of malaria diagnosis.
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Abstract

Background: Brief motivational interviewing (MI) can contribute to reductions in morbidity and mortality related to coronary artery disease, through health behavior change. Brief MI, unlike more intensive interventions, was proposed to meet the needs of clinicians with little spare time. While the provision of face-to-face brief MI training on a large scale is complicated, Web-based e-learning is promising because of the flexibility it offers.

Objective: The primary objective of this pilot study was to examine the feasibility and acceptability of a Web-based e-learning platform for brief MI (MOTIV@CŒUR), which was evaluated by nurses in cardiovascular care. The secondary objective was to assess the preliminary effect of the training on nurses’ perceived brief MI skills and self-reported clinical use of brief MI.

Methods: We conducted a single-group, pre-post pilot study involving nurses working in a coronary care unit to evaluate MOTIV@CŒUR, which is a Web-based e-learning platform for brief MI, consisting of two sessions lasting 30 and 20 minutes. MOTIV@CŒUR covers 4 real-life clinical situations through role-modeling videos showing nurse-client interactions. A brief introduction to MI is followed by role playing, during which a nurse practitioner evaluates clients’ motivation to change and intervenes according to the principles of brief MI. The clinical situations target smoking, medication adherence, physical activity, and diet. Nurses were asked to complete both Web-based training sessions asynchronously within 20 days, which allowed assessment of the feasibility of the intervention. Data regarding acceptability and preliminary effects (perceived skills in brief MI, and self-reported clinical use of conviction and confidence interventions) were self-assessed through Web-based questionnaires 30 days (±5 days) after the first session.

Results: We enrolled 27 women and 4 men (mean age 37, SD 9 years) in March 2016. Of the 31 participants, 24 (77%, 95% CI 63%–91%) completed both sessions in ≤20 days. At 30 days, 28 of the 31 participants (90%) had completed at least one session. The training was rated as highly acceptable, with the highest scores observed for information quality (mean 6.26, SD 0.60; scale 0–7), perceived ease of use (mean 6.16, SD 0.78; scale 0–7), and system quality (mean 6.15, SD 0.58; scale 0–7). Posttraining scores for self-reported clinical use of confidence interventions were higher than pretraining scores (mean 34.72, SD 6.29 vs mean 31.48, SD 6.75, respectively; P=.03; scale 10–50). Other results were nonsignificant.
Conclusions: Brief MI training using a Web-based e-learning platform including role-modeling videos is both feasible and acceptable according to cardiovascular care nurses. Further research is required to evaluate the e-learning platform in a randomized controlled trial.

Trial Registration: International Standard Randomized Controlled Trial Number (ISRCTN): 16510888; http://www.isrctn.com/ISRCTN16510888 (Archived by WebCite at http://www.webcitation.org/6jf7dr7bx)

(J Med Internet Res 2016;18(8):e224) doi:10.2196/jmir.6298
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motivational interviewing; cardiovascular diseases; coronary artery disease; health behavior change; Web-based learning; e-learning; pilot study

Introduction

Background

Coronary artery disease contributes significantly to worldwide morbidity and mortality [1]. According to clinical practice guidelines, the reduction of cardiovascular risk factors through health behavior change plays a critical role in treatment for coronary artery disease [2]. Smoking cessation, medication adherence, physical activity, and diet are often cited as examples of health behaviors that are amenable to change and allow risk factor reduction [3,4]. Health behavior change is determined mainly by conviction (ie, knowledge and understanding of the disease, personal meaning, and the relevance of that knowledge) and confidence in one’s ability to change successfully [5,6]. These determinants of health behavior change can be addressed via client-centered interventions that target individuals’ beliefs, values, and motivation [7-10].

Brief motivational interviewing (MI) is a client-centered approach designed to guide individuals through collaborative conversational style and to solidify their motivation and commitment to health behavior change [7,11]. Unlike longer interventions, brief MI was proposed to meet the needs of clinicians who have little time to use the full range of MI techniques in practice [12-14]. The scientific literature generally supports the efficacy of brief MI in various health care settings, including those involving smoking cessation, medication adherence, physical activity, and diet [7,14-17]. While brief MI is promising, health care practitioners often lack time, basic training, or continuous education opportunities to update their knowledge and skills regarding increasing clients’ motivation for change [18]. A systematic review [18] evaluated 10 studies involving health care practitioners’ use of brief to intensive MI training methods. The duration of the training ranged from 20 minutes to 24 hours, while the format varied from face-to-face sessions to short video modules presented in a classroom setting. Results of the review were generally favorable, suggesting that MI training generates an increase in knowledge, skills, and clinical use. In contrast, very few studies have thus far examined MI training delivered via Web-based e-learning. In fact, of 36 studies included in 3 different systematic reviews concerning MI training, none evaluated Web-based MI training [18-20].

E-learning, defined as instruction delivered on a digital device [21], has been shown to be effective for health care practitioners, with knowledge acquisition and clinical skill development equal or superior to those observed with face-to-face instruction [22-27]. Web-based e-learning can reduce the cost and time involved in providing continuing education, as it offers flexibility with respect to learning times and locations and can reach an unlimited number of clinicians [28]. Web-based e-learning can therefore enhance health care practitioners’ knowledge and skills, as a prerequisite for effective use of health behavior interventions such as brief MI [25,29].

User acceptance of Web-based e-learning for specific sociodemographic groups of health care practitioners, such as nurses, is a topic of great interest [30-32]. However, the literature concerning the subject is scarce. According to the unified theory of acceptance and use of technology, various factors influence user acceptance of technology, which in turn influences technology use [33]. Careful attention must then be paid to learners’ perceptions and attitudes toward workplace e-learning in order to optimize the knowledge, skills, and clinical use of brief MI [30,34]. The integration of interactivity measures and audiovisual media in e-learning may positively affect learners’ perceptions and attitudes [29].

Video-based e-learning showcasing clinical simulation has attracted strong interest from clinicians and researchers [23,35-37]. Videos can facilitate knowledge acquisition and clinical skill development through pedagogical material that matches the reality of clinical settings [36,38-40]. Video-based e-learning has the potential to “enliven abstract concepts, demonstrate real-world applications of complex principles, motivate the learner, organize thoughts and actions of highly cognitive processes, and heighten learner attention and interest” [36]. This is particularly interesting, because MI is usually learned through observation of role models in face-to-face or, most recently, videotaped clinical simulations [11,18].

However, little is known about the educational effectiveness of brief MI training via a Web-based e-learning platform. To our knowledge, cardiovascular nurses’ MI-related skill development and clinical use of brief MI have not been evaluated. Therefore, in this study, we developed and pilot tested a Web-based e-learning platform for brief MI, which included videos in which nurses could observe brief MI in a real-life clinical context.

Study Objectives

The primary objective of this pilot study was to examine the feasibility and acceptability of a Web-based e-learning platform for brief MI (MOTIV@CŒUR), which was evaluated by nurses in cardiovascular care. The primary end point of the pilot study was the proportion of nurses who had completed both training sessions 20 days after the initiation of the training session.
The secondary objective was to assess the preliminary effect of MOTIV@CŒUR on nurses’ perceived skill in, and self-reported clinical use of, brief MI.

Methods

Study Design and Setting
We conducted a single-group, pre-post pilot study involving cardiovascular nurses to assess MOTIV@CŒUR. We conducted the study at the coronary care unit (CCU) at a tertiary care hospital center in Montreal, Canada. The pilot study was registered (ISRCTN16510888), as well as being approved by the Scientific and Ethics Committee of the Montreal Heart Institute Research Center (reference number: 2015-1948). Our study is reported in accordance with the CONSORT-EHEALTH checklist version 1.6.1 [41] (see Multimedia Appendix 1). No content or methodological modifications were made after study commencement.

Participants
We recruited a convenience sample of nurses employed at the CCU. Nurses were eligible for participation if they were working at the CCU during the study period. The inclusion criteria were employment in a temporary replacement or permanent position at the CCU and basic computer skills. The exclusion criterion was completion of MI training in the preceding year.

Procedure
Enrollment and follow-up occurred between March and May 2016 (see Table 1) [28,42-44]. We recruited nurses through individual face-to-face encounters at the CCU. Participants were informed that they would need to complete the training and study requirements on their personal time without financial compensation. However, it was stated that they would receive a certificate attesting to 1 hour of continuing education after completing the training. After receiving an explanation regarding the study and providing written consent, participants completed a paper-based sociodemographic questionnaire. An individual identification number, username, and password were then provided to participants, to allow them to log in to the e-learning platform throughout the study. They also received a training information sheet that explained MOTIV@CŒUR using screen captures and colorful textual content. During the 15-day period following enrollment, an initial email containing the URL for the Web-based e-learning platform was sent to each participant.

Table 1. Schedule of enrollment, interventions, and assessments for MOTIV@CŒUR.a

<table>
<thead>
<tr>
<th>Participant timeline</th>
<th>Study period and time points</th>
<th>Experimentation</th>
<th>Closeout</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enrollment</td>
<td>t₀ days –20 to 0</td>
<td>t₁a day 1</td>
<td>t₂ day 15 (+5 days)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>t₁b day 1</td>
<td>t₃ day 30 (+5 days)</td>
</tr>
</tbody>
</table>

Enrollment
Eligibility screen and informed consent ×

Intervention encounters
Training sessions in brief MI
Session 1 (30 min) Session 2 (20 min)

Assessments
Sociodemographic questionnaire ×

Primary objectives
Feasibility of the Web-based e-learning platform for brief MI × × × × ×
Acceptability of the Web-based e-learning platform for brief MI ×

Secondary objectives
Perceived skill in brief MI × ×
Self-reported clinical use of brief MI × ×

aTemplate adapted from the Standard Protocol Items: Recommendations for Interventional Trials (SPIRIT) guidelines [42].
bMI: motivational interviewing.
cMeasured throughout the study with indicators from Feeley and Cossette [43].
dMeasured with Cheng’s tool [28].
eMeasured with the adapted tool of Paradis et al [44].
The Web-Based E-Learning Platform for Brief MI: MOTIV@CŒUR

MOTIV@CŒUR (in French, which translates as MOTIV@HEART in English) is a Web-based e-learning platform for brief MI, which includes role-modeling videos. The intervention content is based on the work of key authors in brief MI [11,44-47].

Development Process

The MOTIV@CŒUR Web-based platform was developed by an independent consulting firm in Montreal, Canada. We chose the firm because it designs interactive websites whose format is adaptive to computers, tablets, and smartphones. MOTIV@CŒUR is based on the open-source learning platform Moodle 3.0 (Moodle Pty Ltd, Perth, Australia). The MOTIV@CŒUR homepage (see Figure 1) was designed to create an appealing first impression, using visual material and dynamic components.

Subsequent adaptation of the content of the e-learning platform for brief MI is possible via access to the Moodle course management system provided to the research team. However, changes in the design of the website require the involvement of the consulting firm.

To ensure the preservation of data related to the implementation MOTIV@CŒUR and the usage statistics for nurses, the website and data regarding its use were hosted on secure computer servers at the research setting for the duration of the study.

Figure 1. MOTIV@COEUR homepage (in French).

MOTIV@CŒUR Access

MOTIV@CŒUR can be accessed via a fixed URL. The availability of the website was restricted to the study period. Participants could log in to the e-learning platform from home or work via the device of their choice, using their personal log-in credentials, which were provided during the face-to-face encounter at the CCU. We suggested that participants change their passwords after the initial log-in. Passwords could also be reset via their personal email accounts if forgotten.

MOTIV@CŒUR Content

The content of the brief MI on the Web-based e-learning platform was developed by the project team, which included 1 MI expert and an experienced cardiology researcher, who supervised the development of the intervention, led by GF. In addition, 2 MI experts validated the content. The intervention
was pretested with 5 nurses who were not part of the sample of nurse participants in this study. We adjusted MOTIV@CŒUR content according to the nurses’ comments before we recruited the study sample.

MOTIV@CŒUR was designed around 4 scenarios, each presenting a clinical case involving a client with a given level of conviction (low or high) and confidence (low or high) regarding change in a health behavior (see Figure 2) [47]. Each motivation profile was associated with one of the following health behaviors: smoking cessation, medication adherence, physical activity, or diet. For instance, clinical case #1 presents the association between low conviction and confidence levels for smoking cessation. We chose 4 different associations between motivation levels and health behaviors as examples that could be extrapolated to other health behaviors for individuals with any motivation profile. The team developed scenarios for each clinical case, based on real-life experience. During the scenarios, the nurse introduced herself, targeted the health behavior in each clinical case, assessed the level of conviction and confidence regarding change, and engaged the client in a brief MI conversation. Following each scenario, a second video showed the cardiology nurse practitioner (CNP) explaining why each intervention was retained in response to the client’s motivation profile.

The content of brief MI for the 4 scenarios was based on the model developed by Bédard [47], who adapted the work of Miller and Rollnick [11]. In this model, conviction represents the extent to which each individual perceives practical and emotional benefits to the change of a health behavior. Confidence represents the extent to which the individual is confident of being able to achieve change [47]. After assessing the client’s motivation, the practitioner provides tailored brief MI to increase conviction and confidence regarding health behavior change. Through videotaped role modeling, nurses could observe the CNP involving brief MI in a real-life clinical context. Videos were recorded at the research setting in a real patient room, to represent the real-life context (see Multimedia Appendix 2 for screenshots), with 4 volunteers (2 men and 2 women) representing different ages.

MOTIV@CŒUR was conceptualized to ensure that participants would observe real-life examples, allowing them to (1) familiarize themselves with the spirit of brief MI, (2) acquire basic skills in brief MI (eg, open-ended questions, validation, and reformulation), (3) recognize and reinforce the change discourse, specifically that involving conviction and confidence, (4) learn to create and strengthen the change discourse, (5) learn to accept resistance to avoid confrontation, (6) understand how to develop a plan, and (7) understand how to help clients to initiate change [11,48].

**MOTIV@CŒUR Structure**

MOTIV@CŒUR consists of 2 training sessions including 13 video modules (see Figure 3). The planned durations were 30 minutes for the first session (S1) and 20 minutes for the second session (S2). Following an introduction and statement of objectives, each session was initiated with a video containing a theoretical introduction to brief MI. Each clinical case was then separated into 3 sections: (1) a textual presentation of the clinical case on the screen, (2) a video of brief MI, in which the CNP interacted with each client, and (3) a video in which the CNP explained why each intervention was retained in response to the client’s motivation profile. Both sessions concluded with a reminder of the key concepts and tips for real-world use of brief MI.

**Figure 2.** The 4 clinical cases and motivation profiles presented in MOTIV@CŒUR.
Use Parameters

We asked participants to complete S1 within 5 days of receiving the initial email sent after enrollment. Two options were provided for completing the first MOTIV@CŒUR Web-based training session. Participants could complete the Web-based training individually in a dedicated room equipped with computers at the study hospital, during a scheduled session in which a facilitator would explain the project and procedure for accessing MOTIV@CŒUR to each participant. Participants could also complete the training at home with remote support (eg, by email or telephone). In addition, they were encouraged to practice brief MI techniques observed in the video in their regular clinical practice, if appropriate.

We asked nurses to complete S2 either at home or at the hospital, 2 weeks after S1. There was no computer constraint limiting completion of S2 earlier or later than this. However, participants were required to complete both sessions within 20 days.

Reminders, Level of Human Involvement, and Co-interventions

We planned a maximum of 3 email or telephone reminders at 3-day intervals for each of the 3 time points in the study (S1, S2, and outcome measures). A maximum of 9 emails or telephone reminders could be sent throughout the study period.

The intervention was completely asynchronous. The research team was available at all times, to provide technical support in person or via mail or telephone. Apart from the technical support provided when necessary (access to the website, log-in, and password), we offered no other intervention, such as that involving information and content explanation regarding the brief MI.

Outcome Measures

The primary feasibility outcome was the completion of both training sessions 20 days after initiation of S1. We also assessed additional feasibility outcomes regarding recruitment and study completion.
Secondary outcomes included the acceptability of MOTIV@CŒUR according to the cardiovascular nurses, skills perceived in brief MI, and self-reported clinical use of brief MI with coronary patients. These outcomes were self-assessed via Web-based questionnaires.

**MOTIV@CŒUR Feasibility**

We measured the feasibility of the Web-based e-learning platform for brief MI from recruitment to closeout using indicators collected throughout the study period, based on pilot study evaluation criteria established by Feeley and Cossette [43].

Feasibility indicators collected by the research team included the proportion of enrolled nurses in the eligible population, recruitment duration, and completion of outcome measures.

Feasibility indicators were also extracted from the Moodle platform. Moodle collects information about each user with an exact time stamp for each action (ie, change of a page in a module or completion of a module). We interpreted the interval between 2 actions as engagement with the site or absence from the site. Since an inappropriately long latency period between the user’s actions would overestimate the time spent on each session, we defined a maximum latency period, fixed at 15 minutes. When a latency period exceeded this threshold, we deducted it from the time spent on MOTIV@CŒUR.

Feasibility indicators extracted from the Moodle platform for each user included the duration of each session, number of sessions completed, and time elapsed between the completion of S1 and S2.

We also recorded types, numbers, and timestamps for reminders sent to participants in an Excel file, version 15.16 (Microsoft).

**MOTIV@CŒUR Acceptability**

We used the model of information systems quality antecedents on nurses’ acceptance of e-learning, developed by Cheng [28], to assess posttraining acceptability of the Web-based e-learning platform for brief MI. The tool evaluates nurses’ perception of the e-learning system, using 27 items grouped into 2 main dimensions: global system quality and technology acceptance. These dimensions are based on DeLone and McLean’s [49] work in information systems quality and van der Heijden’s [50] technology acceptance model. The model is subdivided into 8 subdimensions, of which 4 are related to global system quality (system, information, service, and user interface design quality), and 4 are related to technology acceptance (perceived usefulness, perceived ease of use, perceived enjoyment, and intention to use). The items in each subdimension were described in the original paper [28]. Responses are provided using a Likert scale ranging from 1 (strongly disagree) to 7 (strongly agree), with 4 representing neutral responses. The score for each subdimension is calculated by summing the scores for the responses to the items therein and dividing the result by the number of items in the subdimension. A higher total score indicates greater acceptability (possible range: 0–7). Cronbach alphas for the scale were between .70 and .96 in previous studies [28]. The tool was translated into French using the back-translation method defined by the World Health Organization [51]. The content validity of the translated items was then determined by an expert, who provided adjustments to the language and structure of the items. A pretest was performed and included nurses who were not involved in the project.

Nurses could also provide suggestions and comments regarding MOTIV@CŒUR at the end of the acceptability questionnaire.

**Preliminary Efficacy of MOTIV@CŒUR**

We adapted the tool of nursing interventions specific to conviction and confidence levels and stages of change developed by Paradis et al [44], to assess perceived skill in brief MI and the self-reported clinical use of brief MI before and after training. We reduced the number of interventions from 55 to 26, retaining only those that targeted conviction and confidence, as this was the primary focus of the brief MI training in the study. The content was then validated by 2 MI experts.

The scale contained 26 intervention items grouped under 2 motivational intervention dimensions: conviction (16 items) and confidence (10 items). Based on the work of Cossette et al [52], 2 questions were asked for each intervention item to assess outcomes. The first question (“How comfortable do you feel doing it?”) assessed nurses’ perceived skill in performing each intervention. The second question (“How often do you do it?”) assessed nurses’ self-reported clinical use of each intervention. Each question was used to calculate a total score and 2 subdimension scores for conviction and confidence. The response scale for each question ranged from 1 (not at all) to 5 (extremely) and provided 2 total scores ranging from 26 to 130. A higher score for the first question indicated higher perceived skill in brief MI, and a higher score for the second question indicated higher clinical use of brief MI. To calculate total scores, we recoded a maximum of 3 missing values per participant in the mode for each item.

**Other Measures**

A self-administered sociodemographic paper questionnaire was completed at enrollment to collect data regarding nurses’ general profiles concerning sex, age, language, educational level, year of entry to the hospital, employment status, duration of experience in nursing and cardiovascular acute care, shift, and type of position held at the CCU. We also asked participants whether they had previously completed Web-based training.

**Sample Size**

To examine the primary feasibility outcome, we defined success as the completion of both training sessions by 80% of participants within 20 days. We expected this rate to be 80%; therefore, we targeted a sample of 30 participants to allow estimation with accuracy of ±14.3% and a confidence level of 95%.

**Statistical Analysis**

With respect to sociodemographic, acceptability, and preliminary effect variables, we calculated means and SDs for continuous variables, and counts and percentages for categorical variables. We also used descriptive statistics for the feasibility criteria, as follows: (1) proportion of enrolled nurses in the eligible target population (expected: 50%), (2) time required to complete recruitment (expected: 60 ± 30 days), (3) proportion of nurses who completed both sessions in ≤20 days (expected: 80%), (4)
proportion of nurses who completed both sessions in 60 ± 10 min (expected: 80%), and (5) proportion of nurses who completed outcome measures (expected: 80%).

We compared changes between pre- and posttraining measures for perceived skill in brief MI and self-reported clinical use of brief MI using Student \(t\) test for paired samples, with a 2-sided significance level of .05. We also performed Student \(t\) test for paired samples, with the same parameters used, for the 4 subdimension scores for pre- and posttraining conviction and confidence. All statistical tests were 2-sided and performed using IBM SPSS version 23.0 (IBM Corporation). We verified basic assumptions, such as normal distribution, before analysis.

### Results

#### Participant Characteristics

Most participants were women, and participants’ mean age was 37 years (see Table 2). The majority had completed university-level education and worked full-time as bedside nurses. The duration of participants’ experience as critical cardiovascular care nurses ranged from 1 month to 37 years, with a mean of 11 years. Nurses were almost evenly distributed across all work shifts, with 5 working rotating shifts. More than three-quarters of participants had previously completed Web-based training, but none had undertaken MI in the preceding year.

Table 2. Nurses’ baseline sociodemographic data (N=31).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Mean (SD) or n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex (female), n (%)</td>
<td>27 (87%)</td>
</tr>
<tr>
<td>Age, in years, mean (SD)</td>
<td>37 (9)</td>
</tr>
<tr>
<td>Education (Bachelor’s degree or higher), n (%)</td>
<td>18 (58%)</td>
</tr>
<tr>
<td>Position (full-time), n (%)</td>
<td>18 (58%)</td>
</tr>
<tr>
<td>Position in coronary care unit (bedside nurse), n (%)</td>
<td>27 (87%)</td>
</tr>
<tr>
<td>Experience in acute care, in years, mean (SD)</td>
<td>11 (10)</td>
</tr>
<tr>
<td><strong>Shift, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Day</td>
<td>9 (29%)</td>
</tr>
<tr>
<td>Evening</td>
<td>9 (29%)</td>
</tr>
<tr>
<td>Night</td>
<td>8 (26%)</td>
</tr>
<tr>
<td>Rotation</td>
<td>5 (16%)</td>
</tr>
<tr>
<td>Previously completed Web-based training (yes)</td>
<td>24 (89%)</td>
</tr>
</tbody>
</table>

\(a\) n=27.
Feasibility Results

Recruitment

The feasibility criteria for participant recruitment were all met. Of the 56 nurses employed at the CCU, 44 were eligible for study participation, and 31 (70%) were enrolled in the study between March and May 2016 (see Figure 4). This exceeded the target proportion of 50%. Moreover, recruitment was completed within 11 days, which was a significantly shorter period than the expected period of 30–90 days.

Training Nurses via the Web-Based E-Learning Platform for Brief MI

With regard to the primary feasibility outcome, 24 of the 31 recruited participants (77%, 95% CI 63%–92%) completed both training sessions within 20 days following initiation of S1 (see Table 3). This was close to the criterion for determining success (ie, 80%). Another 2 nurses completed S2 within 26 and 30 days of S1. In addition, 28 participants had completed S1 and 26 had completed S2 at 30 days. A total of 3 participants dropped out before beginning the training, resulting in 28 participants completing pretraining and posttraining measures.
### Table 3. Feasibility of MOTIV@CŒUR (N=31).

<table>
<thead>
<tr>
<th>Feasibility or outcome variable</th>
<th>No. or n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Feasibility criteria</strong></td>
<td></td>
</tr>
<tr>
<td>1. Nurses in the eligible target population (expected: 50%), n (%)</td>
<td>31 (70%)</td>
</tr>
<tr>
<td>2. Duration of recruitment (expected: 30–90 days), no. of days</td>
<td>11</td>
</tr>
<tr>
<td>3. Completed both sessions within ≤20 days (expected: 80%), n (%)</td>
<td>24 (77%)</td>
</tr>
<tr>
<td>Completed the first session at 30 days, n (%)</td>
<td>28 (90%)</td>
</tr>
<tr>
<td>Completed both sessions at 30 days, n (%)</td>
<td>26 (84%)</td>
</tr>
<tr>
<td>4. Completed both sessions within 60 ± 10 min (expected: 80%), n (%)</td>
<td>19 (73%)</td>
</tr>
<tr>
<td>5. Completed posttraining measures (expected: 80%), n (%)</td>
<td>28 (90%)</td>
</tr>
<tr>
<td><strong>Completion of pretraining measures and first session, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Completed before a reminder was sent</td>
<td>10 (32%)</td>
</tr>
<tr>
<td>Completed after 1 reminder was sent</td>
<td>10 (32%)</td>
</tr>
<tr>
<td>Completed after 2 reminders were sent</td>
<td>7 (23%)</td>
</tr>
<tr>
<td>Completed after 3 reminders were sent</td>
<td>1 (3%)</td>
</tr>
<tr>
<td>Never completed</td>
<td>2 (6%)</td>
</tr>
<tr>
<td><strong>Completion of second session, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Completed before a reminder was sent</td>
<td>14 (50%)</td>
</tr>
<tr>
<td>Completed after 1 reminder was sent</td>
<td>10 (36%)</td>
</tr>
<tr>
<td>Completed after 2 reminders were sent</td>
<td>0</td>
</tr>
<tr>
<td>Completed after 3 reminders were sent</td>
<td>2 (7%)</td>
</tr>
<tr>
<td>Never completed</td>
<td>2 (7%)</td>
</tr>
<tr>
<td><strong>Completion of posttraining measures, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Completed before a reminder was sent</td>
<td>13 (46%)</td>
</tr>
<tr>
<td>Completed after 1 reminder was sent</td>
<td>8 (29%)</td>
</tr>
<tr>
<td>Completed after 2 reminders were sent</td>
<td>6 (21%)</td>
</tr>
<tr>
<td>Completed after 3 reminders were sent</td>
<td>1 (4%)</td>
</tr>
<tr>
<td>Never completed</td>
<td>0</td>
</tr>
</tbody>
</table>

The results showed that 25 participants completed S1 and 22 completed S2 during a single connection. The mean durations were 31 (SD 6) minutes for S1 and 19 (SD 6) minutes for S2. The mean total training duration was 50 (SD 11) minutes, which was consistent with the expected duration for MOTIV@CŒUR. The mean period between the completion of S1 and S2 was 13 (SD 7) days, which was close to the recommended time of 2 weeks.

Of the 31 participants, 10 (32%) completed the baseline measures and S1 without requiring a reminder after the initial email providing instructions regarding accessing the Web-based e-learning platform. This proportion was higher in the rest of the study: 14 of 28 participants (50%) completed S2 without a reminder, and 13 of 28 participants (46%) completed the outcome measures without a reminder. Across the 3 time points, the first email reminder was more effective than the second and third reminders and doubled the number of participants who fulfilled the requirements.

In total, 80 emails and telephone reminders were sent throughout the study period. More specifically, 44 email, 16 telephone, and 20 voicemail reminders were sent. Of these, the email reminders were the most effective. Of the 44 email reminders, 27 (61%) resulted in the completion of requirements at each time point (S1, S2, and outcome measures), while 9 of 16 (56%) telephone reminders and 9 of 20 (45%) voicemail reminders were effective throughout the study period.

**Acceptability Outcomes**

The Web-based e-learning platform for brief MI was considered highly acceptable by cardiovascular nurses across all 8 dimensions of Cheng’s [28] model (see Table 4).
Table 4. Posttraining acceptability of MOTIV@CŒUR (n=28).

<table>
<thead>
<tr>
<th>Outcome variable</th>
<th>No. of items</th>
<th>Possible range</th>
<th>Mean (SD) score</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Global system quality</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>System quality</td>
<td>5</td>
<td>0–7</td>
<td>6.15 (0.58)</td>
</tr>
<tr>
<td>Information quality</td>
<td>4</td>
<td>0–7</td>
<td>6.26 (0.60)</td>
</tr>
<tr>
<td>Service quality</td>
<td>3</td>
<td>0–7</td>
<td>5.28 (0.96)</td>
</tr>
<tr>
<td>User interface design quality</td>
<td>3</td>
<td>0–7</td>
<td>6.12 (0.69)</td>
</tr>
<tr>
<td><strong>Technology acceptance</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived usefulness</td>
<td>3</td>
<td>0–7</td>
<td>5.64 (0.81)</td>
</tr>
<tr>
<td>Perceived ease of use</td>
<td>3</td>
<td>0–7</td>
<td>6.16 (0.78)</td>
</tr>
<tr>
<td>Perceived enjoyment</td>
<td>3</td>
<td>0–7</td>
<td>5.80 (1.01)</td>
</tr>
<tr>
<td>Intention to use</td>
<td>3</td>
<td>0–7</td>
<td>6.01 (0.84)</td>
</tr>
</tbody>
</table>

The 4 dimensions concerning system quality were evaluated favorably, and each received a mean score of >5 on the 7-point Likert scale. The 3 items that received the highest scores for system quality were the flexibility of MOTIV@CŒUR regarding learning time and location, presentation of course materials in a readable multimedia format, and the delivery schedule for the learning content. The 3 items that received the lowest scores were related to the quality of support services, as 11 nurses did not use them and provided neutral scores, which were below the observed scores of >5 for other items. The information quality subdimension received the highest score in the dimension related to global system quality.

The 4 dimensions concerning technology acceptance were evaluated very favorably by all participants and received scores of >5 on the 7-point Likert scale. The 3 items that received the highest scores were related to the ease of use of MOTIV@CŒUR, the usefulness of MOTIV@CŒUR for learning, and the opinion that MOTIV@CŒUR should be available to other nurses and professionals. While most participants agreed or strongly agreed that MOTIV@CŒUR was useful in their learning, they appeared less convinced of the superiority of e-learning relative to traditional face-to-face methods. Indeed, the 3 items that received the lowest scores but still scored >5 were related to enhanced learning effectiveness compared with other training methods, increased learning efficiency, and enjoyment while training with MOTIV@CŒUR. Finally, the overwhelming majority of participants agreed or strongly agreed that they would use the e-learning platform again if it were made available with more content and resources.

Comments of participants at the end of the acceptability questionnaire underlined the simplicity, clarity, and dynamism of the e-learning platform. One participant suggested developing a checklist on the training content to be made available to nurses in the clinical setting. Another participant proposed conducting practical workshops to implement the learning acquired during the Web-based training. Overall, the feedback from participants was positive and indicated significant interest in the Web-based e-learning platform for brief MI.

### Preliminary Efficacy Outcomes

Regarding the preliminary efficacy of MOTIV@CŒUR with respect to perceived skill in brief MI, posttraining scores for all dimensions were higher than pretraining scores. However, the raw differences were small and nonsignificant (see Table 5).

Table 5. Preliminary effect of MOTIV@CŒUR on perceived skill in brief motivational interviewing (MI) and self-reported clinical use of brief MI.

<table>
<thead>
<tr>
<th>Outcome variable</th>
<th>No. of items</th>
<th>Possible range</th>
<th>Mean (SD) scores</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Perceived skill in brief MI</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conviction interventions</td>
<td>16</td>
<td>16–80</td>
<td>60.62 (9.79)</td>
<td>.54</td>
</tr>
<tr>
<td>Confidence interventions</td>
<td>10</td>
<td>10–50</td>
<td>34.59 (7.01)</td>
<td>.30</td>
</tr>
<tr>
<td><strong>Self-reported clinical use of brief MI</strong></td>
<td>26</td>
<td>26–130</td>
<td>89.60 (15.74)</td>
<td>.13</td>
</tr>
<tr>
<td>Conviction interventions</td>
<td>16</td>
<td>16–80</td>
<td>58.12 (9.44)</td>
<td>.41</td>
</tr>
<tr>
<td>Confidence interventions</td>
<td>10</td>
<td>10–50</td>
<td>31.48 (6.75)</td>
<td>.03</td>
</tr>
</tbody>
</table>

aHigher is better.

b_n=26.

c_n=25.

In addition, regarding the preliminary efficacy of MOTIV@CŒUR with respect to self-reported clinical use of brief MI, posttraining scores for all dimensions were higher than pretraining scores. A significant effect was observed for
self-reported clinical use of brief MI to increase clients’ confidence in change (\(P=.03\)). Other results were nonsignificant.

**Discussion**

This study involved the design, implementation, and evaluation of a Web-based e-learning platform for brief MI, which included role-modeling videos for nurses in cardiovascular care. We demonstrated the feasibility, acceptability, and preliminary efficacy of the intervention. In addition, preliminary posttraining results regarding perceived skill and clinical use of brief MI were all more favorable than those observed in the pretraining assessment. Overall, the feedback received from participants was positive.

While some previous studies examined Web-based MI training with health care practitioners \([53-56]\), to our knowledge, this study was the first to examine cardiovascular nurses’ evaluation of an asynchronous Web-based e-learning platform for brief MI. We were successful in recruiting 31 participants within 11 days, of whom 28 completed posttraining measures. This demonstrates cardiovascular care nurses’ significant interest in Web-based e-learning and interventions targeting health behavior change. The strong participation in the study could reflect the applicability and credibility of the use of brief MI in acute care settings. Brief MI demonstrated in the MOTIV@CEUR videos lasted 3–4 minutes. This duration is more likely to be feasible in clinical settings than in longer motivational interventions \([12-14]\).

Previous studies suggested that technical difficulties, such as a lack of Internet access, could impede the ease with which information and communication technology could be used by health care practitioners \([22,57-59]\); however, this was not the case in our study, as we did not experience problems with computers. We informed nurses that they were required to be at ease with basic computer use, prior to enrollment, and the research team was available for prompt technical support via email. The e-learning training progressed very well without significant technical difficulties. Participants asked occasional questions (eg, regarding a malfunctioning URL link), but no one experienced difficulty in using the Web-based e-learning platform. This could suggest that nurses in acute care settings are familiar with the use of information and communication technology for clinical and pedagogical purposes. Of the 27 participants who completed the acceptability measures in this study, 24 (89%) had previously completed Web-based training for other topics. The streamlining and improvement of the user interface design in Web-based training platforms could also have affected the ease with which participants used the system \([60]\).

Participant reminders are often overlooked but crucial to asynchronous Web-based e-learning. Literature concerning the subject is scarce; only a few studies have been conducted, and they reported incomplete data regarding frequency, content, numbers, and mode of delivery (eg, telephone or email) for reminders sent to participants. For example, one study \([61]\) proposed up to 3 automated email reminders for incomplete modules. Other studies included 2 automated emails sent 7 days apart, with an additional personalized email and telephone call if required \([62]\), weekly reminders \([63]\), and 2 reminders after 2 weeks \([64]\). This heterogeneity shows a lack of consensus regarding best practice with respect to the reminders sent to participants. In this study, we decided to send a maximum of 3 telephone or email reminders 3 days apart, at each time point to avoid oversoliciting participants. Two reminders ensured that approximately 90% of participants completed the sessions and measures. Relative to telephone and voicemail reminders, email reminders were more effective in ensuring the completion of requirements at each time point. This finding could inform future studies.

Our study’s high acceptability scores suggested that the Web-based e-learning platform for brief MI, based on Moodle, could be ready for inclusion in a larger study. However, some participants asked for further details and interactivity measures, which could be included in future iterations of the platform. The positive aspects of e-learning observed in this study, such as flexibility and control regarding the learning time and location, are consistent with those reported in the literature \([22,25,26]\). This could be explained by the adaptive format of MOTIV@CEUR, which can be used anywhere via smartphones, tablets, and computers; however, we did not collect this information. Moreover, participants appreciated the presentation of MOTIV@CEUR course materials in a multimedia format, as they all reported acceptability scores of >6 for this item in the posttraining assessment. This extends existing literature concerning the feasibility and acceptability of illustrating complex clinical processes, such as brief MI, in video modules \([18,38,56]\).

The next step of this project is to optimize the tailoring, structure, and content of brief MI in the Web-based e-learning platform. Moreover, we intend to evaluate this platform in a randomized controlled trial, to assess its efficacy in comparison with alternative instructional methods such as face-to-face training and reading. Assessment of participant knowledge based on training content is an outcome we will explore in our future research. Moreover, objective measures are required for clinical skills and motivational interventions provided in health care settings. We also intend to assess the effect of brief MI, provided by health care practitioners, on health behavior change in coronary clients.

Future research should assess tailored, interactive, Web-based e-learning platforms for brief MI, as this was not the focus of our study, and the scientific literature has demonstrated the efficacy of such features \([29]\). In addition to tailoring the platform to health care practitioners’ knowledge and experience, researchers should develop an algorithm that accounts for each participant’s characteristics and specific needs (for instance, some participants asked for additional content, while others were satisfied with what was provided in MOTIV@CEUR). In doing so, they could ensure that every participant follows an individualized path that could lead to enhanced knowledge and clinical skills \([25,29]\). The efficacy of interactivity measures in e-learning has been demonstrated in the scientific literature \([25,29]\). Web-based e-learning platforms for brief MI could benefit from the inclusion of self-assessment questions, interactive models and figures, and thought-stimulating activities.
When combined with videos, these elements are potentially valuable for scientific, pedagogical, and clinical purposes.

Future research should explore how to assess the impact of Web-based e-learning for brief MI on objective results in clinical settings. Indeed, despite the progress that has been made in recent years, evaluating the effects of e-learning on real clinical behavior and client outcomes remains a challenge [60,65].

With regard to clinical behavior, researchers should assess the effect of new skills acquired via Web-based e-learning for brief MI on practice using methods other than those involving self-report measures. Supervised clinical simulations of brief MI in parallel with Web-based training could be an interesting means of assessing changes in clinical practice.

Regarding the clinical implications of the study, the results regarding feasibility and acceptability were encouraging and showed that cardiovascular nurses were willing and able to use a Web-based e-learning platform for brief MI to develop skills related to health behavior change. This suggests that Web-based training covering a larger scope of clinical situations and levels of motivation could be designed to assist health care practitioners in providing health behavior change interventions. These interventions could target a larger spectrum of risk factors other than those related to coronary artery disease.

**Strengths and Limitations of the Study**

The strengths of the study include adherence to the study protocol, the prospective registration of the study, and encouraging feasibility and acceptability results. In addition, no MOTIV@CŒUR-related technical problems occurred during the study period.

The study demonstrated the potential of Web-based e-learning training for brief MI, but it was subject to some limitations. First, as it was a pilot study, it was not designed for adequate power. Second, the Web-based, self-administrated questionnaires used in the study are not objective measures of real clinical use of brief MI. Third, the single-group, pre-post study design did not allow for causal inferences.

Most participants had experimented with Web-based training prior to entering the study. This could provide a partial explanation as to why the Web-based e-learning platform showed such high levels of acceptability. A study with a more diverse population of nurses and other health care practitioners could be interesting and allow researchers to determine whether sociodemographic variables increase acceptability scores and affect knowledge acquisition and clinical outcomes. However, this proved difficult in this pilot study, as the small sample size did not allow for enough power.

Not all participants enrolled in the study ultimately used MOTIV@CŒUR for training in brief MI, as 3 individuals dropped out before beginning the training. However, the global participation rate in the study was superior to those observed in similar studies. Indeed, 28 of the 31 participants (90%) used MOTIV@CŒUR, and this proportion ranged from 82% to 89% in other studies [66-69]. While our study included cardiovascular nurses, it is possible that other health care practitioners could benefit from the training.

**Conclusion**

Information and communication technology is instrumental in the future of health care practitioners’ education. Indeed, technology is ubiquitous in clinical, professional, and academic settings. Researchers should consider a wide variety of factors, to provide rich, interactive, tailored Web-based e-learning and enhance health care practitioners’ knowledge, skills, and clinical interventions. The optimization of factors related to system quality and technology acceptance could contribute to the way in which care is learned, planned, and provided in health care settings for years to come. Further research is required to improve understanding of health care practitioners’ interactions and technology use in learning, and the impact of Web-based e-learning on patient care. Our results showed that the Web-based e-learning platform for brief MI was feasible and acceptable according to nurses in cardiovascular care. Moreover, the preliminary posttraining results regarding perceived skill and clinical use of brief MI were all more favorable than those observed in the pretraining assessment. MOTIV@CŒUR, which includes role-modeling videos, could introduce nurses to brief MI for the reduction of cardiovascular risk and exert an impact on their skills regarding motivational interventions.

Future research should focus on tailoring Web-based e-learning platforms to health care practitioners’ existing knowledge and experience, to provide individualized paths and fulfill specific learning needs. Further, such training would benefit from the inclusion of additional interactivity measures to enhance the learning experience.
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Abstract

Background: Patient feedback websites or doctor rating websites are increasingly being used by patients to give feedback about their health care experiences. There is little known about why patients in England may give Web-based feedback and what may motivate or dissuade them from giving Web-based feedback.

Objective: The aim of this study was to explore patients’ views toward giving Web-based feedback and ratings to general practitioners (GPs), within the context of other feedback methods available in primary care in England, and in particular, paper-based feedback cards.

Methods: A descriptive exploratory qualitative approach using face-to-face semistructured interviews was used in this study. Purposive sampling was used to recruit 18 participants from different age groups in London and Coventry. Interviews were transcribed verbatim and analyzed using applied thematic analysis.

Results: Half of the participants in this study were not aware of the opportunity to leave feedback for GPs, and there was limited awareness about the methods available to leave feedback for a GP. The majority of participants were not convinced that formal patient feedback was needed by GPs or would be used by GPs for improvement, regardless of whether they gave it via a website or on paper. Some participants said or suggested that they may leave feedback on a website rather than on a paper-based feedback card for several reasons: because of the ability and ease of giving it remotely; because it would be shared with the public; and because it would be taken more seriously by GPs. Others, however, suggested that they would not use a website to leave feedback for the opposite reasons: because of accessibility issues; privacy and security concerns; and because they felt feedback left on a website may be ignored.

Conclusions: Patient feedback and rating websites as they currently are will not replace other mechanisms for patients in England to leave feedback for a GP. Rather, they may motivate a small number of patients who have more altruistic motives or wish to place collective pressure on a GP to give Web-based feedback. If the National Health Service or GP practices want more patients to leave Web-based feedback, we suggest they first make patients aware that they can leave anonymous feedback securely on a website for a GP. They can then convince them that their feedback is needed and wanted by GPs for improvement, and that the reviews they leave on the website will be of benefit to other patients to decide which GP to see or which GP practice to join.
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Introduction

In England, patients and carers can leave feedback about their experience of a consultation with a general practitioner (GP) using a multitude of methods [1]. These include in-house surveys, the National General Practice Patient Survey, suggestion boxes, surveys for revalidation, the Friends and Family Test, Care Quality Commission ratings, and the NHS Choices and other feedback websites. The number of people leaving ratings and reviews on the Web for products and services in other sectors has exponentially increased [2-4]. A similar type of growth can also be seen, although not to the same magnitude, in the number of patients and carers in England leaving feedback on the Web about their health care experience [5-9].

In 2007, the National Health Service (NHS) introduced the NHS Choices website. Part of the intention and part of the site was designed to encourage patients to provide feedback on health care services [10]. Consequently, on this website, for primary care, patients and carers can (1) view feedback and ratings left by other patients and carers and (2) leave feedback, reviews, or ratings of their health care experience under the GP practice’s name [11]. The former is part of the “choice” agenda that aims to give patients the tools to choose which GP practice to join [12-14]. The latter, the NHS in England states, gives patients a “voice” to air their feedback and concerns independently in the public domain, which they argue will not only increase transparency but also bring improvement and help empower patients [8,10,15]. However, there is little evidence to date to suggest that this has happened.

Research into doctor rating and patient feedback websites is increasing (studies in the United Kingdom [6-8,10,14,16-19], the United States [20-22], Germany [23-27], the Netherlands [28], and Australia [29]). There is some evidence, not always consistent, to suggest that there is an association between Web-based ratings and quality of care [5,6,21,30,31]. In England, although there was some evidence to support a moderate association between patient experience about primary care narrated on a website and via conventional patient surveys, the association with clinical quality of primary care was found to be weak [7].

Studies conducted outside England [25,32-35] have explored what type of patients use patient rating and feedback websites. Two studies conducted in England [36,37] explored patients’ awareness and consideration of their future use of doctor rating websites, as well as some of the demographic predictors for people willing to leave feedback on doctor rating websites. However, none of these studies explored patients’ own views toward patient feedback websites, such as whether they perceive any benefits or risks in relation to leaving feedback on a website, or what may motivate or dissuade them to leave feedback on a website [9]. There is also little understanding of how these attitudes and preferences differ from attitudes and preferences toward other feedback methods. Therefore, the aim of this study was to explore patients’ views toward giving Web-based feedback and ratings to GPs in England, within the context of other feedback methods available in primary care, in particular paper-based feedback cards. The intention is to use the findings from this study to create a questionnaire that could be used across England to explore nationwide public views and understanding toward giving feedback on a website about GPs.

Methods

Defining the Context of the Study

The nature of patient feedback websites appears to be evolving quickly. Therefore, to ensure that the research questions developed for this study were up-to-date, and the context within which this study was developed could be understood, before starting this study (in April 2015), the following were outlined: the key stakeholders involved with patient feedback websites (see Multimedia Appendix 1), the characteristics of the Web-based patient feedback platforms available in England (see Multimedia Appendix 2), and the different pathways that a patient may take to use patient feedback websites in England (see Multimedia Appendix 3).

Data Collection

This study was exploratory and descriptive in design because there was very little known about patients’ views toward patient feedback websites. Qualitative semi-structured interviews were used because this gave the depth required and allowed probing of participants [38]. A deductive conceptual framework was created (see Figure 1) based on existing literature and knowledge gaps, and this, as well as guidance suggested by Bryman [39] and Matthews and Ross [40], was used to design the topic guide (see Multimedia Appendix 4 for a copy of the topic guide). The topic guide was pilot-tested on 2 members of the public before use in the interviews.

Two materials were used in the interviews to provide information to participants. The first was the NHS Friends and Family Test card and the second material contained a screenshot of a GP practice page on the NHS Choices website. Two card sorting exercises were also used to help participants explain which methods they would most prefer to use to leave feedback for GPs. The methods selected were based on feedback methods mentioned by Brown et al [41], Silva [42], and Coulter [43] in patient feedback literature, and are listed in the topic guide (see Multimedia Appendix 4).
Sampling and Recruitment

Purposive sampling was used to recruit participants so that the sample would represent 3 patients from each age group between the ages of 20 and 80 years. Participants were screened before recruitment to ensure they had at least one consultation with a GP in the past year. A total of 18 participants (10 female; 8 male) were recruited from 4 locations in England: East London, North London, South London, and Coventry. A total of 15 participants were interviewed initially, after which the data were analyzed because the data appeared to have reached close to thematic saturation. Then, 3 further interviews were conducted and analyzed, and the themes that emerged validated and supported the existing themes found. The data were now believed to have reached thematic saturation [44], and therefore no further interviews were conducted.

Study Interviews

Participants were sent an invitation letter and information sheet beforehand and were interviewed using the topic guide in a private meeting room or at the participant’s home. Informed consent was obtained from all participants. Each interview was on average 30 minutes long and was recorded digitally. The study had ethical approval from the Biomedical and Scientific Research Ethics Committee at the University of Warwick (ref REGO-2015-1472; May 2015).

Data Preparation and Analysis

The interviews were transcribed verbatim and double-checked for inaccuracies. Transcripts were then transferred to NVivo (QSR International) where they were analyzed using applied thematic analysis [45]. This is a form of inductive (data-driven) thematic analysis that has a pragmatic focus and allows the use of tools appropriate for the analytical process, such as structural coding, quantification, word searches, and deviant case analyses. A structural coding framework consisting of 25 sections was created, which was applied to the first 15 transcripts. Data were then collated relevant to each new code, and a codebook was created in Microsoft Word for each section. As the codebook developed, codes were refined, combined, and deleted from both NVivo and the codebook. Themes were then generated from the codes and reviewed. The 3 new interview transcripts were then added at this stage and went through the aforementioned steps. The themes that emerged supported and validated the existing themes found. The analysis was conducted by the first author (SP), and the codebook was checked for accuracy, internal homogeneity, and external heterogeneity by the second author (RC).

Results

Overview

Participants were asked about their views toward giving feedback to GPs, with a focus in particular on patient feedback websites and on paper-based feedback cards. Participants discussed their awareness and past usage of the Web-based and offline modes of feedback to leave feedback for a GP, as well as their attitudes, motivations, and consideration for future use of both websites and paper-based feedback cards. The interviews focused mainly on the NHS Choices website as the Web-based patient feedback mode and the NHS Friends and Family Test feedback card as the offline mode to leave feedback, both of which are available in general practice in England and are generally unsolicited forms of feedback.

This paper presents only the major themes that emerged from the data. The first 4 themes (1-4) were not specific to a method or mode of feedback; rather, they were found in relation to both paper-based feedback and patient feedback websites. The final 3 themes (5-7) were unique to patient feedback websites, and they allude to the additional considerations that patients need to give when considering using websites to leave feedback for a GP.

Theme 1: Limited Awareness About Methods to Leave Feedback for GPs, Especially on a Website

In this study, 5 participants had given feedback about a GP in the past using non-Web-based methods, and the remaining 13 had not. Interestingly, however, almost half of the participants (n=8) did not know that they could leave feedback about a GP using any method:

“I haven’t seen this [NHS Friends and Family Test card] before, probably haven’t looked [P18]”
Similarly, the majority of participants (n=16) were not aware of the existence of patient feedback websites, and only 1 female participant aged 47 years had experience of giving feedback on a website for a GP. However, more than half of participants (n=12) said they would happily leave feedback about a GP if they were asked to by the GP or the practice, and 13 participants said they may consider giving feedback on a website or on paper in the future.

**Theme 2: Preference for Mode of Feedback Depends on the Nature of Feedback**

The majority of participants preferred to give positive feedback directly face-to-face to the GP, and almost half also preferred to give negative feedback directly face-to-face to the GP:

> If I was unhappy with my GP I would make an appointment and tell her that I was unhappy. I wouldn’t mess about. [P16]

The other methods by which participants most preferred to give feedback were through an app, filling in the NHS Friends and Family Test card, giving the feedback to the practice manager, and leaving the feedback on a private form on the GP website (see Figure 2).

Participants in this study were not keen on using social media (such as Facebook or Twitter) to leave feedback for a GP, emailing or texting the feedback, or using the national patient survey. Among the digital methods the least popular with participants was social media, followed by emailing the GP directly and text messaging. A total of 3 participants (aged between 35 and 55 years) mentioned the website in their top 3 preferred ways to leave feedback about a GP. However, almost all participants added a caveat and said that their preference of which method to use to give feedback to a GP would actually differ depending on the nature of the feedback, that is, whether the feedback was positive or negative:

> It depends on what feedback you are giving [positive or negative]. [P1]

**Figure 2.** A chart showing the number of times the feedback method was selected (through the card sorting exercise) in participants’ 3 most preferred ways to leave feedback for a general practitioner (GP). NHS: National Health Service.

**Theme 3: Extreme Experience Is the Primary Driver to Leave Feedback, Both on Paper and on a Website**

Almost all of the participants (n=17) described their past experience with a GP as satisfactory or good, and therefore they felt that there was no need for them to leave feedback about a GP:

> I suppose it feels a bit silly to make the effort to go to give feedback to say ‘yeah everything was fine.’ [P1]

However, all participants (n=18) agreed that if they experienced an extreme experience in the future, they would leave feedback for a GP:

> If I felt that the level of service [was] exceptionally good or exceptionally poor, I’d be inclined to leave feedback [P15]

Furthermore, the majority of participants said they were more likely to leave feedback (on a website or using any other method) when they had experienced an extreme negative experience, rather than an extreme positive experience.

**Theme 4: Patients Need Convincing That Feedback (Both Paper and on a Website) Is Needed and Will Be Used for Improvement**

Many participants questioned whether the feedback they leave for a GP would lead to any kind of improvement. Half of the participants (n=9) believed that giving feedback to a GP would not make a difference to the GP’s behavior or practice. A total of 5 participants were unsure whether the GP would even see the patient feedback or respond to it. Furthermore, more than half of participants (n=13) believed that GPs do not want patient feedback, otherwise GPs would ask them to leave feedback for them:

> If I was given a card every time I went and they said ‘can you tick it’ then I would tick it and pop it in the box on the way out, but it seems sort of an odd thing
to do if I don’t know they [GPs] particularly want it. [P1]

A total of 4 participants said that a GP does not need feedback, and a quarter of participants (n=6) said that GPs could utilize their time better by treating patients instead of using their time to read patient feedback. However, more than half of participants (n=12) said they would happily leave feedback about a GP if they were asked to leave feedback by the GP or the practice:

If the paper [to give feedback] was given to me, I would definitely leave feedback. [P7]

Furthermore, more than half of participants (n=13) explained that if they were to leave feedback for a GP in the future, their reason for doing so would be to highlight good and bad practice and identify opportunities for improvement:

I think it’s good to highlight good practice, where things go well...but equally with regards to whether [sic] things don’t go as well. [P4]

Theme 5: Transparency of Patient Rating and Feedback Websites

A total of 12 participants believed that patient feedback being on a website and in the public domain is advantageous for patients. Among them, 7 participants explained that this was because the public and other organizations could benefit from such feedback because they could evaluate from patient experiences how well GPs and GP practices were performing:

Because it is public isn’t it, and shows the whole world [sic] can see how well the practice is doing. [P6]

Other participants (n=4) explained that because the feedback is in the public domain, GPs and the GP practice would take Web-based patient feedback much more seriously than feedback left using other methods, because they would feel more accountable:

With online, because it is in the open, once it is there, it is pretty much like a branding for them, so it’s almost like they have to take it more seriously. [P10]

Furthermore, 2 participants believed that patient feedback being on a website was advantageous to the GP practice too, because feedback would be easier to collate and there would be less room for error when transferring that feedback to GPs. However, 3 participants believed that these types of feedback websites could be a breeding ground for false complaints, negativity, and abuse:

If you put things that are negative online, it just creates a breeding ground for more...and then becomes a slating of the surgery. [P2]

One participant said that because of this the GP practice may actually view the feedback left on these websites with skepticism, which, according to her, defeats the purpose of leaving feedback to bring about change or improvement. Similarly, 5 participants (most older than 60 years) questioned the value of patient feedback websites by arguing that these types of feedback websites are not useful to them or to the public:

What’s the value in people scrolling down and reading I’ve had a particularly good or bad experience? [P9]

Theme 6: Concerns About Privacy, Security, and Anonymity of Patient Feedback Websites

More than half of participants (n=10) from all age groups had privacy concerns about leaving feedback on a website and were worried that their identity could be traced, even when leaving feedback anonymously. In contrast, only 2 participants felt that their identity could be revealed if they left feedback for a GP using the NHS Friends and Family Test card. One participant was worried that disclosing her identity when leaving negative feedback on a website or using any other method could risk damaging her relationship with her GP. However, when participants were asked specifically whether they believed leaving negative feedback about a GP would have an impact on their relationship with a GP, most participants believed that GPs were professional, and therefore leaving negative feedback for a GP would not have an impact on their relationship with a GP.

Leaving Their Real Name on a Website

A total of 6 participants said they were happy to leave their real name on a website when they left feedback about a GP on a patient feedback website, because they believed their feedback would be more effective with their name on it, because GPs could then use the feedback for improvement:

I always think it is important to [leave one’s name], because if you don’t, then that person can’t get back to you to say how can we improve? Because I always believe it should always be solution focused, so you can’t just sit and moan without thinking how it could be improved, both sides really. [P5]

Furthermore, 1 participant mentioned that he would be happy to leave his real name on negative feedback on a website because he could always see another GP in the practice. However, 7 participants from all age groups were not happy to leave their real name on a website because of privacy concerns, because of their need to remain anonymous, and because they were worried that they could be identified by a GP.

Leaving Information About Their Diagnoses on a Website

More than half of the participants said that if their diagnosis was a commonly occurring diagnosis they would not mind leaving it on a website. However, if it was quite specific or an embarrassing ailment, they would hesitate to leave it:

I’ve had both my hips replaced, I don’t mind people knowing that...if it was a very personal issue than probably not. Same with online. [P4]

Naming a General Practitioner When Leaving Feedback on a Website

The majority of participants were happy to name a GP when they left positive feedback about a GP on a website. However, when leaving negative feedback on a website, participants disagreed as to whether a GP should be named. A total of 4 participants said that feedback would be more useful if a GP is
named. One of the reasons given was that if the patient wants improvement, the GP needs to be named in the feedback, especially if the GP is part of a larger practice:

There are 18-20 [GPs] working on the same day [in my GP practice], it's hard to know which doctor you are talking about [P3]

However, 7 participants felt that it was unfair to name GPs, because the feedback left on a website could damage the GP’s reputation or personal confidentiality, and it could just be that the GP was having a bad day:

I think they deserve privacy. I live in the public world and I know how that feels, and if I fail I don’t necessarily need it everywhere, and same with them [P6]

Theme 7: Accessibility of Patient Rating and Feedback Websites

Almost half of participants (n=7), all younger than 50 years, believed that a website is more accessible because it is available all the time and can be used from anywhere, and therefore it is also easier to use:

Yeah, cos you can do it [give feedback] any time. You know you don’t have to do it there and then. Or you don’t have to go home and come back to collect something paper-based, you can do it at home, 2am in the morning [P2]

Furthermore, a participant, who was younger than 30 years, suggested that giving feedback on a website would make it easier for her to be critical of her GP:

I think I would feel more comfortable typing it [i.e., critical feedback] (laugh), it’s just, I don’t know, I think it's just psychological. I just feel like if I put it down myself [on paper], I wrote it, then it'd be, yeah, I wouldn't feel as comfortable being as expressive that [sic] I'd like to be. Is that weird? [P3]

However, more than half of the participants (n=11) expressed that a website is less accessible. A total of 4 participants (who were all older than 60 years) said this was because they do not have a computer or they do not know how to navigate a website, whereas others who were familiar with the Internet and used the Internet felt they did not want to go on a website for nonwork purposes.

Discussion

Principal Findings

In this study, patients as a group are divided about their attitudes toward using feedback and rating websites in the future to leave feedback for a GP. Some patients do not want to leave feedback or do not feel the need to leave feedback in the future (regardless of the method of feedback offered to them), whereas others, who may be willing to leave feedback for a GP, are for or against leaving feedback on a patient feedback website.

The results suggest that some patients may be motivated in the future to leave Web-based feedback rather than paper-based feedback because (1) they can give feedback anytime from anywhere, (2) it allows them to share their experience with the public so others can see what went right or wrong, or (3) they believe that the GP will take Web-based feedback more seriously. On the other hand, however, others suggested that they would not use a website to leave feedback because (1) they cannot use a personal computer or website (mentioned only by participants older than 60 years), (2) they have privacy concerns about leaving feedback on a website, or (3) they believe that feedback left on a website will not be taken seriously by the GP or the practice, because other patients may be abusing the website or using it as a negative breeding ground. These findings can be used by the NHS and patient feedback website providers to effectively target marketing material and address these patient concerns about patient feedback websites that have emerged from this study.

Furthermore, although participants younger than 50 years appeared to perceive giving feedback on a website easier than giving it on paper, this does not mean that they were convinced of the value of giving feedback about a GP on a public feedback website. Privacy and security were important to all of the participants in this study regardless of age, and this suggests that if patients feel a website is not secure enough or will not preserve their anonymity, they will be reluctant to use such a website to leave feedback about GPs. The NHS and other patient feedback website providers need to reassure patients that their websites are secure and will maintain patient privacy.

Comparison With Prior Work

Since 1978, patient and public involvement has been part of NHS policy, and there has been increasing emphasis on collecting patient experience narratives and feedback both in the NHS and outside it [46]. It was surprising, therefore, that half of the participants in this study were not aware they could leave feedback for or about a GP. In addition, the majority of participants were also not aware of the existence of patient feedback websites. However, the latter is in line with findings from a study by Galizzi et al [36] who found that only 15% of a sample of Londoners were aware of doctor rating websites. This is in contrast to the United States and Germany, where recent studies found that approximately a quarter of respondents had used a physician rating website [25,34]. However, Patel et al [47] suggest this may be partly because of the higher usage of private health care in the United States and Germany.

One of the criticisms of the NHS Choices website in England is that its user-driven content is biased and it contains very few numbers of reviews and ratings, which are not representative of a GP or GP practice’s performance [47]. This was supported by a study in England, which found that less than 1% of all GP consultations had been reviewed on the Web [7], and studies from the United States [30,48-50], Germany [35,51,52], and Australia [29] all indicated that less than 30% of doctors had been rated on the Web. General practitioners in England also suggested that their patients are not aware about the existence of patient feedback websites [47]. The findings from this study appear to support this. However, they also suggest that the lack of awareness and usage among patients is not limited to patient feedback websites; rather, patients appear to have limited awareness of other feedback methods that are present in GP
practices too. More positively, however, participants also suggested that this could be reversed if the GP or the practice actively asked them to leave feedback about a GP (rather than by just providing tokenistic methods, such as leaving forms at the reception desk), and this may convince them that their feedback, even if it is mediocre feedback, is of some value to the GP or the GP practice for improvement.

Despite the phenomenal increase in Internet usage and ownership of computers in UK households, there is still a digital divide present in society, where 11% of adults in the United Kingdom in 2015 have never used the Internet [53], and 37% of adults aged 65-74 years and 65% of those older than 75 years do not have access to the Internet at home [54]. This was reflected in our study too, where almost all of the participants older than 60 years said they did not have access to a computer or the knowledge to use such websites. This suggests that some parts of society, mainly the elderly, may be excluded from patient feedback websites, and Trigg [8] proposed that this may be a type of social exclusion for those who most need health care and access to such feedback websites. Interestingly though, even among those who did have access to the Internet in this study and who were familiar with the Internet, a few just did not want to use the Internet for purposes outside of work.

Patients in this study felt that their primary motivation to leave feedback for a GP (irrespective of whether it is on a website or on paper) was to help improve GPs’ professional practice, and this may explain why many in this study preferred to leave feedback directly with the GP or practice, because they believed the GP could then make the necessary changes. This type of motivation is described as “helping the organization” by researchers in the field of consumer behavior, who explore what motivates people to communicate positive and negative sentiments through word-of-mouth about consumer products [55,56]. However, the difference is that this type of motivation was attributed to positive feedback only, whereas in this study, patients attributed it to negative feedback too. This also appears to dismiss the concerns raised in the literature [7,57-59], and by GPs in a previous study [47], that some patients have malicious intentions when they leave feedback on a website. Two additional perceived patient motivations for leaving feedback on a website were found in this study, and these were exclusive to leaving feedback on a website for GPs. The first of these perceived motivations would fall under the term “altruism” described in the field of e-consumer behavior [60]; this was the ability to benefit other patients and organizations by sharing feedback in the public domain, so that (1) it ensures that others do not share the same negative experience and (2) other patients can use the reviews to decide which GP to see or which GP practice to join. The latter has been part of the “patient choice” agenda in the NHS [11,28], and the NHS argues that this type of “choice” will drive improvement and empower patients [61]. More than half of the participants in this study spoke positively of this advantage; however, there has been considerable criticism of the choice agenda in the literature [12,62].

The second perceived patient motivation to leave Web-based patient feedback mentioned in this study was its collective power to force improvement. This exercising of power over an organization has also been described by Yoo and Gretzel [63] as a motivator for people leaving Web-based travel reviews. Similarly, Ben Bradshaw, a former British Minister for Health, argued that Web-based patient feedback will force doctors to improve their performance and bedside manner out of fear that patients may post on the Web about them [64,65]. However, the majority of GPs in a previous study [47] disagreed that this would bring about a positive change; rather, they believed it would just force GPs to practice more defensively. Davidson et al [66] also found that just because stories about the quality of services appeared in the public domain and affected an organization’s reputation, this did not mean that they would automatically become drivers for improvement in the NHS. Furthermore, 1 participant in this study highlighted that leaving feedback on a website, she believes, will not be taken more seriously by the GP as the feedback may be looked at with skepticism, because patient feedback websites may be seen as negative breeding grounds by GPs. This appears to be supported by some GPs in a previous study [47] who saw little value in Web-based patient feedback and had concerns about them.

Patients’ views about leaving their name on feedback that they would leave on a website in the future were found to be mixed. On the one hand, some patients had concerns about privacy, whereas others suggested the feedback would be more useful to GPs if they as patients left their name on it; 7 GPs in a previous study [47] also believed the same. Similarly, views were mixed about whether GPs should be named in the feedback provided, and a previous study [47] found that GPs preferred to receive practice-based feedback, where they as GPs would not be named by the patient on the feedback left on a website. However, 4 participants in this study believed that feedback would be more useful if the GP is named, because there is no other way to identify the GP, especially if the GP is part of a larger practice. In a study by Patel et al [47], GPs similarly questioned the usefulness of a piece of feedback if it was anonymous to GP and the patient, and remarked that it was difficult to work out who the comment was for and about and therefore could not be used for improvement.

Findings from this study suggest that there is no single most preferred method for patients to give feedback about a GP, and Entwistle et al [67] also found the same in their study with Scottish patients. However, in this study, giving feedback directly to the GP and the practice was the most preferred way for the majority of the participants to leave feedback. This is significant, because it appears to suggest that some patients do not feel the need to formalize the feedback they give about a GP. The results also appear to suggest that if patients feel heard within the practice, they may be less likely to seek out other external ways to leave feedback.

The results from this study also suggest that patients will change their method of giving feedback based on the type of feedback they want to leave (negative or positive) and the type of experience they have. This is significant because it suggests that patient feedback left on a website for a GP—that other patients can then use to make a “choice” of provider—may very well be biased, because it appears to be that patients pick and choose which type of feedback they give on a website and
which, for example, they directly tell their GP after a consultation.

All of the participants in this study said that they would consider leaving feedback for a GP (Web-based or using another method) in the future when they had experienced an extreme experience, mainly an extreme negative experience. This appears to support the argument made by GPs in a previous study [47] as well as physician representatives [68,69] that the majority of Web-based patient feedback is extreme negative opinion. This is usually counteracted in the literature with the statement that studies (including [7,10,20,23,30,35,48,59,70-72]) in and out of the United Kingdom have found that the majority of feedback left on physician review websites is positive [73]. The findings from this study appear to contradict that and further suggest that regardless of whether patient feedback is given on a website or not, patients are much more likely to leave feedback when they have experienced an extreme negative experience.

Most participants in this study felt quite comfortable giving negative feedback directly to the GP, and they did not believe leaving negative feedback for a GP would have an impact on their relationship with a GP. This contradicts Dorr and Lipkin’s [74] stance that the doctor-patient relationship is “sacred” and therefore patients would not risk jeopardizing that relationship. However, it appears to support the argument by Kaba and Sooriakumaran [75] that the one-sided power in a doctor-patient relationship is swiftly shifting in the United Kingdom, and the push for patient-centered care means that both parties are now more likely to be involved in decision-making processes.

Conclusions and Recommendations

The findings of this study appear to suggest that the current low usage of patient feedback websites in England may be partially because many patients do not know that they can leave feedback at all about GPs, Web-based or otherwise, and within the group that does know about leaving feedback for GPs, some do not want to leave feedback, regardless of which method of feedback is offered to them. This is in part because they are not convinced that GPs want patient feedback or need patient feedback. However, the findings also suggest that those patients who do want to leave feedback about a GP would choose the method based on the following: the type of feedback they want to give, whether that particular method of giving feedback was convenient for them, whether they believed the feedback method was secure and appropriate to use, and whether they believed that the feedback would reach the GP using that method and would be used for improvement. These generic factors (found in this study) associated with preference of feedback method may be used by the NHS and other health providers to evaluate whether proposed new methods to collect patient feedback are appropriate and will be effective.

The findings also suggest that patient feedback websites as they currently are will not replace other mechanisms for patients to give feedback to a GP, but they may motivate a small number of patients who have more altruistic motives or wish to place collective pressure on a GP to give feedback on the website. If the NHS or GPs want more patients to leave feedback on the website, the findings suggest they first make patients aware that they can leave anonymous feedback securely on a website for a GP. They could then convince them actively that their feedback is needed and wanted by GPs for improvement and that the reviews they leave on a website will be of benefit to other patients to decide which GP to see or GP practice to join. The findings also suggest that some patients may prefer to give feedback using a Web-based method because it is easier and more accessible, but at the same time they may want their feedback to remain private for the GP or GP practice to view only. Future research will explore this and examine whether the other findings from this study can be found at a population level in England.

Limitations

Findings from this study provide valuable insight into patients’ views and motivations toward Web-based patient feedback in the context of primary care. However, the findings need to be used with some caution because, even though the data appeared to reach thematic saturation, the sample size for this study was small (n=18), and participants were recruited from 4 locations only. Therefore, it is difficult to conclude to what extent findings can be found in the general population of patients. However, the findings are useful for scoping further research, and future research will examine to what extent findings from this study can be found at a population level in England.
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Abstract

Background: As consumer health information technology (IT) becomes more thoroughly integrated into patient care, it is critical that these tools are appropriate for the diverse patient populations whom they are intended to serve. Cultural differences associated with ethnicity are one aspect of diversity that may play a role in user-technology interactions.

Objective: Our aim was to evaluate the current scope of consumer health IT interventions targeted to the US Spanish-speaking Latino population and to characterize these interventions in terms of technological attributes, health domains, cultural tailoring, and evaluation metrics.

Methods: A narrative synthesis was conducted of existing Spanish-language consumer health IT interventions indexed within health and computer science databases. Database searches were limited to English-language articles published between January 1990 and September 2015. Studies were included if they detailed an assessment of a patient-centered electronic technology intervention targeting health within the US Spanish-speaking Latino population. Included studies were required to have a majority Latino population sample. The following were extracted from articles: first author’s last name, publication year, population characteristics, journal domain, health domain, technology platform and functionality, available languages of intervention, US region, cultural tailoring, intervention delivery location, study design, and evaluation metrics.

Results: We included 42 studies in the review. Most of the studies were published between 2009 and 2015 and had a majority percentage of female study participants. The mean age of participants ranged from 15 to 68. Interventions most commonly focused on urban population centers and within the western region of the United States. Of articles specifying a technology domain, computer was found to be most common; however, a fairly even distribution across all technologies was noted. Cancer, diabetes, and child, infant, or maternal health were the most common health domains targeted by consumer health IT interventions. More than half of the interventions were culturally tailored. The most frequently used evaluation metric was behavior/attitude change, followed by usability and knowledge retention.

Conclusions: This study characterizes the existing body of research exploring consumer health IT interventions for the US Spanish-speaking Latino population. In doing so, it reveals three primary needs within the field. First, while the increase in studies targeting the Latino population in the last decade is a promising advancement, future research is needed that focuses on Latino subpopulations previously overlooked. Second, preliminary steps have been taken to culturally tailor consumer health IT interventions for the US Spanish-speaking Latino population; however, focus must expand beyond intervention content. Finally, the field should work to promote long-term evaluation of technology efficacy, moving beyond intermediary measures toward measures of health outcomes.

Introduction

Patients are at the heart of the health care system. As primary stakeholders, they are not only affected by national and local policy, medical services, and the health care workforce, but also have the ability to affect health care cost, quality, and access through individual and community engagement. Patient engagement is a broadly defined term used to describe patient acquisition of knowledge, skills, ability, and motivation to participate in positive health behaviors and the interventions increasing these attributes [1,2]. A wide range of factors including literacy level, personal interest, information quality and access, and knowledge impact a patient’s ability to engage in their health and health care [3-7]. Engagement not only increases a patient’s overall satisfaction with the health care experience but also directly impacts health outcomes [8,9]. Engaged patients are more proactive in using preventative health resources such as screenings and immunizations, more willing to ask questions of their provider, more effective in managing chronic conditions, and less likely to participate in unhealthy lifestyle behaviors such as smoking and drug use [10-12]. As the complexity of medical technology and the burden of chronic disease grow, empowering patients to engage on all levels of care will be critical to reducing health care costs, improving population health, and maintaining patient satisfaction [13].

Consumer health information technology (IT) is increasingly being used to engage patients in shared decision making, self-management, and disease prevention through facilitation of health information access, social and clinical support, and electronic communication [14,15]. Consumer health IT may be conceptualized within the field of wellness informatics, which Grinter et al define as “a human-centered computing science focused on the design, deployment, and evaluation of human-facing technological solutions to promote and manage wellness acts, such as the prevention of disease and the management of health” (pg. 78) [16]. Although consumer health IT has varied definitions [15,17-19], there is a consensus that it is a form of electronic technology used by lay people to support health and health care management. Consumer health IT platforms include a variety of electronic systems such as desktop or laptop computers, touchscreen kiosks, personal wireless devices, and mass media [16,18,20,21]. A growing body of research has explored the feasibility, acceptability, and efficacy of these tools in promoting health [15,22-26]. While challenges remain in the standardized evaluation and cost-benefit analysis of consumer health IT [27,28], initial studies have shown potential for these engagement-oriented tools to positively impact health outcomes, quality of life, hospital readmission rates, and mortality [29-34].

Critical to the design of technologies that facilitate health and health care management is the consideration of population needs and characteristics [35-38]. A patient-centered design approach aims to systematically partner with patients in the creation and tailoring of technologies to best suit their unique needs, skills, environments, and preferences [36,39-41]. Design of technologies without consideration of the end user can lead to user frustration, error and misuse, and technology abandonment [41-44].

As consumer health IT becomes more thoroughly integrated into patient care, it is critical that these tools are appropriate for the diverse patient populations whom they are intended to serve [45-48]. Cultural differences associated with ethnicity are one aspect of diversity that may play a role in user-technology interactions [30,46,49]. Many studies that focus on consumer health IT within the literature do not have a diverse population sample [18]. It is difficult to determine whether lessons learned from heterogeneous populations may be universally applicable to minority ethnic groups. Instead there may be unique lessons to be learned. While there has been growing recognition of the importance of providing culturally competent health care [50], most of these initiatives have focused on providers, health care organizations, and public health interventions [51]. Given the potential for consumer health IT to enhance patient well-being both within and outside the institutional health care setting, it is critical that we view the design of these tools through the same conscientious lens of cultural competency [52].

Research within this field is both timely and important because of existing health disparities faced by ethnic minority populations and the national priority to decrease these disparities [53]. Designing appropriate consumer health IT interventions for ethnic minorities offers an opportunity to bridge existing health disparities faced by these populations [53]. In contrast, failure to design consumer health IT appropriately for ethnic minority groups risks exacerbating this divide [54]. Consequently, there is a need to assess our current understanding of the intersection between culture, ethnicity, and consumer health IT and to elucidate areas for future research within the field.

This paper focuses on a single ethnic group: the US Spanish-speaking Latino population, a heterogeneous group consisting of numerous subpopulations. This ethnic population was chosen for its current and increasing prominence within the United States. The Latino population represents the nation’s largest ethnic minority, numbering over 54 million [55]. In accordance with other ethnic minorities, Latinos face stark disparities in health and health literacy, influenced by poverty, institutional racism, and linguistic barriers, among other factors [56]. English-speaking Latinos show higher levels of technology ownership than their Spanish-speaking counterparts [57], and the latter group experiences worse self-reported health status and access to care [58]. This study aims to evaluate the current scope of consumer health IT targeted to the US Spanish-speaking Latino population, characterizing interventions in terms of technological attributes, health domains, cultural tailoring, and evaluation methods. In doing so, it identifies gaps
in and limitations of interventions for this specific population and offers considerations for research within the broader field of culturally informed consumer health IT [46].

Methods

Design

A narrative synthesis [59] was conducted of existing Spanish language consumer health IT interventions indexed within health and computer science databases. A narrative review is a qualitative systematic review, which looks for themes or constructs present within a body of studies. In contrast to meta-analysis, the aim of a narrative review is to create a broad understanding of a particular phenomenon [59]. The aim of this study was to synthesize existing literature and to systematically assess gaps in consumer health IT interventions tailored to US Spanish-speaking Latinos.

Search Strategy

Searches were first conducted in August 2014 within four health sciences (ie, PubMed, Web of Science, CINAHL, Cochrane Central Register of Controlled Trials [Cochrane]) and three computer sciences and engineering databases (Compendex, IEEE Xplore, and the Computers and Applied Sciences Complete [CASC]). A second search was run in September 2015 within these databases to capture additional articles published during the screening process. All databases were accessed via the University of Virginia libraries. A third search was run in June 2016 to expand the search to a 25-year time span from 1990-2015. Search terms were divided into three clusters referencing technology, ethnicity, and patient-centeredness (see Table 1). Terms were adapted for each unique database in consultation with a University of Virginia librarian. The search was limited to English language articles with human subjects. Database-specific Boolean search strings can be seen in the Multimedia Appendix 1.
### Table 1. Search terms for PubMed (terms were adapted for each database).

<table>
<thead>
<tr>
<th>Technology</th>
<th>Ethnicity</th>
<th>Patient-centeredness</th>
</tr>
</thead>
<tbody>
<tr>
<td>cellular phone</td>
<td>Hispanic Americans</td>
<td>consumer health information</td>
</tr>
<tr>
<td>mobile phone</td>
<td>Hispanic</td>
<td>health education</td>
</tr>
<tr>
<td>mobile computing</td>
<td>Spanish Americans</td>
<td>health promotion</td>
</tr>
<tr>
<td>mobile health</td>
<td>Latino(a)</td>
<td>health care quality, access, and evaluation</td>
</tr>
<tr>
<td>text messaging</td>
<td>Spanish-speaking</td>
<td>patient compliance</td>
</tr>
<tr>
<td>internet</td>
<td></td>
<td>patient participation</td>
</tr>
<tr>
<td>ehealth</td>
<td></td>
<td>patient satisfaction</td>
</tr>
<tr>
<td>blogging</td>
<td></td>
<td>patient preference</td>
</tr>
<tr>
<td>social media</td>
<td></td>
<td>patient education</td>
</tr>
<tr>
<td>facebook</td>
<td></td>
<td>preventive health services</td>
</tr>
<tr>
<td>twitter</td>
<td></td>
<td></td>
</tr>
<tr>
<td>telemedicine</td>
<td></td>
<td></td>
</tr>
<tr>
<td>audio player</td>
<td></td>
<td></td>
</tr>
<tr>
<td>audiovisual aids</td>
<td></td>
<td></td>
</tr>
<tr>
<td>multimedia</td>
<td></td>
<td></td>
</tr>
<tr>
<td>health records, personal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>computer systems</td>
<td></td>
<td></td>
</tr>
<tr>
<td>tablet computer</td>
<td></td>
<td></td>
</tr>
<tr>
<td>computer/utilization</td>
<td></td>
<td></td>
</tr>
<tr>
<td>user-computer interface</td>
<td></td>
<td></td>
</tr>
<tr>
<td>computer user</td>
<td></td>
<td></td>
</tr>
<tr>
<td>television</td>
<td></td>
<td></td>
</tr>
<tr>
<td>radio</td>
<td></td>
<td></td>
</tr>
<tr>
<td>soap opera</td>
<td></td>
<td></td>
</tr>
<tr>
<td>reminder system</td>
<td></td>
<td></td>
</tr>
<tr>
<td>educational technology</td>
<td></td>
<td></td>
</tr>
<tr>
<td>medical informatics</td>
<td></td>
<td></td>
</tr>
<tr>
<td>health information technology</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Medical Subject Headings (MeSH) term.

The combined electronic searches identified 2742 records. Records were divided as follows: PubMed (1798 citations), Web of Science (42 citations), CINAHL (717 citations), Cochrane (87 citations), Compendex (6 citations), CASC (136 citations), and IEEE Xplore (0 citations). After removal of duplicates, a combined total of 2626 unique records was compiled for preliminary abstract review.

**Inclusion Criteria**

The search was limited to full-text, English language articles published between January 1990 and September 2015, with additional inclusion and exclusion criteria described in Textbox 1. If inclusion could not be determined by information provided within the abstract, the article was included for full-text review. Full-text inclusion criteria were identical to those used in abstract screening.
Textbox 1. Inclusion criteria for abstract screening and full-text review.

<table>
<thead>
<tr>
<th>Article characteristics:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Article must be published between January 1990 and September 2015.</td>
</tr>
<tr>
<td>• Article must be in the English language.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Population characteristics:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Participants must live within the United States, defined by the 48 contiguous states, Alaska, and Hawaii.</td>
</tr>
<tr>
<td>• If participants lived in both the United States and abroad, article must analyze US participants as cohesive population subset.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Intervention characteristics:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Intervention must involve electronic technology (technology using electricity). This includes radio, television, mobile phone, computer, tablet, MP3 player, etc.</td>
</tr>
<tr>
<td>• Information delivered through the intervention must be available in Spanish.</td>
</tr>
<tr>
<td>• Intervention must target health and include topics pertaining to one or more of the following:</td>
</tr>
<tr>
<td>• disease treatment</td>
</tr>
<tr>
<td>• disease prevention</td>
</tr>
<tr>
<td>• health education</td>
</tr>
<tr>
<td>• personal safety</td>
</tr>
<tr>
<td>• access to care</td>
</tr>
<tr>
<td>• personal wellness</td>
</tr>
<tr>
<td>• mental health</td>
</tr>
<tr>
<td>• well-being</td>
</tr>
<tr>
<td>• care of dependents</td>
</tr>
<tr>
<td>• Patient and/or the patient’s legal guardian must be the end user and direct benefactor of the device.</td>
</tr>
<tr>
<td>• Interventions targeting providers are excluded.</td>
</tr>
<tr>
<td>• Interventions consisting only of phone calls were excluded.</td>
</tr>
</tbody>
</table>

Study Selection

Study selection consisted of two steps: abstract screening and full-text review. Abstracts were independently screened by authors AC and BM and compared at intervals of 50-100 articles until a Cohen’s kappa score of .95, indicating near-perfect agreement [60], was reached after three rounds. Discrepancies were discussed and eligibility criteria were refined between intervals when necessary. After final inclusion criteria were agreed upon, the remaining abstracts were divided between AC and BM and screened independently.

In total, 240 articles were returned for full-text review. AC reviewed all full-text articles using inclusion criteria. Reasons for article exclusion are detailed in the Multimedia Appendix 2, and excluded articles are listed in Multimedia Appendix 3. If an article failed multiple inclusion criteria, the first criterion identified upon a linear read of the article from introduction to conclusion was documented. The Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) [61] flowchart representing the study selection process is shown in Figure 1.
Data Extraction
We identified 42 articles for full-text extraction. AC and BM independently reviewed and extracted data from all 42 articles (see Multimedia Appendix 4). A standardized template within Microsoft Excel was used to ensure systematic extraction of data. Extraction data were compared, and all discrepancies led to a joint article review and discussion. The following data were collected: (1) first author’s last name, (2) publication year, (3) population characteristics (eg, sample size, gender, age, percent Latino, ethnicity), (4) journal domain, (5) health domains, (6) technology platform, (7) technology functionality, (8) available languages of consumer health IT intervention, (9) US region, (10) cultural tailoring category, (11) population density (eg, urban versus rural), (12) intervention delivery location, (13) evaluation metrics, (14) evaluation results, and (15) study design.

Deductively Derived Categories
Categories for journal domain [62], US region [63], study design [64], cultural tailoring [46], and technology functionality [65] were deductively derived using external frameworks. The external frameworks for technology functionality and cultural tailoring categories are summarized in Table 2. Evaluation metrics were categorized according to a deductive framework developed by the collective expertise of the study team (see Table 4).
Table 2. Technology functionality framework [61].

<table>
<thead>
<tr>
<th>Functionality subcategory</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inform</td>
<td>Provide information in a variety of formats (text, photo, video)</td>
</tr>
<tr>
<td>Instruct</td>
<td>Provide instructions to the user</td>
</tr>
<tr>
<td>Record</td>
<td>Capture user-entered data</td>
</tr>
<tr>
<td>Display</td>
<td>Graphically display user-entered data/ output user-entered data</td>
</tr>
<tr>
<td>Guide</td>
<td>Provide guidance based on user-entered information (eg, recommend a physician consultation or course of treatment)</td>
</tr>
<tr>
<td>Remind/Alert</td>
<td>Provide reminders to the user</td>
</tr>
<tr>
<td>Communicate</td>
<td>Provide communication with health care provider/ patients and/or provide links to social networks</td>
</tr>
</tbody>
</table>

Table 3. Culturally-informed design framework [46].

<table>
<thead>
<tr>
<th>Cultural tailoring category</th>
<th>Description</th>
<th>Examples of cultural considerations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content</td>
<td>Message being delivered through the technology</td>
<td>Origins and consequences of health conditions</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Norms related to diet, religion, and division of labor</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Alternative medicine</td>
</tr>
<tr>
<td>Functionality</td>
<td>Array of actions performed by the technology</td>
<td>Culturally specific health management behaviors</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Perceptions of privacy and health care decision making</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Preferences for information delivery and communication (eg, voice communication)</td>
</tr>
<tr>
<td>Technology platform</td>
<td>Technology hardware used to deliver the health intervention</td>
<td>Access and exposure to technology</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Use of hardware within target population</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Role of Internet</td>
</tr>
<tr>
<td>User interface</td>
<td>Presentation and organization of the content and functionality</td>
<td>Cultural symbols</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Language and dialect</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Spatial orientation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Colors</td>
</tr>
</tbody>
</table>

Table 4. Evaluation metrics categories.

<table>
<thead>
<tr>
<th>Category</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Behavior/ attitude change</td>
<td>Changes in the lifestyle, disease management, or attitude toward a health topic or behavior. These include measurements such as changes in disease screening rates, treatment compliance, medical care utilization, performance of self-care tasks, attitude toward organ donation, attitude toward breast cancer screening, and attitude toward alcohol use.</td>
</tr>
<tr>
<td>Knowledge retention</td>
<td>Any measurement of information taught through technology intervention. These include measurements such as knowledge of diabetes care, knowledge of disease prevention techniques, or knowledge of vaccination schedules.</td>
</tr>
<tr>
<td>Self-reported health marker</td>
<td>Self-reported health measures including depression scale rankings, pain rankings, self-efficacy, psychosocial functioning, or quality of life.</td>
</tr>
<tr>
<td>Biometric health marker</td>
<td>Quantitative measures of body function including HbA1c levels, blood pressure, glycemic control, and body mass index. Both clinic-generated and self-reported biometric health markers were included within this category.</td>
</tr>
<tr>
<td>Usability</td>
<td>Specific feedback regarding physical characteristics of technology, user interface, acceptability of technology, and perceived utility. These include measures such as ease of use, readability, ability of patient to relate to video characters, acceptability of video length, emotional appeal, and satisfaction with device.</td>
</tr>
</tbody>
</table>

Inductively Derived Categories

Using the data abstracted from the individual studies, the research team inductively derived categories for the following variables: technology platform, population density, health domains, evaluation results, and intervention delivery location (see Table 5). Additionally, we followed the procedure below:

Technology platform: When it was not possible to infer the specific technology platform, the article was coded as “unspecified.” This was most common for video interventions that did not specify whether the video was delivered through a...
computer, digital video disc (DVD) player, videocassette recorder (VCR), or tablet.

Population density: If it was possible to infer an urban or rural location from article language or study location, the article was coded accordingly. For example, an intervention conducted within a “city center” was coded as “urban.”

Health domain: Given the numerous health domains investigated by studies, we engaged in a second round of coding to reduce the number of health domain categories. For example, “infant immunization” was coded as “infant, child health, or maternal health.”

Intervention delivery location: Similarly, some intervention delivery locations were coded at a higher level of abstraction. For example, “mass media” and “internet” interventions were ultimately coded as “ubiquitous environment.”

Evaluation results: Results were drawn directly from the text of each article. If multiple outcomes were reported, only primary outcomes were included.

Table 5. Inductively derived categories.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population density</td>
<td>Article was categorized as “rural” only if authors specified a rural community. If authors did not use the term “urban” but specified a city or county that was predominantly urban, the article was classified as urban. Articles that were unclear or did not specify any location were classified as “Did Not Specify (DNS).”</td>
</tr>
<tr>
<td>Intervention delivery locations</td>
<td>Clinic: Intervention delivery within a clinic, hospital, or medical center. Includes clinic waiting room or medical encounter. Ubiquitous environment: Intervention delivery could occur in multiple physical environments. Technologies accessed by patients through personal devices such as mobile phones, desktop computers, or radio, or through public mass media. This includes all interventions accessed through the Internet. Community center: Intervention delivery in any public gathering space that does not formally provide medical care (ie, not a clinic). This includes churches, schools, pharmacies, cafes, libraries, and other community centers.</td>
</tr>
</tbody>
</table>

Data Analysis

Data were coded manually into numerical categories, and basic statistics were computed using Microsoft Excel Version 14.1. All percentages were calculated out of the total number of included studies (N=42). If a study did not report on a given category, the study was coded as “did not specify.” Studies could be categorized in multiple subcategories for the following: cultural tailoring category, evaluation metrics, technology platform and functionality, population density, intervention delivery location, and journal domain.

Results

General Study Characteristics

All studies were published between 1990 and 2015, with the majority of studies (30/42, 71%) published between 2009 and 2015. All 42 articles detailed distinct consumer health IT interventions [66-100, 122-124, 136-139]. Studies were published across 26 unique journal domains. Medical Sciences—general (15/42, 36%) and Medical Sciences—specialty (17/42, 40%) were the most prevalent subcategories, followed by Public Health and Safety (11/42, 24%). The mean sample size was 416 participants (SD 603; 42/42 articles). This value was inflated by the inclusion of four mass media studies that contained more than 1000 participants [92-95]. Randomized controlled trial (RCT; 18/42, 43%) and non-experimental (19/42, 45%) were the most commonly used study designs. The percentage of female study participants in the abstracted studies ranged from 49.5-100% (40/42), and the mean age of participants reported in the included studies ranged from 15.0-72.1 years (21/42). Across study samples, the percentage of Latino participants ranged from 51-100% (40/42). However, to be included in the study, it was required that studies have a majority of Latino participants. Country of origin was reported within half of the articles (21/42, 50%). Given inconsistent reporting strategies, however, it is difficult to make representative generalizations. Most studies focused within the western region of the United States (17/42, 41%) and on an urban population center (35/42, 83%).

Intervention Characteristics

A wide variety of consumer health IT interventions have been used to target health within the Latino population. These interventions have focused most commonly on chronic diseases and included some degree of cultural tailoring. Computer, radio, and television were the most commonly used technology platforms; however, a fairly even distribution across all technologies was noted. Nearly all interventions had the functionality of informing the end user (38/42, 91%), and nearly one half of studies employed more than one functionality (19/42, 45%). The large majority of technology interventions (32/42, 76%) specified availability in English in addition to Spanish. Cancer (10/42, 24%), diabetes (9/42, 21%), and child, infant, or maternal health (9/42, 21%) were the most commonly addressed health domains. As shown in Table 6, a number of health domains were targeted by only one study; these included topics such as sexual health, appointment reminders, anesthesia, and health care utilization. The most common intervention delivery location was within a ubiquitous environment (19/42, 45%) or clinic setting (17/42, 41%). More than half of the interventions (25/42, 60%) were culturally tailored.
Table 6. Frequencies of selected intervention characteristics of included studies (for all domains, articles may be included within multiple subcategories).

<table>
<thead>
<tr>
<th>Technology platform</th>
<th>Frequency, n</th>
<th>Percentage, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computer</td>
<td>8</td>
<td>19</td>
</tr>
<tr>
<td>Radio</td>
<td>8</td>
<td>19</td>
</tr>
<tr>
<td>Television</td>
<td>8</td>
<td>19</td>
</tr>
<tr>
<td>Kiosk</td>
<td>7</td>
<td>17</td>
</tr>
<tr>
<td>Unspecified</td>
<td>5</td>
<td>12</td>
</tr>
<tr>
<td>Mobile phone – text message</td>
<td>5</td>
<td>12</td>
</tr>
<tr>
<td>VCR</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>DVD</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Tablet</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Not reported</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Intervention delivery location</th>
<th>Frequency, n</th>
<th>Percentage, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ubiquitous environment</td>
<td>19</td>
<td>45</td>
</tr>
<tr>
<td>Clinic setting</td>
<td>17</td>
<td>40</td>
</tr>
<tr>
<td>Community center</td>
<td>5</td>
<td>12</td>
</tr>
<tr>
<td>Not reported</td>
<td>2</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Population density</th>
<th>Frequency, n</th>
<th>Percentage, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Urban</td>
<td>35</td>
<td>83</td>
</tr>
<tr>
<td>Rural</td>
<td>5</td>
<td>12</td>
</tr>
<tr>
<td>Not reported</td>
<td>4</td>
<td>10</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cultural tailoring characteristics</th>
<th>Frequency, n</th>
<th>Percentage, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content</td>
<td>21</td>
<td>50</td>
</tr>
<tr>
<td>User interphase</td>
<td>6</td>
<td>14</td>
</tr>
<tr>
<td>Functionality</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>Technology platform</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Not reported</td>
<td>17</td>
<td>40</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Technology functionality</th>
<th>Frequency, n</th>
<th>Percentage, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inform</td>
<td>38</td>
<td>91</td>
</tr>
<tr>
<td>Communicate</td>
<td>6</td>
<td>14</td>
</tr>
<tr>
<td>Guide</td>
<td>5</td>
<td>12</td>
</tr>
<tr>
<td>Instruct</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>Record</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>Remind/Alert</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>Display</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>Not reported</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Health domain</th>
<th>Frequency, n</th>
<th>Percentage, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer</td>
<td>10</td>
<td>24</td>
</tr>
<tr>
<td>Child, infant, or maternal health</td>
<td>9</td>
<td>21</td>
</tr>
<tr>
<td>Diabetes</td>
<td>9</td>
<td>21</td>
</tr>
<tr>
<td>Cardiovascular disease</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>Organ donation</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>Physical activity</td>
<td>2</td>
<td>5</td>
</tr>
</tbody>
</table>
Evaluation and Results
Evaluation metrics included both intermediate health-related measures and measures of technology usability. Most articles (28/42, 67%) used more than one evaluation metric. The most commonly used evaluation metric subcategory was behavior/attitude change (31/42, 74%), followed by usability (20/42, 48%), and knowledge retention (22/42, 52%). Behavior/attitude change included metrics such as medication adherence [96,97], intention to become an organ donor [93], and colorectal cancer screening rate [98]. Knowledge retention included metrics such as knowledge of cardiovascular disease risk factors and prevention [99], knowledge of basic child immunization schedule [100], and knowledge of general recommendations for breast cancer treatment [95]. Specific details for each study, including evaluation results, can be found in Multimedia Appendix 7.

Discussion
Principal Findings
In summary, the Spanish language consumer health IT interventions targeting US Spanish-speaking Latinos published within the past 25 years (1990-2015) are characterized by a great amount of diversity with regards to technology platform and study design (eg, sample size and evaluation metrics); however, similarities can be seen in the technology functionality, specific populations, and health domains addressed by these interventions. Interventions most commonly focused on urban population centers, the western United States, and chronic health domains including cancer and diabetes. While sample size varied tremendously across studies, study samples were largely female. Behavior/attitude change, knowledge retention, and usability were the most commonly used evaluation metrics. Just over half of studies detailed some type of cultural tailoring, with content tailoring being the most common.

Intervention Characteristics
Technology Platform and Functionality
A wide distribution of technology platforms to engage Spanish-speaking patients in their health and health care is seen within the literature. Computer, radio, and television were the most common platforms used across interventions. As we continue to explore newer technologies, it is important to understand what aspects of these intervention designs are applicable to other technology modalities. Moreover, as the technology platforms used to engage consumers evolve, researchers should be cognizant of disparities in technology exposure and access across subpopulations. For example, within the Latino population computer ownership as well as Internet usage, mobile phone ownership, smartphone ownership, and social media use vary significantly across age, socioeconomic status, and language dominancy [52]. For some subpopulations, traditional technologies may be more appropriate given varying levels of access and exposure to newer technology platforms.

Nearly all interventions served to inform or educate the end users while fewer interventions incorporated other functionalities such as delivering a direct service or treatment to patients. This is not surprising given that health education aims to equip patients with the knowledge and skills they need to manage their disease while promoting behavior change [101,102]. Nevertheless, future interventions could strive to incorporate additional functionalities to address specific user needs. For example, consumer health IT (whether publicly or privately disseminated) could be used to mitigate communication barriers between digitally underserved Latinos and health care providers or social resources [103].

Cultural Tailoring
This study reveals an initial movement toward integrating culturally tailored features into consumer health IT for the US Spanish-speaking Latino population. More than half of the articles mentioned some form of cultural tailoring, suggesting awareness of the interaction between culture and user interactions with technology. Intervention content was the predominant mechanism of tailoring, with fewer articles tailoring functionality, technology platform, or user interface. While there is abundant literature on culturally competent health care for Latinos in the past two decades [104-110], the cultural competency movement within the health sciences has focused predominantly on language, cultural traditions, and cultural differences in health beliefs within this population [111]; these domains are predominantly pertinent to technology content. In contrast, there have been some initial efforts within the fields of engineering, marketing, and health to shed light on the influence of cultural preferences not only on content, but also user interface, functionality, and technology platform [47,112-116]. Some of these studies have focused specifically

<table>
<thead>
<tr>
<th>Domain</th>
<th>Frequency, n</th>
<th>Percentage, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>General adult health</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>Sexual health</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Anesthesia</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Appointment reminder</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Driving under influence recidivism</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Pain</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Health care utilization</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Patient safety</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Not reported</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
on the Latino population [114-116]. Although these studies face some limitations in sample size, reliance on a conceptualization of cultural context as one broadly defined cultural identity, and lack a systematic understanding of the design space, they nonetheless provide initial design constructs to aid future consumer health IT designers in generating a more holistic understanding of culturally competent technology form and function preferences.

**Health Domains and Population Target**

**Health Domains**

This study reveals a focus within the literature on chronic diseases and a need for future consumer health IT interventions to target two areas: underrepresented health domains within Latino subpopulations and challenges faced by Latinos in health care access and utilization. Given the disproportionate prevalence of diabetes, obesity, and cancer within the Latino population [112,117], focus on chronic disease prevention and management offers significant opportunity for social and economic incentives. Nonetheless, population health statistics can mask wider variation in Latino subpopulations. As a relevant example, Latino migrant farmworkers face higher concerns related to pesticide exposure given their living or work environment [118,119]. No articles included within this review targeted pesticide exposure, yet technology access within this population suggests health IT interventions may be feasible to address this topic. For example, mobile phone penetration among farmworkers has been found to be comparable to the general Latino population [120]. Furthermore, in cases where there is a lack of technology access, there are examples in the literature where technology was incorporated at the community level [28]. To avoid widening intragroup health disparities, future research should ensure that the needs of these subpopulations are met. In addition, beyond disease-specific health domains, future consumer health IT interventions for the US Spanish-speaking Latino population should target health care utilization. Lack of trust, economic barriers, lack of knowledge of services, immigration status, and linguistic and cultural differences contribute to a sense of disconnect between Latinos and the US health care system [121]. To mitigate these systemic barriers, future research should explore how consumer health IT interventions might be used to facilitate peer-support systems, connect patients to financial and linguistic services, or assist patients in health care system navigation.

**Gender**

It is important to note that the majority of participants across studies were female. This may be influenced by the fact that a large number of interventions focused within the category of “Child, Infant, or Maternal Health,” targeting health concerns such as breast cancer [122,123] or cervical cancer [124]. However, it is not uncommon for women to be more represented in scientific research [125,126].

**Location**

This study offers two principle findings regarding the location of intervention delivery. First, the majority of studies were conducted in urban settings, likely reflecting the location of academic institutions. Given that nearly 12% of the Latino population lives within a rural area [127] and that rural Latinos are less likely to receive preventative care, to be screened for certain cancers, and to meet vigorous physical activity recommendations than their urban counterparts [128], future intervention should engage rural communities to avoid exacerbating existing intragroup health disparities. Second, within urban populations, the vast majority of interventions were delivered through technology platforms that could be used in ubiquitous environments as opposed to commercial locations such as clinics or pharmacies. This likely reflects the increasing popularity of Internet-capable personal devices. Accelerating consumer health IT interventions built upon these platforms might allow for greater reach given the growing adoption of mobile phones and smartphone technologies within the Latino population [57]. Researchers, however, should be cognizant of wireless access limitations or unique structures of service provision within rural communities.

**Evaluation Metrics and Study Design**

The majority of included studies focused on intermediate measures, or those that are conceptualized as precursors to predicting health outcomes, namely, knowledge retention and behavior/attitude change. Although studies have shown that positive behaviors can affect significant changes in chronic disease outcomes, these behaviors must be sustained in the long term for significant changes in health status [129]. Given documentation of high rates of attrition in the use of consumer health IT [130], future studies should address the longevity of these behavior/attitude changes. In addition, future studies should use both validated measures particular to a given health condition as well as validated measures that have relevance across health conditions such as the Patient Activation Measure (PAM) [12]. PAM assesses a patient’s knowledge, skill, and confidence for self-management of disease, which predicts health behaviors, self-management behaviors, and consumeristic type behaviors [12]. This will facilitate comparison of outcomes across consumer health IT interventions targeted to diverse health conditions within the US Spanish-speaking Latino population.

Given the interdisciplinary nature of studies focused on consumer health IT interventions for the US Spanish-speaking Latino population, diversity was seen both in types of evaluation metrics and combinations of metrics used by studies. Although this approach allows for multiple perspectives on effective intervention development, a key limitation is the ability to conduct meta-analyses and to compare findings across studies. Future research should synthesize various perspectives from relevant disciplines to create a framework for evaluation of consumer health IT for the US Spanish-speaking Latino population. A crosswalk approach might then be used to identify connections between various evaluation metrics [131]. The large number of studies that used an RCT design is a promising finding given that RCTs are considered to be the strongest form of clinical evidence within intervention-based studies [132]. The use of RCT study design is not uncommon within the evaluation of consumer health IT interventions [31].
Considerations for Reporting Future Studies

Characterizing studies was challenging because of lack of detail and vague or incomplete descriptions in study reporting. Lack of detail was evident in the large number of articles that did not specify the technology platform used. This required an “unspecified” category for technology platform to be made. Vague or incomplete intervention descriptions were evident in our classification of cultural tailoring. Future studies should explicitly detail cultural tailoring processes and should cite feasibility studies or other evidence-based rationales to substantiate these tailoring choices. Ultimately, our ability to report frequency statistics was limited by a lack of standardized reporting methods across studies.

A consensus statement for reporting consumer health IT studies would improve the prospects for valuable meta-analyses to be conducted in the future. Consensus statements have been developed for many other types of studies, such as RCTs [133], systematic reviews [134], and Internet surveys [135]. Some of these guidelines are applicable to the consumer health IT studies reported in this paper. For example, several studies use an RCT design [96,98,136-139] and therefore may be reported using Consolidated Standards of Reporting Trials (CONSORT) guidelines [140]. However, the guidelines for CONSORT focus on study design elements and do not provide guidance for reporting aspects related to technology design. The development of a consensus statement for reporting culturally informed health IT studies, which includes both experimental and technology design elements, is important for advancing our understanding of how culture might be integrated into health information technologies. Such a consensus statement might include technology design elements such as technology functionality, user interface, content, and technology platform, as well as demographic information including country of birth, self-reported ethnicity, and user language preference.

Limitations

Several study limitations warrant mention. Given restrictions in database access and time, a limited number of databases was chosen and additional mechanisms for hand searching were not undertaken. Furthermore, only English language articles were included. This likely contributed to selection bias and limitations in the scope of studies compiled for screening. Nonetheless, the authors used a wide range of databases from both health and computer sciences to capture a rich body of articles. Limitations were additionally faced in the classification of cultural tailoring categories. Some studies justified selecting a particular technology platform; in other cases, it was unclear whether selection of a technology platform was founded upon population-specific needs assessments or usage statistics. In these latter cases, the intervention was not considered to be culturally tailored in terms of technology platform. This approach likely led to a conservative estimate of cultural tailoring and reveals a need for more explicit descriptions of decision-making approaches used to design and develop consumer health IT interventions. Finally, the inductively derived categories were representative only of characteristics present within the studies. The scope of these categories does not give a sense of characteristics that should ideally be included but were not represented.

Conclusions

In this study, we have characterized the growing body of consumer health IT interventions targeted toward the US Spanish-speaking Latino population. In doing so, three primary needs have been identified within this field. First, while the increase in studies targeting the Latino population in the last decade is a promising advancement, future research is needed that focuses on subpopulations previously overlooked in designing interventions within this space. For example, the Latino migrant farmworker community faces acute health conditions such as pesticide exposure, which may pose a more immediate health threat than the chronic diseases plaguing the statistical majority of the Latino demographic. Second, preliminary steps have been taken to culturally tailor consumer health IT interventions for the US Spanish-speaking Latino population; however, focus has remained predominantly on intervention content. Interdisciplinary fieldwork between the health sciences and engineering is needed to understand how to create technology culturally tailored in terms of platform, user interface, and functionality preferences. Finally, the majority of studies used intermediary measures such as knowledge retention and behavior/attitude change to evaluate technology efficacy. Given the immense financial investment and potential social benefits of consumer health IT, it is critical that research within the field engages patients long enough to begin measuring health outcomes.
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Abstract

Background: Children’s hospitals are faced with the rising need for technological innovation. Their prospective health care consumers, who increasingly depend on the Web and social media for communication and consumer engagement, drive this need. As patients and family members navigate the Web presence of hospitals, it is important for these specialized organizations to present themselves and their services efficiently.

Objective: The purpose of this study was to evaluate the website content of children’s hospitals in order to identify opportunities to improve website design and create benchmarks to judge improvement.

Methods: All websites associated with a children’s hospital were identified using a census list of all children’s hospitals in the United States. In March of 2014, each website and its social media were evaluated using a Web crawler that provided a 5-dimensional assessment that included website accessibility, marketing, content, technology, and usability. The 5-dimensional assessment was scored on a scale ranging from 0 to 10 with positive findings rated higher on the scale. Websites were ranked by individual dimensions as well as according to their average ranking across all dimensions.

Results: Mean scores of 153 websites ranged from 5.05 to 8.23 across all 5 dimensions. Results revealed that no website scored a perfect 10 on any dimension and that room exists for meaningful improvement.

Conclusions: Study findings allow for the establishment of baseline benchmarks for tracking future website and social media improvements and display the need for enhanced Web-based consumer engagement for children’s hospitals.

(J Med Internet Res 2016;18(8):e228) doi:10.2196/jmir.5799

KEYWORDS
pediatric hospital; Internet; social media; patient participation; patient education

Introduction

More and more, patients seek health-related information from Internet sources [1]. The trend is particularly strong among teens and young adults, as these demographics show the highest rate of Internet usage both in general and specifically for health information [2-4]. The increased use of Web-based technology to seek health information provides opportunities for health care organizations to create innovative platforms to educate and engage their consumers. Despite the promise of greater information availability, consumer-focused Web interfaces have not advanced as quickly in the health care industry as in other sectors [5].

By virtue of the fact that children’s hospitals serve younger demographics, they may be particularly well positioned to capitalize from an effective Web presence to attract new patients and provide high-fidelity information [6-8]. For example, a study of diabetic children’s parents found that they have
significant desire for a Web-based platform to augment clinical services. However, participants expressed concerns, including whether the websites’ information was current and their own abilities to discern whether information was credible [9,10]. Therefore, information sources may not be reliable and children may lack the health literacy needed to assess content credibility [11].

Children’s hospital websites are well positioned to explore concerns about consumer-targeted information’s reliability and relevance [12]. In addition, they can act as a portal for patient-specific health-related information and serve as a comprehensive source to engage patients with the health care system early in their lives. Thus, it is important to understand the current state of the art in children’s hospital websites for consumers, providers, and health information content creators. The purpose of this short paper is to identify the degree to which children’s hospital websites adhere to Internet industry standards for usability [13]. Using Internet industry standards provides a reference point against which to assess the children’s hospital websites and enables the establishment of benchmarks that can help children’s hospitals identify areas for improvement as they aim to optimize the use of Web-based technology to engage their patients.

Methods

A list of 157 US children’s hospitals with unique website domains linked to the named institutions was compiled from the Children’s Hospital Association’s membership in 2014. For websites that were part of a general hospital domain, only the sections of the website pertaining specifically to the children’s hospital were included in the analysis. Website analyses were simultaneously performed in March of 2014.

Procedures for the website analytic tool paralleled previous health care website assessments [14,15]. The automated tool, termed the “Web crawler,” was created to navigate and assess websites’ functionalities. The Web crawler assessed 24 metrics about each website (eg, broken links, content readability). A complete list of these indices and their description is provided in Multimedia Appendix 1. Different subsets of the 24 metrics were weighted and combined to create 5 indices: accessibility, content, marketing, technology, and usability (see Multimedia Appendix 1 for weighting) [15,16].

The analysis algorithm begins with the Web crawler developing a map of the website from its front or “top” page down through all pages associated with the children's hospital Web domain to a maximum of 1000 pages' breadth. Once the sampled pages for each hospital are mapped, the systematic tool surveys the pages for each component that comprises each of the 5 dimensions. The dimension of accessibility refers to the ability of those with low levels of computer literacy to access and navigate the hospital’s Web presence. The marketing dimension is composed of items such as a website’s ability to be found through search engines, examining the relevance of descriptions to the links provided, and ranking of the website in performed searches. Content dimensionality refers to items such as the grammar of website text, the frequency of information updates, material relevancy, and readability metrics. The technology dimension is scored by how quickly the website downloads, the quality of the programming code, the website’s infrastructure, and how it performs. The fifth dimension of website assessment is usability. The usability dimension provides an overall assessment of website quality and is formed as a composite of the metrics used in the other indices, rather than a composite of the other indices themselves. Please see Huerta et al [15] for a more detailed breakdown and itemization of the process.

Websites were assigned a score for each of the 5 dimensions, ranging from 0 to 10, with a comparatively better rating reflected with a higher score. After dimension scores were determined, hospitals were assigned a rank for their score in each dimension. An overall rank was determined by averaging the ranks of all 5 dimensions. For the overall rank, we used the average rank from the 5 dimensions rather than the average score to keep the relative nature of the scores intact in our overall ranking.

Results

During the analytic process, technical issues prevented running the Web crawler on 4 of the 157 sites, leaving them unaudited and prompting their removal from the test sample. These technical issues were likely due to tools on the website servers that prevented “pings” against their website. However, the exact cause of these technical issues remains unknown, as they arose from issues with the server rather than the Web crawler. Of the 5 dimensions evaluating Web domains for the included 153 children’s hospitals in the United States, the dimension of content had the highest average hospital website score at 8.23 on a scale from 1 to 10, as well as the largest range. The accessibility dimension had the lowest average assessment value at 5.05. Mean scores for the other dimensions ranged from 5.36 to 6.7. Summary statistics for the 5 dimensions are presented in Table 1.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Mean</th>
<th>Standard deviation</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accessibility</td>
<td>5.05</td>
<td>1.29</td>
<td>0.7</td>
<td>7.4</td>
</tr>
<tr>
<td>Content</td>
<td>8.23</td>
<td>1.15</td>
<td>1.2</td>
<td>9.7</td>
</tr>
<tr>
<td>Marketing</td>
<td>6.73</td>
<td>1.17</td>
<td>1.7</td>
<td>8.8</td>
</tr>
<tr>
<td>Technology</td>
<td>5.36</td>
<td>1.87</td>
<td>0</td>
<td>7.7</td>
</tr>
<tr>
<td>Usability</td>
<td>6.13</td>
<td>1.39</td>
<td>1.7</td>
<td>8.1</td>
</tr>
</tbody>
</table>

Table 1. Children's hospital website summary statistics for each dimension assessed by the Web crawler.
The overall rankings, and the rankings and scores for each dimension, for the top 100 overall rated children’s hospital websites are reported in Multimedia Appendix 2. On the basis of rankings, the top overall performing children’s hospital website was the Children’s Hospital of Philadelphia. This hospital had the top performing website for both marketing and technology, the 2nd highest score for usability, the 6th highest for content, and the 10th best for accessibility.

Discussion

Principal Findings

This study provides a comprehensive and thorough assessment of children’s hospital websites. The growing demand for technological innovation combined with an increasing reliance on Web-based information among the age demographic most heavily represented in children’s hospitals is essential for these hospitals to bear in mind. A well-designed website that adheres to national standards and demonstrated best practices is of greater importance for issues related to care access, as infirm children and their families may be ill-equipped to overcome barriers to receiving care [17,18].

The results of this study can help children’s hospitals to assess their own Web presence relative to their peers, providing a basis to improve Web services. Hospitals ranked lower on the list within each domain, or overall, can look to the top performers for guidance on how best to design their websites. The difference between low and high rankings may not require complete redesign, but rather may entail straightforward solutions, such as fixing broken links, correcting misspelled items, adding Twitter links, or offering Spanish-language services—all common yet easily fixable pitfalls. Moreover, the high-ranking hospitals appear to use their websites to orient, engage, and inform their visitors, rather than solely to provide visitors with basic information. These high-ranking hospitals view their websites as critical to an ongoing relationship with patients. The lesson for the lower-ranked hospitals is that a website can enlist features that promote health and wellness and also engage patients in their care. For example, websites can host Web-based interventions [19] or offer useful patient education materials and disease management materials [20].

Comparison With Prior Work

The authors are unaware of any similar previous studies done on children’s hospitals. As a result, no prior work exists that provides a useful comparison for the findings in this study. However, earlier in 2014, a study with similar methodology was performed on 2407 acute care general hospital website domains [15]. For a point of relative comparison, a side-by-side comparison of the two studies is presented in Table 2. The study found a mean usability score of 5.16 for US hospitals, which is comparably lower to the score found in the usability dimension in our study. This difference may stem from a higher likelihood of children’s hospitals to be connected with large, academic facilities. Both large and academic medical centers may have more resources available for Web design, thereby producing higher scores for children’s hospitals on average. Children’s hospitals could also recognize the opportunity to use their websites to educate and engage patients in their target demographic relatively more than general hospitals.

Table 2. Comparison of Web crawler analytic scores for websites of US acute care general hospitals [15] and children’s hospitals.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>US hospitals(^a) Mean (SE(^b))</th>
<th>Children’s hospitals Mean (SE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accessibility</td>
<td>5.08 (0.05)</td>
<td>5.05 (0.10)</td>
</tr>
<tr>
<td>Content</td>
<td>6.49 (0.02)</td>
<td>8.23 (0.09)</td>
</tr>
<tr>
<td>Marketing</td>
<td>5.03 (0.03)</td>
<td>6.73 (0.09)</td>
</tr>
<tr>
<td>Technology</td>
<td>4.43 (0.04)</td>
<td>5.36 (0.15)</td>
</tr>
<tr>
<td>Usability</td>
<td>5.16 (0.03)</td>
<td>6.13 (0.11)</td>
</tr>
</tbody>
</table>

\(^a\)Acute care general hospitals.
\(^b\)SE: standard error.

Limitations

Several important limitations affect this study. Previous studies of this nature have excluded facilities associated with an education top-level domain (.edu) [14,15]; however, this domain is prevalent enough in children’s hospitals to warrant inclusion. As a result, there is a risk of inclusion of academic departments or other such pages unrelated to patient care or the hospital that could skew assessment. It should be noted that the hospitals are generally confined to a smaller subsection of a .edu domain, decreasing the risk of an unrelated academic side being evaluated.

The second limitation influencing this study relates to website size. A website can have several pages associated with it or can be more limited in scope. The Web crawler does not directly adjust for this size component; this results in websites with a few Web pages and narrowly focused high-quality content potentially being rated the same as websites with numerous pages and equivalently high-quality content that is broader in scope. Thus, interpreting a single overall score, although convenient, may negate the diversity of hospitals’ Web design.

Third, our study assessed websites in the spring of 2014. The Internet is a rapidly evolving landscape, websites are continuously improving, and the best demonstrated practices are evolving. As a result, our findings may not represent the...
current status of each hospital’s websites. Nonetheless, we view our assessment of children’s hospital website design as establishing a baseline with which future comparisons can be made and against which progress can be measured.

Finally, our use of a Web crawler as the key measurement tool in this study biases our results toward items discernible by the technology. More nuanced website features may be indiscernible by the Web crawler: for example, the Web crawler may miss website layout issues that influence usability. Alternatively, the use of an established Web crawler does ensure high levels of validity and reliability to our assessment. Ultimately, our study achieves its aim to evaluate the websites to better understand the development of this infrastructure but does not evaluate end-user satisfaction and engagement that may lead to website use and impact. Understanding how specifically consumers are interacting with technology is a ripe area for future research.

Conclusions
This analysis presents a systematic assessment of children’s hospital Web and social media presence. Giving consideration to the increasing societal expectations for technology, in particular those of the younger demographic, the number of poorly performing facilities across all the calculated scores is a cause for concern in the near term. The social media and Web presence of children’s hospitals may represent the first contact patients make with an organization. This initial contact must engage the patient, or else they may explore alternative treatment options or not recognize care services available to them. This consequence may not only have a negative impact on the hospital, particularly in more competitive markets, but also lead to suboptimal care processes and outcomes for the patient. Improving website design, complying with Internet industry standards, and optimizing search engine performance can maximize the potential power of the Internet to engage and inform patients.
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Abstract

Background: In public health surveillance, measuring how information enters and spreads through online communities may help us understand geographical variation in decision making associated with poor health outcomes.

Objective: Our aim was to evaluate the use of community structure and topic modeling methods as a process for characterizing the clustering of opinions about human papillomavirus (HPV) vaccines on Twitter.

Methods: The study examined Twitter posts (tweets) collected between October 2013 and October 2015 about HPV vaccines. We tested Latent Dirichlet Allocation and Dirichlet Multinomial Mixture (DMM) models for inferring topics associated with tweets, and community agglomeration (Louvain) and the encoding of random walks (Infomap) methods to detect community structure of the users from their social connections. We examined the alignment between community structure and topics using several common clustering alignment measures and introduced a statistical measure of alignment based on the concentration of specific topics within a small number of communities. Visualizations of the topics and the alignment between topics and communities are presented to support the interpretation of the results in context of public health communication and identification of communities at risk of rejecting the safety and efficacy of HPV vaccines.

Results: We analyzed 285,417 Twitter posts (tweets) about HPV vaccines from 101,519 users connected by 4,387,524 social connections. Examining the alignment between the community structure and the topics of tweets, the results indicated that the Louvain community detection algorithm together with DMM produced consistently higher alignment values and that alignments were generally higher when the number of topics was lower. After applying the Louvain method and DMM with 30 topics and grouping semantically similar topics in a hierarchy, we characterized 163,148 (57.16%) tweets as evidence and advocacy, and 6244 (2.19%) tweets describing personal experiences. Among the 4548 users who posted experiential tweets, 3449 users (75.84%) were found in communities where the majority of tweets were about evidence and advocacy.

Conclusions: The use of community detection in concert with topic modeling appears to be a useful way to characterize Twitter communities for the purpose of opinion surveillance in public health applications. Our approach may help identify online communities at risk of being influenced by negative opinions about public health interventions such as HPV vaccines.
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Introduction

The human papillomavirus (HPV) vaccine was first introduced to reduce the incidence of HPV and the majority of cervical cancers [1]. Despite evidence of its safety and efficacy [2-5], the quality of information about the vaccine on the Web is varied [6,7], and coverage of the vaccine is low in some countries, including the United States [8]. For vaccines generally, there is evidence to suggest that negative information about vaccines from celebrities, health practitioners, and news media can increase vaccine hesitancy and refusal [9-11]. Although the HPV vaccine is still a recent addition to the armament of public health, it is important to perform surveillance on social media to understand various opinions about vaccination.

The use of social media information in public health applications has previously centered on forecasting clinical outcomes that have traditionally been measured using surveys and registries. Applications of data mining using Twitter have included influenza surveillance [12-14] and measuring spatial differences in language or mood [15,16]. Sentiment and language analyses on Twitter have been used as indicators for the geographical variation in heart disease mortality [17]. Examples that are relevant to our research include the use of topic modeling to extract tobacco-related tweets in the United States [18] and the surveillance of information about the misunderstanding and misuse of antibiotics from online media [19]. There is a growing area of research considering the spread of information, news, and opinions about vaccines [20-24], and research in this area focuses on measuring associations between misinformation, beliefs, and decision making across a range of community health practices [25].

People interact and form relationships to each other on social media. With these relationships, communities are formed. The structure of online communities influences—and can be influenced by—the information that enters and is diffused through them. Studies examining the spread of information through online communities, social media, and news media have shown that the heterogeneous social structure of the network and external factors can play a role in how far and fast new information spreads [26,27]. That competition between memes and natural attrition may affect how far and fast they can spread and how quickly they decay [28-30], and that topics of interest in a community can also influence the formation and persistence of social structure [31].

Differences in the content of the information posted in online news and social media influence the variation in opinions and beliefs in online communities. While the opinions held by community members and the content they post are not equivalent, we assume that the content provides a reasonable proxy for the opinions that might influence decision making. Topic modeling methods are appropriate for identifying thematic structure (topic) within a set of tweets because they can be applied to an unstructured corpus of documents and there is no requirement that the topic be defined in advance [32]. The primary challenge associated with applying topic modeling to tweets comes from the short length of tweets (140 characters). Despite this challenge, topic modeling has been used to examine topics across a range of subjects on Twitter—by pooling tweets to produce longer documents to analyze [33-35], or applying extensions or alternatives to existing models that work better on shorter documents [36-40].

We expected to find that homophily and contagion would lead to a clustering of opinions in online communities, but to date there has been little research done to measure this important information for vaccines. Our aim was to evaluate the combination of community structure and topic modeling methods in measuring the distribution of topics about HPV vaccines from the tweets posted by users within communities on Twitter, with the broader goal of evaluating a new process for characterizing online communities by the public health information expressed by the community members.

Methods

Study Data

Using repeated searches via the Twitter Search Application Programming Interface, we collected tweets about HPV vaccines between October 1, 2013, and October 29, 2015, using the keywords shown in Table 1. For each tweet labeled as English language by Twitter, we stored the text of the tweet and the related metadata. Each time a new user tweeted about HPV vaccines for the first time in the period, we additionally collected the lists of users they followed and who followed them. This information on relationships was used later to construct the network of users for our analysis. At the conclusion of the data collection period, there were 302,856 tweets (including retweets) and 112,944 users. Following the data collection, we removed users who were suspended, protected, or deleted, which left 101,519 users and 285,417 tweets for the analysis.

<table>
<thead>
<tr>
<th>No.</th>
<th>Keywords</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>“HPV” and “vaccine”</td>
</tr>
<tr>
<td>2.</td>
<td>“HPV” and “vaccination”</td>
</tr>
<tr>
<td>3.</td>
<td>“gardasil”</td>
</tr>
<tr>
<td>4.</td>
<td>“cervical” and “vaccination”</td>
</tr>
<tr>
<td>5.</td>
<td>“cervical” and “vaccine”</td>
</tr>
<tr>
<td>6.</td>
<td>“cervarix”</td>
</tr>
</tbody>
</table>

Table 1. Search keywords used to collect tweets about HPV vaccines for our analysis.
We pre-processed the tweets prior to topic modeling. For words that were hashtags (beginning with “#”) or usernames (beginning with “@”), we made no further modifications. The remaining words in the text of the tweet were converted to lowercase, and we removed stop words, the word “RT” (which represents a retweet), and any numerical values. We then applied the Porter stemmer [41]. We excluded URLs (uniform resource locator) generated from generic URL shortening services (eg, “http://bit.ly”) and included the domain of any full URLs identified from the list of expanded URLs. Document size plays an important role in topic modeling methods [42], so we chose to assign all of the tweets with fewer than three words to a single extra topic (1114 tweets), leaving 284,303 tweets.

We ran Latent Dirichlet Allocation (LDA) and the Dirichlet Mixture Model (DMM) to infer the topics of the 125,003 unique tweets that were identified within the set of 284,303 tweets after pre-processing the text. After inferring the topics using LDA and DMM, we mapped those topics back onto the full set, so that each tweet was associated with a single topic.

We constructed the network from the 4,387,524 follower connections among the 101,519 users using an undirected graph. A node represents a user, and an edge between two users is established if one was found to be following the other. The network included 100,826 (99.32%) users comprising the largest connected component, 500 (0.49%) users who formed smaller islands disconnected from the largest connected component, and 193 (0.19%) disconnected users with no connections to the core. Within the largest connected component, the average number of social connections was 86.98 and the largest number of connections was 18,635. We measured the alignment between topics and communities for the users who were part of the largest connected component. More details on network construction are provided in Multimedia Appendix 1. Community Detection

Community detection algorithms aim to find sets of nodes in a graph that have a greater density of connections within their set compared to across sets. Traditionally, community detection algorithms produced a hard clustering—where each node belongs to only one community [43-47]. Some of the more recent methods have considered overlapping communities [48]. In this work, we chose two algorithms that assign each node to a single community, are known to produce reliable results, and work efficiently in large networks.

The Infomap algorithm was developed to extract community structure in large complex networks [49]. Using random walks as a proxy for the way that information flows through a system, the method first determines the probability of visiting each node in the network and then characterizes the community and node structure of the network as a Huffman code. By progressively modifying the community affiliation, the aim is to compress the code describing the network to its smallest size. We used the implementation of Infomap from igraph [50].

The Louvain algorithm is a relatively fast community detection algorithm to compute and can therefore scale to large networks [51]. The algorithm is agglomerative—nodes are initialized to belong to a community of size one and sequentially aggregated with the neighboring community that produces the greatest gain in modularity (if a positive gain exists). Communities detected in this first phase become nodes in a new network with edge weights determined by the number of connections between the communities from the first phase. The algorithm therefore constructs a hierarchical representation of the network and proceeds until no more modularity gains can be identified. The final clustering that results from this procedure is used to define the community structure. We used the code released by the author of Louvain from MapEquation [52].

Topic Inference

Topic modeling is used to find natural clusters based on the co-occurrence of words. We used the Latent Dirichlet Allocation (LDA) model [53] and the Dirichlet Multinomial Mixture (DMM) model [54]. The LDA model is a standard method for topic modeling, and the DMM model is a variant especially developed for short documents such as tweets. When applying the DMM model, only one topic is assigned to each document, so we labeled each tweet according to the topic inferred by the DMM model. For LDA—where a probability topic distribution is produced for each document—tweets were labeled using the topic with the largest probability [33,40,55]. We used the implementation of LDA from gensim [56] and the jLDADMM implementation of DMM [57]. For both methods, we used standard settings for each model [39,55] and did not attempt to optimize the parameters further. Details of the formal specification and notations for the methods are provided in Multimedia Appendix 1.

Alignment Measures

The aim of measuring the alignment between topics and communities is to determine if the topics appear more frequently within some communities relative to all others. Since each tweet was associated with a single topic, we represented communities by the distribution of topics in the tweets posted by the users in that community. We adapted measures of alignment that are typically used to quantify the quality of an estimated clustering against an observed clustering to compare between the clustering methods that use the observed structure (social connections) and the clustering methods that use the observed content (topics in tweets). There are several appropriate metrics for assessing cluster quality in this scenario, including purity, normalized mutual information (NMI), and the adjusted Rand index (ARI) [39,58] (see Multimedia Appendix 1 for definitions).

While these typical metrics provide a general measure of the alignment between community structure and the topics of the tweets posted by users in those communities, they were not useful for summarizing how topics may be disproportionately represented within a small subset of the communities. We therefore additionally considered a measure of topic concentration (TC). We defined a TC value by the smallest number of communities required to cover a specified percentage of the tweets about a given topic, so TC95 is the number of communities required to cover 95% of the tweets in that topic, and TC100 is the number of communities that covers every tweet labeled with that topic. A lower TC95 value therefore implies a
higher concentration of topics within a small number of communities.

When comparing measures of topic concentration across multiple networks to determine alignment, the differences in the number of tweets associated with each topic can influence the measures independently of the alignment, so we used permutation tests to produce a fair comparison. The permutation tests create a baseline distribution of TC values that may occur in the absence of any real alignment, which can then be used to establish the level of alignment relative to the levels of alignment that could be produced by chance [59]. To do this, we randomly permuted the topics associated with each tweet such that the distributions of tweets per topic and tweets per community remained the same as the observed network. We then compared the observed TC values against the distribution of TC values produced in the permutation tests. Typical permutation tests report the percentile of a single observed value within the distribution of values produced after permutation. In the permutation tests we applied, distributions of TC values (one for each topic) were produced rather than single values, so we used a two-sample Kolmogorov-Smirnov test to compare the distributions. The Kolmogorov-Smirnov test statistic varies between 0 and 1, and a higher test statistic means that the topics were more concentrated within individual communities than would be expected if the same number of tweets per topic were randomly distributed across the communities.

Manual Intrusion Tests

We performed intrusion tests on the topics from the tweets. One investigator, blinded to the results of the topic modeling, was presented with sets of five test cases per pairwise combination of topics. Each test case included the text of five tweets chosen at random from one topic and one tweet chosen at random from a different topic. The investigator was tasked with identifying the tweet that did not belong to the topic. The results of these intrusion tests indicated how well the topic modeling was able to capture semantic differences in the tweets. We additionally used the results of the intrusion tests to construct a hierarchy of topics based on their semantic dissimilarity by applying multidimensional scaling [60-62]. The method produces a distance between every pair of topics, which is then used to merge the closest topics to construct the hierarchy.

Results

Community Detection and Topic Modeling

The two community detection algorithms were applied to the largest connected component of 100,826 users. Applying the Louvain algorithm, we identified 38 distinct communities of sizes between 3 and 21,733 users. The Infomap algorithm identified 1334 distinct communities, ranging in size from 2 to 18,974 users.

We constructed a series of LDA and DMM models by varying the number of topics between 5 and 200. From the purity, NMI, and ARI scores, we found that the alignment between the community structure and the topics was higher across all measures for DMM compared to LDA. The highest purity score (0.495) and the highest ARI scores (0.166) were found when applying the DMM model with the Louvain algorithm. The highest NMI score (0.185) was found when applying the DMM model with the Infomap algorithm. The results of these experiments suggest that the DMM topic model may have produced a more realistic clustering of the tweets by topic.

The TC95 scores were consistently higher when using the DMM model compared to the LDA model (see Multimedia Appendix 1 for detailed results). In combination with the Infomap algorithm, TC95 scores were highest between 10 and 25 topics, and in combination with the Louvain algorithm, TC95 scores were highest between 20 to 30 topics. Considering these results, we used the DMM model (with 30 topics) and the Louvain algorithm to demonstrate the characterization of the communities by topic in what follows.

To illustrate how the topics tend to cluster within communities, we selected three representative topics and visualized them in the network constructed from the set of followers among the 100,826 users (Figure 1). The topics include one of the topics that captured clinical and scientific evidence (Topic 27), the topic comprising experiential tweets (Topic 0), and one of the topics describing side effects and harms (Topic 26).

Topic 27 includes words that are common to published studies about the efficacy of the vaccine such as “prevent,” “protect,” “study,” “news,” and “research.” Links to news media alongside other published articles and related media tended to be grouped within this topic, and the topic is broadly represented throughout the majority of the core network, including among the users with the greatest number of connections (typically news organizations in the center, and news organizations, health-related magazines, and scientific journals to one side).

Topic 0 captures a large number of tweets from users describing their own experiences with the vaccine, including temporal words such as “today,” “get,” “got,” and “go.” Tweets including phrases such as “my arm hurts like a...” were commonly assigned to this topic, and these users appeared to share fewer connections with other users posting about HPV vaccines.

In Topic 26, emotive words like “kill,” “victim,” and “death” are common. Tweets that include links to specific antivaccine websites were commonly assigned to this topic, and users posting tweets in Topic 26 appeared to cluster with different densities in three distinct groups that were separated from the groups of users posting tweets labeled as Topic 27.
Figure 1. A network of 100,826 users (nodes) who posted tweets about HPV vaccines in the period. The sizes of the nodes are proportional to the number of social connections they have in this network. Nodes are colored if they posted tweets labeled as Topic 0 (blue), Topic 26 (red), or Topic 27 (green). Node position was determined by a heuristic that attempts to locate connected nodes closer together, partially revealing the community structure.

Example tweets from Topic 26:
- “#Gardasil #Vaccines “They’ve been robbed of their womanhood:” Two sisters face one life-changing diagnosis http://to.fox6now.com/...”
- “Please don’t give the HPV vaccine to your boys or girls. http://www.wnd.com/... https://www.youtube.com/... http://healthimpactnews.com/...”

Example tweets from Topic 27:
- “New HPV vaccine could protect against 90% of cases of cervical cancer following a trial of more than 14,000 women http://www.dailymail.co.uk/...”
- “The quadrivalent vaccine may protect from cervical abnormalities.#HPV #Vaccine http://www.bmj.com/...”

Example tweets from Topic 0:
- “Got my 3rd HPV vaccine yesterday and my arm still hurts like a bitch 😞”
- “If u had the gardasil shot at the doctors u know that bitch hurts bad lmaoo and it leaves ur arm sore af for like a week”

Topic Grouping
We measured the quality of the topic modeling using the manual intrusion tests. Overall, the correct intruder was identified in 63.7% of the 4650 tests, which is a clear departure from the 16.7% that would be expected by chance. The hierarchy constructed from the manual intrusion tests revealed the semantically similar topics (Figure 2). The topic groups were (1) media debates, (2) politics and policy debates, (3) scandals and conspiracies, (4) side effects and harms, (5) public health advocacy, (6) clinical evidence, and (7) experiences. When measured across the groups of topics, the intrusion test accuracy was 76% and when measured within the groups of topics, the intrusion test accuracy was 49%. These results suggest that the separation among topic groups is clear (high score for intergroup accuracy and low score for intragroup accuracy).

Using the topics groups, we were then able to characterize the communities by the distribution of topics among the set of tweets posted by the users in those communities. Figure 3 details the topic distributions for three selected communities, notable because they illustrate the concentration of vaccine harms/conspiracies, evidence/advocacy, and experiential themes within different communities. Note also that the number of tweets per user is highest for users in the community that posts tweets labeled mostly among the vaccine harms/conspiracies theme and lowest for users in the community posting mostly about their experiences with the HPV vaccine.

Across the set of all communities, we found that users posting about their own experiences with the HPV vaccine belonged to communities for which the majority of tweets were related to evidence and advocacy. Of the 4548 users who posted tweets labeled as experiential, 3449 (75.84%) belonged to communities for which the majority of tweets were related to evidence/advocacy, 674 (14.8%) belonged to communities for which the majority of tweets were related to harms/conspiracies, 196 (4.3%) belonged to communities for which the majority of tweets were experiential, and 229 (5.0%) belonged to the group of users who were not connected to the core of the network. Figures 4 and 5 detail the distribution of themes within the communities.
Figure 2. A dendrogram of 30 topics (Topic 0-29) from the Dirichlet Mixture Model and one separate topic (Topic 30) for the tweets with fewer than 3 words. The groups were identified post-hoc and the colors represent themes—harms/conspiracies (red), evidence/advocacy (green), and experiential (blue).

Figure 3. Topic distributions for 3 selected communities ordered by group and theme: (1) community 24 included 5275 users and an average of 2.46 tweets per user; (2) community 20 included 11,047 users and an average of 1.96 tweets per user; and (3) community 34 included 187 users and an average of 1.16 tweets per user.
Discussion

Principal Results

In this study, we sought to measure the alignment between the community structure implicit among the follower network of Twitter users posting tweets about HPV vaccines and the topics about which they posted. Given what is already known about the variable quality of information about HPV vaccines on Twitter [22,23], we expected to find that some communities would more often perpetuate negative opinions about HPV vaccines and that these communities would be distinct from the communities describing the favorable evidence or advocating for its uptake. Using a statistical measure quantifying the strength of the topic concentration, we found that some topics were heavily concentrated within a small number of communities, which was consistent with our expectations. Compared to our previous work in this application domain [22,23], the process described here provides a more nuanced view of the specific concerns about HPV vaccines expressed on social media and the ability to identify communities in which these concerns were the predominant topics. Using the combination of topic modeling and community structure to characterize communities, we were able to identify communities in which specific concerns about safety or politics were predominant, as well as identify younger Twitter users who posted experiential tweets and were at risk of greater exposure to safety concerns than to evidence and advocacy, which may occur between the first and subsequent doses of the vaccine.

Analysis of tweets for public health where opinions and experiences are mixed have been investigated previously for influenza, where some tweets may help identify influenza incidence and others represent evidence dissemination or opinion [21].

Comparison With Prior Work

A growing set of methods has been developed using either structural information to improve inferences about the content of a corpus, or the information characterizing the nodes in a network to improve the analysis of the structure. Those aiming to understand the content of tweets have used social connections to improve tweet classification [22,63-65]. These studies have considered mentions, retweets, and other forms of interaction that are available on Twitter, but the use of information about followers generally produced the highest levels of performance. Other researchers have proposed methods for incorporating network structure into topic modeling approaches in networks other than Twitter [66,67]. Conversely, some studies have considered the use of content associated with nodes in networks to improve the quality of community detection [68,69]. Among the studies examining documents and the structure between them—such as emails [70], co-authorship [71], and Wikipedia [72]—one study produced topic profiles for communities in a similar fashion to the way we have done in Figure 3 [73]. The approach we presented here differs from these studies because we applied community detection and topic modeling independently, rather than attempting to leverage the information available about social connections to improve the quality of the
topic modeling process, or to use content information to improve community structure or predict new connections.

Limitations
A limitation of this work is that we considered a single application domain. While the uptake of vaccines is of critical importance to public health, further testing on other application domains would be required to determine the generalizability of assessing topic concentrations as a way of characterizing Twitter communities. A further limitation in our work is that we did not consider the temporal dynamics of the topics or the community structure in any detail. Given that the topics related to HPV vaccines are likely to produce similar temporal patterns to those observed by Leskovec et al [30], future work in this area may benefit from further analysis of the relationship between the temporal dynamics of the topics and the economy of attention within communities, which has been explored elsewhere [28,29]. Finally, we considered the follower network as an undirected network and did not incorporate weights or directionality based on mutual followers, or the presence of retweets and mentions, which would have provided a more nuanced representation of the social connections and may have produced a different community structure.

Future Directions
Our work here has potential implications for public health practices. Applying topic modeling and community detection methods in concert to a corpus of tweets about HPV vaccines, we found that it was possible to characterize online communities by the topics that are most heavily concentrated among their tweets. One way of translating these methods into public health practice would be to use these methods in combination with new spatial and demographic estimation methods [74-76], to produce spatiotemporal indicators that determine where and when the growth of specific concerns may lead to increased vaccine hesitancy or refusal. We think that these indicators may have a future role in helping public health organizations design interventions and communication strategies that are better targeted and thus more efficient.

Conclusions
In this work, we demonstrated a novel process for characterizing the concentration of certain opinions in online communities by independently applying existing community detection and topic modeling methods, and quantifying the differences in the topic distributions across communities. Among tweets about HPV vaccines, we found that there were clear differences in the distribution of topics across communities defined by the follower network. In practice, public health organizations may wish to consider identifying the locations and demographics of communities that are at risk of exposure to antivaccine information in order to intervene with positive messages targeting the specific concerns identified through topic modeling. The value of this work in public health includes a more nuanced representation of the variety of concerns expressed about HPV vaccines online and some practical steps towards the development of an automated system for the surveillance of public opinions with the purpose of understanding localized differences in decision making and health behaviors.
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Abstract

Background: Most US adults have limited health literacy skills. They struggle to understand complex health information and services and to make informed health decisions. The Internet has quickly become one of the most popular places for people to search for information about their health, thereby making access to quality information on the Web a priority. However, there are no standardized criteria for evaluating Web-based health information. Every 10 years, the US Department of Health and Human Services' Office of Disease Prevention and Health Promotion (ODPHP) develops a set of measurable objectives for improving the health of the nation over the coming decade, known as Healthy People. There are two objectives in Healthy People 2020 related to website quality. The first is objective Health Communication and Health Information Technology (HC/HIT) 8.1: increase the proportion of health-related websites that meet 3 or more evaluation criteria for disclosing information that can be used to assess information reliability. The second is objective HC/HIT-8.2: increase the proportion of health-related websites that follow established usability principles.

Objective: The ODPHP conducted a nationwide assessment of the quality of Web-based health information using the Healthy People 2020 objectives. The ODPHP aimed to establish (1) a standardized approach to defining and measuring the quality of health websites; (2) benchmarks for measurement; (3) baseline data points to capture the current status of website quality; and (4) targets to drive improvement.

Methods: The ODPHP developed the National Quality Health Website Survey instrument to assess the quality of health-related websites. The ODPHP used this survey to review 100 top-ranked health-related websites in order to set baseline data points for these two objectives. The ODPHP then set targets to drive improvement by 2020.

Results: This study reviewed 100 health-related websites. For objective HC/HIT-8.1, a total of 58 out of 100 (58.0%) websites met 3 or more out of 6 reliability criteria. For objective HC/HIT-8.2, a total of 42 out of 100 (42.0%) websites followed 10 or more out of 19 established usability principles. On the basis of these baseline data points, ODPHP set targets for the year 2020 that meet the minimal statistical significance—increasing objective HC/HIT-8.1 data point to 70.5% and objective HC/HIT-8.2 data point to 55.7%.

Conclusions: This research is a critical first step in evaluating the quality of Web-based health information. The criteria proposed by ODPHP provide methods to assess website quality for professionals designing, developing, and managing health-related websites. The criteria, baseline data, and targets are valuable tools for driving quality improvement.

KEYWORDS
online health information; health literacy; reliability; usability; measurement

Introduction
Most US adults (90%) have limited health literacy skills [1], which means that many struggle to make sense of the complex information and services intended to help prevent disease and promote our health [2-5]. One promising path to improve the health literacy of the adult population is to increase the availability of evidence-based, understandable, easy-to-find sources of health information [6-8].

While medical experts continue to play a vital role in the health decision-making process, the Internet has quickly become one of the most popular places for people to search for information about their health [9,10]. Research indicates that not only are adults of all generations searching online for health information [11,12], but they are using what they find to make health care decisions, either on behalf of themselves or a loved one [13]. Thus, improving the quality of health-related websites has the potential to improve the health literacy—and the health—of the population [14,15].

Increasing access to quality online information is a shared priority among national and international policy makers. President Obama’s Digital Government Strategy calls for new and better ways to deliver digital information and services [16] and the World Health Organization has called for greater transparency, privacy and security, codes of conduct, and individual choice and control of health-related websites [17].

Yet, in spite of the critical role of quality in health-related websites, there are no standardized criteria for assessing it [6,8,18]. Such criteria have been elusive since researchers called for operationalized definitions of quality in their 2002 meta-analysis of empirical website assessments [7]. Therefore, the first steps in achieving real gains in health-related website quality are to establish (1) a standardized approach to defining and measuring the quality of health websites; (2) benchmarks for measurement; (3) baseline data points to capture the current status of website quality; and (4) targets to drive improvement. This paper describes the efforts of the US Department of Health and Human Services’ Office of Disease Prevention and Health Promotion (ODPHP) to establish these four items.

Methods
Defining and Measuring Quality Health Websites for Healthy People
Every 10 years, ODPHP manages the development of a set of measurable objectives for improving the health of the nation over the coming decade, known as Healthy People. Two objectives (Health Communication and Health Information Technology, HC/HIT-8.1 and 8.2, seeTextbox 1) in Healthy People 2020 relate to website quality: one calls for improved information reliability; the other calls for improved website usability. Both were devised and operationalized by experts in health communication and technology. Together, these objectives provide a working definition of website quality and a promising path toward overall quality improvement of Web-based health information.

Textbox 1. Healthy People objectives Health Communication and Health Information Technology (HC/HIT) 8.1 and 8.2.

HC/HIT-8.1: Increase the proportion of health-related websites that meet three or more evaluation criteria for disclosing information that can be used to assess information reliability
HC/HIT-8.2: Increase the proportion of health-related websites that follow established usability principles

Information Reliability
Information reliability refers to the accuracy and credibility of website content as well as transparency in the purpose and ownership of the site [7,19]. This information can help users discern the origin and quality of Web-based content [20]. It is one of the most commonly identified indicators of website quality and has been widely referenced by public, private, and nonprofit organizations committed to improving the quality of Web-based health information such as the Medical Library Association, Health on the Net Foundation, Consumers Union, and the Agency for Healthcare Research and Quality [21-24].

Healthy People objective HC/HIT-8.1 was first introduced in Healthy People 2010 as a developmental objective. In 2005, ODPHP convened a Technical Expert Workgroup to identify reliability criteria based on established Web standards [25,26]. The ODPHP then developed the Website Information Reliability Evaluation Instrument (Multimedia Appendix 1), which includes specific reliability requirements for each of the 6 criteria identified by the Workgroup (see Table 1).
Table 1. Objective HC/HIT-8.1 criteria and reliability requirements.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Reliability requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identity</td>
<td>Name of person or organization responsible for website</td>
</tr>
<tr>
<td></td>
<td>Street address for person or organization responsible for website</td>
</tr>
<tr>
<td></td>
<td>Identified source of funding for website</td>
</tr>
<tr>
<td>Purpose</td>
<td>Statement of purpose or mission for website</td>
</tr>
<tr>
<td></td>
<td>Uses and limitations of services provided</td>
</tr>
<tr>
<td></td>
<td>Association with commercial products or services</td>
</tr>
<tr>
<td>Content development</td>
<td>Differentiation of advertising from nonadvertising content</td>
</tr>
<tr>
<td></td>
<td>Medical, editorial, or quality review practices or policies</td>
</tr>
<tr>
<td></td>
<td>Authorship of health content (per page of health content)</td>
</tr>
<tr>
<td>Privacy</td>
<td>Privacy policy</td>
</tr>
<tr>
<td></td>
<td>How personal information is protected</td>
</tr>
<tr>
<td>User feedback</td>
<td>Feedback form or mechanism</td>
</tr>
<tr>
<td></td>
<td>How information from users is used</td>
</tr>
<tr>
<td>Content updating</td>
<td>Date content created (per page of health content)</td>
</tr>
<tr>
<td></td>
<td>Date content reviewed, modified, or revised (per page of health content)</td>
</tr>
<tr>
<td></td>
<td>Copyright date</td>
</tr>
</tbody>
</table>

a Optional requirements.

**Website Usability**

Usability standards tend to fall into three major categories [27]. The first category focuses on how the information is organized, commonly referred to as information architecture. The second category looks at how users navigate the information on a website, known as site design. The third category emphasizes how users interact with content on the website, referred to as content design. These three elements are commonly addressed in both federal and private guidelines on website usability [27-32].

Usability is an important component of website quality, affecting a user’s ability to access and understand information online [33]. In fact, the design of a website is one of the most important indicators of website credibility and quality for users [34-37].

In 2012, an expert panel was used to establish an empirical definition of usability for Healthy People 2020. Panel members were selected from academic, private, and government sectors based on their expertise in website usability and health communication. With input from the panel, ODPHP developed the Website Usability Evaluation Instrument (see Multimedia Appendix 2) to measure progress toward Healthy People objective HC/HIT-8.2. The instrument assesses the three aforementioned website usability categories, using 19 established usability principles across 59 task-based usability measures (see Table 2). The Site Design category includes 9 composites that assess basic design elements of the site, including how the site looks, how the site functions, and how a user can interact with the site. The Information Architecture category includes 7 composites that assess how the site content is organized, including navigation, grouping, and labeling. Lastly, the Content Design category includes 3 composites that assess how the content is written and formatted, and includes plain language principles. Each of the 59 measures is rated on a scale of 1 to 4 based on the level of difficulty of performing the task on the website (1 being “task failure” and 4 being “minimal problems”). An average rating score is calculated for each usability principle. The benchmark was set to require an average score of 3.5 for 10 or more of the 19 usability principles.
With Healthy People objectives HC/HIT-8.1 and 8.2, ODPHP established standardized criteria to define and measure the quality of health-related websites and set benchmarks for measurement. Next, the criteria were applied to a sample of health-related websites in order to identify baseline data points, which are required for all Healthy People measurable objectives. The reliability (objective HC/HIT-8.1) and usability (objective HC/HIT-8.2) instruments were combined into a single instrument: the National Quality Health Website Survey. Targets were set to drive improvement by the year 2020.

### Sampling

The ODPHP identified the 100 top-ranked health-related websites (see Multimedia Appendix 3) for 3 months (August-October 2014) from the Alexa Top Sites pool—health category [38]. The data were collected from Alexa on October 14, 2014. Alexa’s traffic ranks are based on the traffic data provided by users in Alexa’s global data panel over a rolling 3-month period. A site’s ranking is based on a combined measure of unique visitors and page views [39]. Websites were considered health related if they had at least three items of health information as it is broadly defined by the e-Health Code of Ethics (see Textbox 2) [40]. Duplicated websites were consolidated with the exception of microsites within the National Institutes of Health such as PubMed and MedlinePlus. A number of websites were excluded from the sample based on the exclusion criteria in Textbox 3.


- Health information includes information for staying well, preventing and managing disease, and making other decisions related to health and health care.
- It includes information for making decisions about health products and health services.
- It may be in the form of data, text, audio, and/or video.
- It may involve enhancements through programming and interactivity.
- Health products include drugs, medical devices, and other goods used to diagnose and treat illnesses or injuries or to maintain health. Health products include both drugs and medical devices subject to regulatory approval by agencies such as the US Food and Drug Administration or UK Medicines Control Agency and vitamin, herbal, or other nutritional supplements and other products not subject to such regulatory oversight.
- Health services include specific, personal medical care or advice; management of medical records; communication between health care providers and/or patients and health plans or insurers or health care facilities regarding treatment decisions, claims, billing for services, and so on; and other services provided to support health care.
- Health services also include listservs, bulletin boards, chat rooms, and other online venues for the exchange of health information.
- Like health information, health services may be in the form of data, text, audio, and/or video and may involve enhancements through programming and interactivity.
Textbox 3. Exclusion criteria.

- Sites that are not about human beings
- Sites that are owned or maintained in a foreign country
- Sites that are specifically for health industry professional development, listing job postings for health professionals or research grants available for health researchers
- Sites that are designed only to introduce, sell, or support specific medical commercial products or technology solutions for the health or medical industry
- Sites that provide platforms for laboratory services
- Sites accessible only to members or paying subscribers who must enter an identifying log-in name and password
- Sites about beauty or cosmetic products or hairstyles
- Sites about health or medical education programs
- Sites about fitness industry professional development or gym memberships
- Sites providing pharmacy price comparison information
- Online forums or groups, or other social media platforms for informal discussions regarding health

The final sample included websites sponsored by three types of organizations: 48 out of 100 websites (48.0%) were for profit, 36 out of 100 (36.0%) were nonprofit, and 16 out of 100 (16.0%) were government.

Table 3. Altman’s Kappa Benchmark Scale.

<table>
<thead>
<tr>
<th>Kappa statistic</th>
<th>Strength of agreement</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;.20</td>
<td>Poor</td>
</tr>
<tr>
<td>.21-.40</td>
<td>Fair</td>
</tr>
<tr>
<td>.41-.60</td>
<td>Moderate</td>
</tr>
<tr>
<td>.61-.80</td>
<td>Good</td>
</tr>
<tr>
<td>.81-1.00</td>
<td>Very good</td>
</tr>
</tbody>
</table>

Objective HC/HIT-8.1 criteria are primarily composed of yes or no questions. Cohen’s kappa was used to measure the agreement for nominal scales. A benchmark kappa score of .80 (a score generally accepted as demonstrating a sufficient degree of IRR) was used for objective HC/HIT-8.1 [41]. The criteria for objective HC/HIT-8.2 are scored on a 4-point scale, making it more difficult to reach a perfect IRR. A benchmark kappa score of .61 was used for objective HC/HIT-8.2. Interclass correlation (ICC) was used for assessing ordinal and interval scales. To ensure IRR, both reviewers assessed the same 6 websites during the initial training process. The IRR was calculated for each assessment; discrepancies were identified and resolved between the 2 reviewers until the IRR scores met the benchmark kappa scores.

After the initial training process, the reviewers randomly selected 4 additional websites from the sample to measure IRR scores. The IRR scores for the Website Information Reliability Evaluation Instrument (kappa .83) and the Website Usability Evaluation Instrument (ICC .76) both met the benchmarks.

Interrater Reliability

A senior usability researcher and a research associate reviewed the sample websites, following a reviewer training process to reach a certain level of interrater reliability (IRR). The team used Altman’s Kappa Benchmark Scale (see Table 3) [41].

Website Review Process

After ensuring IRR, the reviewers divided the remaining 90 websites into 2 equal groups. Each reviewer assessed an equal number of websites.

To score each item in the Website Information Reliability Evaluation Instrument, reviewers began by randomly selecting 3 pages from different sections of the site. Each of the items in the instrument was scored based on a review of at least 3 different pages and no individual page was reviewed more than once. For items in the instrument that refer to a specific page or feature (eg, home page-related items and search function items), the review also included those specific pages or features. As each review progressed, the reviewer revised the scores for previously scored items as needed. In general, reviewers examined about 150 pages on each website.

Results

Baseline data points for 2015 were calculated for both Healthy People 2020 website quality objectives.
Information Reliability Baseline

For Healthy People objective HC/HIT-8.1, a total of 58 out of 100 health-related websites (58.0%) met 3 or more of the 6 information reliability criteria. Only 2 out of 100 websites (2.0%) met all the criteria, and 1 out of 100 websites (1.0%) met none of the 6 criteria. See Figure 1.

Figure 2 shows the percentage of health-related websites in compliance with specific criteria. User Feedback (90.0%) had the highest percentage in compliance, followed by Privacy (83.0%). Only 4 out of 100 websites (4.0%) met the criterion for Content Updating.

Table 4 presents the percentage of websites in compliance by criterion and by information reliability requirements associated with each criterion.

Table 4. Estimated percentages of websites in compliance, by information reliability criterion and required disclosure elements.

<table>
<thead>
<tr>
<th>Criterion and required disclosure elements</th>
<th>N</th>
<th>Count</th>
<th>Percent (%)</th>
<th>SEa (%)</th>
<th>Lower bound 95% CI (%)</th>
<th>Upper bound 95% CI (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identity</td>
<td>100</td>
<td>37</td>
<td>37.0</td>
<td>4.83</td>
<td>27.5</td>
<td>46.5</td>
</tr>
<tr>
<td>Name</td>
<td>100</td>
<td>93</td>
<td>93.0</td>
<td>2.55</td>
<td>88.0</td>
<td>98.0</td>
</tr>
<tr>
<td>Street address</td>
<td>100</td>
<td>83</td>
<td>83.0</td>
<td>3.76</td>
<td>75.6</td>
<td>90.4</td>
</tr>
<tr>
<td>Funding sources</td>
<td>100</td>
<td>44</td>
<td>44.0</td>
<td>4.96</td>
<td>34.3</td>
<td>53.7</td>
</tr>
<tr>
<td>Purpose</td>
<td>100</td>
<td>52</td>
<td>52.0</td>
<td>5.00</td>
<td>42.2</td>
<td>61.8</td>
</tr>
<tr>
<td>Purpose or mission</td>
<td>100</td>
<td>79</td>
<td>79.0</td>
<td>4.07</td>
<td>71.0</td>
<td>87.0</td>
</tr>
<tr>
<td>Uses and limitations</td>
<td>100</td>
<td>82</td>
<td>82.0</td>
<td>3.84</td>
<td>74.5</td>
<td>89.5</td>
</tr>
<tr>
<td>Association with commercial products</td>
<td>100</td>
<td>71</td>
<td>71.0</td>
<td>4.54</td>
<td>62.1</td>
<td>79.9</td>
</tr>
<tr>
<td>Content Development</td>
<td>100</td>
<td>15</td>
<td>15.0</td>
<td>3.57</td>
<td>8.0</td>
<td>22.0</td>
</tr>
<tr>
<td>Identify advertising content</td>
<td>60</td>
<td>28</td>
<td>46.7</td>
<td>6.44</td>
<td>34.0</td>
<td>59.3</td>
</tr>
<tr>
<td>Describe editorial policy</td>
<td>100</td>
<td>39</td>
<td>39.0</td>
<td>4.88</td>
<td>29.4</td>
<td>48.6</td>
</tr>
<tr>
<td>Authorship</td>
<td>100</td>
<td>38</td>
<td>38.0</td>
<td>4.85</td>
<td>28.5</td>
<td>47.5</td>
</tr>
<tr>
<td>Privacy</td>
<td>100</td>
<td>83</td>
<td>83.0</td>
<td>3.76</td>
<td>75.6</td>
<td>90.4</td>
</tr>
<tr>
<td>Privacy policy</td>
<td>100</td>
<td>96</td>
<td>96.0</td>
<td>1.96</td>
<td>92.2</td>
<td>99.8</td>
</tr>
<tr>
<td>Describe protection of personal information</td>
<td>100</td>
<td>83</td>
<td>83.0</td>
<td>3.76</td>
<td>75.6</td>
<td>90.4</td>
</tr>
<tr>
<td>User Feedback</td>
<td>100</td>
<td>90</td>
<td>90.0</td>
<td>3.00</td>
<td>84.1</td>
<td>95.9</td>
</tr>
<tr>
<td>Feedback mechanism</td>
<td>100</td>
<td>90</td>
<td>90.0</td>
<td>3.00</td>
<td>84.1</td>
<td>95.9</td>
</tr>
<tr>
<td>Content Updating</td>
<td>100</td>
<td>4</td>
<td>4.0</td>
<td>1.96</td>
<td>0.2</td>
<td>7.8</td>
</tr>
<tr>
<td>Display date created</td>
<td>100</td>
<td>25</td>
<td>25.0</td>
<td>4.33</td>
<td>16.5</td>
<td>33.5</td>
</tr>
<tr>
<td>Display date reviewed or updated</td>
<td>100</td>
<td>28</td>
<td>28.0</td>
<td>4.49</td>
<td>19.2</td>
<td>36.8</td>
</tr>
</tbody>
</table>

a SE: standard error.

Figure 1. Percentage of websites in compliance, with the number of reliability criteria.
Table 5. Estimated percentages of websites in compliance, by criterion and established usability principles.

<table>
<thead>
<tr>
<th>Criterion and established usability principles</th>
<th>Number (n=100)</th>
<th>Percent (%)</th>
<th>SE(^a) (%)</th>
<th>Lower bound 95% CI (%)</th>
<th>Upper bound 95% CI (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Site Design</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Use conventional interaction elements</td>
<td>78</td>
<td>78.0</td>
<td>4.14</td>
<td>69.9</td>
<td>86.1</td>
</tr>
<tr>
<td>2. Make it obvious what is clickable and what is not</td>
<td>68</td>
<td>68.0</td>
<td>4.66</td>
<td>58.9</td>
<td>77.1</td>
</tr>
<tr>
<td>3. Minimize vertical scrolling</td>
<td>24</td>
<td>24.0</td>
<td>4.27</td>
<td>15.6</td>
<td>32.4</td>
</tr>
<tr>
<td>4. Ensure that the Back button behaves predictably</td>
<td>100</td>
<td>100.0</td>
<td>0.00</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>5. Provide clear feedback signals for actions</td>
<td>39</td>
<td>39.4</td>
<td>4.91</td>
<td>29.8</td>
<td>49.0</td>
</tr>
<tr>
<td>6. Ensure site is accessible for users with disabilities and uses elements of 508 compliance</td>
<td>6</td>
<td>6.0</td>
<td>2.37</td>
<td>1.3</td>
<td>10.7</td>
</tr>
<tr>
<td>7. Provide a simplified user experience</td>
<td>30</td>
<td>30.0</td>
<td>4.58</td>
<td>21.0</td>
<td>39.0</td>
</tr>
<tr>
<td>8. Incorporate multimedia</td>
<td>70</td>
<td>70.0</td>
<td>4.58</td>
<td>61.0</td>
<td>79.0</td>
</tr>
<tr>
<td><strong>Information Architecture</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. Present a clear visual hierarchy</td>
<td>42</td>
<td>42.0</td>
<td>4.94</td>
<td>32.3</td>
<td>51.7</td>
</tr>
<tr>
<td>11. Provide easy search functionality</td>
<td>17</td>
<td>17.0</td>
<td>3.76</td>
<td>9.6</td>
<td>24.4</td>
</tr>
<tr>
<td>12. Clearly label content categories</td>
<td>25</td>
<td>25.0</td>
<td>4.33</td>
<td>16.5</td>
<td>33.5</td>
</tr>
<tr>
<td>13. Make pages easy to skim or scan</td>
<td>45</td>
<td>45.0</td>
<td>4.97</td>
<td>35.2</td>
<td>54.8</td>
</tr>
<tr>
<td>14. Make elements on the page easy to read</td>
<td>72</td>
<td>72.0</td>
<td>4.49</td>
<td>63.2</td>
<td>80.8</td>
</tr>
<tr>
<td>15. Visually group related topics</td>
<td>45</td>
<td>45.0</td>
<td>4.97</td>
<td>35.2</td>
<td>54.8</td>
</tr>
<tr>
<td>16. Make sure text and background colors contrast</td>
<td>74</td>
<td>74.0</td>
<td>4.39</td>
<td>65.4</td>
<td>82.6</td>
</tr>
<tr>
<td><strong>Content Design</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17. Focus the writing on audience and purpose</td>
<td>30</td>
<td>30.0</td>
<td>4.58</td>
<td>21.0</td>
<td>39.0</td>
</tr>
<tr>
<td>18. Use the users’ language; minimize jargon and technical terms</td>
<td>32</td>
<td>32.0</td>
<td>4.66</td>
<td>22.9</td>
<td>41.1</td>
</tr>
<tr>
<td>19. Allow for interaction with the content</td>
<td>19</td>
<td>19.0</td>
<td>3.92</td>
<td>11.3</td>
<td>26.7</td>
</tr>
</tbody>
</table>

\(^a\) SE: standard error.
Website Usability Baseline

For Healthy People objective HC/HIT-8.2, a total of 42 out of 100 health-related websites (42.0%) met 10 or more out of 19 established usability principles. Figure 3 shows the distribution of website compliance by the number of usability principles met. All websites met at least one usability principle. Almost half of the websites (47.0%) met between 9 and 11 principles. None of the websites met 15 or more of the established usability principles. See Table 5 for the percentage of websites in compliance broken down by the 19 usability principles.

Discussion

Baseline Data Points

The 2015 review of health-related websites identified 2 baseline data points. For Healthy People 2020 objective HC/HIT-8.1, a total of 58 out of 100 health-related websites (58.0%) met 3 or more out of 6 reliability criteria. For Healthy People 2020 objective HC/HIT-8.2, a total of 42 out of 100 health-related websites (42.0%) followed 10 or more out of 19 established usability principles.

This research revealed significant shortcomings in the quality of today’s Web-based health information landscape, particularly in disclosing sources of funding and authorship, clearly differentiating between advertisements and original content, complying with universal accessibility guidelines (eg, Section 508 of the Amendment to the Rehabilitation Act of 1973), providing simple search and print functionality, and minimizing scientific and technical jargon.

2020 Targets

The ODPHP set the following targets for 2020 that meet the minimal statistical significance. For Healthy People 2020 objective HC/HIT-8.1, 70.5% of health-related websites will meet 3 or more out of 6 reliability criteria. For Healthy People 2020 objective HC/HIT-8.2, 55.7% of health-related websites will follow 10 or more out of 19 established usability principles.

Improving the quality of health-related websites is critical to national efforts to promote health literacy and shared decision making. Until now, there has been no standardized approach to defining and measuring the quality of Web-based health information. With Healthy People 2020 objectives HC/HIT-8.1 and 8.2, ODPHP has developed and validated such an approach, and established baseline data points and national benchmarks to track progress over time.

The 2015 study confirmed that there is, indeed, room for improvement. The ODPHP’s research revealed significant shortcomings in the quality of today’s Web-based health information landscape, particularly in the following areas:

- Disclosing sources of funding and authorship
- Clearly differentiating between advertisements and original content
- Complying with universal accessibility guidelines (eg, Section 508 of the Amendment to the Rehabilitation Act of 1973)
- Providing simple search and print functionality
- Minimizing scientific and technical jargon

Limitations

This study has several limitations. First, the samples of this study were selected from Alexa Top Sites—health category. The research team had no control over the quality of the website rankings performed by Alexa.

Additionally, some of the usability principles might change over time. For example, in this study, only 24 out of 100 websites (24.0%) followed the principle of minimizing vertical scrolling. However, with the proliferation of mobile and responsive design technology, users are becoming more accustomed to navigating websites by scrolling. Minimizing vertical scrolling may not remain a usability principle in the future.

Finally, the survey instrument is somewhat subjective, especially for objective HC/HIT-8.2. Although the research team controlled the reliability by measuring the IRR for several websites in the sample, there was still variation across reviewers that may affect the results.
Conclusions
The quality and accessibility of Web-based health information is a key factor in improving access to health services and facilitating informed health decision making. The criteria proposed by ODPHP provide methods to assess the quality of health-related websites and provide baseline data and targets to drive quality improvement. In addition to having implications for website developers and policy makers, this work also points to the need for consumer education related to the quality of Web-based health information. Such education efforts are critical in a time when nearly 3 in 4 Internet users are looking for health information online [42].

To promote increased quality of health-related websites, ODPHP updated and published Health Literacy Online: A Guide to Simplifying the User Experience, second edition [43]. Health Literacy Online is based on literature related to cognitive processing and online behavior and on usability research with more than 800 participants. It features actionable information that website owners, content writers, designers, and developers can use to create quality health websites. The recommendations in Health Literacy Online provide a clear road map for achieving the Healthy People 2020 objectives to increase the proportion of quality health-related websites (Objective HC/HIT-8). The ODPHP is working with other federal agencies to adopt the principles in Health Literacy Online and is presenting these strategies for improving health websites at national conferences.
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Datathons facilitate collaboration between clinicians, statisticians, and data scientists in order to answer important clinical questions. Previous datathons have resulted in numerous publications of interest to the critical care community and serve as a viable model for interdisciplinary collaboration.

Objective: We report on an open-source software called Chatto that was created by members of our group, in the context of the second international Critical Care Datathon, held in September 2015.

Methods: Datathon participants formed teams to discuss potential research questions and the methods required to address them. They were provided with the Chatto suite of tools to facilitate their teamwork. Each multidisciplinary team spent the next 2 days with clinicians working alongside data scientists to write code, extract and analyze data, and reformulate their queries in real time as needed. All projects were then presented on the last day of the datathon to a panel of judges that consisted of clinicians and scientists.

Results: Use of Chatto was particularly effective in the datathon setting, enabling teams to reduce the time spent configuring their research environments to just a few minutes—a process that would normally take hours to days. Chatto continued to serve as a useful research tool after the conclusion of the datathon.

Conclusions: This suite of tools fulfills two purposes: (1) facilitation of interdisciplinary teamwork through archiving and version control of datasets, analytical code, and team discussions, and (2) advancement of research reproducibility by functioning postpublication as an online environment in which independent investigators can rerun or modify analyses with relative ease. With the introduction of Chatto, we hope to solve a variety of challenges presented by collaborative data mining projects while improving research reproducibility.
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it is unlikely that there will be prospective randomized controlled trials, the gold standard of evidence-based medicine, to address all the information gaps in clinical practice.

Furthermore, the reliability of published research has been called into question. One study found that among 49 highly cited articles, 16% were subsequently contradicted, and another 16% were found to have significantly smaller effect sizes in subsequent studies [2]. In order to address some of these issues, a greater emphasis has been placed on sharing data, as well as fostering a more open peer review process.

The near ubiquitous implementation of electronic health records has allowed investigators to address treatment and diagnostic dilemmas where evidence-based guidelines are lacking; however, clinicians are often lacking the increasing expertise in data science required to acquire and synthesize such data. In order to tackle this new frontier of medical research, it is paramount that clinicians and data scientists work together to harness the power of electronic health records.

In previous publications, we described the “datathon” model, which brings together the requisite experts from different scientific disciplines in a venue that supports collaboration, group learning, error checking, and methodological review during the initial design and subsequent phases of research [3,4].

In September 2015, the second international Critical Care Datathon was held simultaneously at the Massachusetts Institute of Technology (MIT) in Boston, USA, and in London, UK and Paris, France. The event coincided with the launch of Medical Information Mart for Intensive Care (MIMIC-III), the successor to Multiparameter Intelligent Monitoring in Intensive Care (MIMIC-II), and an open-access database of patients admitted to an intensive care unit (ICU) at Beth Israel Deaconess Medical Center in Boston, MA, USA [5]. MIMIC-III spans the period from 2002 through 2012 and contains data on over 60,000 ICU admissions. Previous datathons have resulted in numerous publications of interest to the critical care communities. Using a diverse range of methodologies, groups have investigated the association between elevated central venous pressure and acute kidney injury [6], proton pump inhibition and cardiac arrhythmias [7], hyperdynamic left ventricular ejection fraction and mortality [8], diuretic use and obesity [9], and hypermagnesemia and blood pressure [10]. Pereira et al used fuzzy modeling to predict severely depressed left ventricular ejection fraction following ICU admission [11].

All participants at the 2015 datathon were encouraged to use open-source software called Chatto [12] during the event. This suite of tools was created by members of our group to fulfill two purposes: (1) facilitation of interdisciplinary teamwork through improved communication, as well as archiving and version control of datasets, analytical code, and team discussions, and (2) advancement of research reproducibility by functioning postpublication as an online environment in which independent investigators can rerun or modify analyses with relative ease. Chatto allows individual data scientists and teams to rapidly begin to explore, visualize, extract, and analyze data. Perhaps its most important role is in its simplification of the data analysis pipeline and subsequent capacity to improve reproducibility without requiring additional effort outside of the usual research workflow.

Chatto is composed of five key components: a project website, integration with a group chat service called Slack [13], integration with GitHub [14] for source code control, a Jupyter [15,16] notebook for interactive code development, and an open-source library [12] for connecting to data sources and transforming data (Figure 1, Figure 2, Figure 3). Figure 1 shows a sample workbook. Figure 2 and Figure 3 demonstrate a scatterplot and a histogram, respectively, which were made using the provided data transformations.
Figure 1. Sample workbook from Jupyter notebooks, which provide an interface for documentation of the research.

```
from chatto_transform.lib.chunks import left_join

vent_death = left_join(vent_days, death_days, 'icustay_id')
```

<table>
<thead>
<tr>
<th>subject_id_x</th>
<th>hadm_id_x</th>
<th>icustay_id</th>
<th>ventdays</th>
<th>subject_id_y</th>
<th>hadm_id_y</th>
<th>hosdead</th>
<th>time_of_death</th>
<th>time_until_death</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3</td>
<td>145834</td>
<td>211552</td>
<td>4 days</td>
<td>3</td>
<td>145834</td>
<td>False</td>
<td>2102-06-14</td>
</tr>
<tr>
<td>1</td>
<td>9</td>
<td>150750</td>
<td>220597</td>
<td>5 days</td>
<td>9</td>
<td>150750</td>
<td>True</td>
<td>2149-11-14</td>
</tr>
<tr>
<td>2</td>
<td>12</td>
<td>112213</td>
<td>232869</td>
<td>4 days</td>
<td>12</td>
<td>112213</td>
<td>True</td>
<td>2104-08-20</td>
</tr>
<tr>
<td>3</td>
<td>13</td>
<td>143045</td>
<td>263738</td>
<td>2 days</td>
<td>13</td>
<td>143045</td>
<td>False</td>
<td>NaT</td>
</tr>
<tr>
<td>4</td>
<td>31</td>
<td>126652</td>
<td>254478</td>
<td>8 days</td>
<td>31</td>
<td>126652</td>
<td>True</td>
<td>2108-08-30</td>
</tr>
</tbody>
</table>

... 20124 99939 159023 252442 1 days 99939 159023 False NaT NaT
20125 99955 106494 243255 5 days 99955 106494 True 2139-07-19
20126 99982 151454 221194 1 days 99982 151454 False 2157-03-04 85 days 10:15:00
20127 99985 176670 279638 10 days 99985 176670 False NaT NaT
20128 99991 151118 226241 1 days 99991 151118 False NaT NaT
20129 rows x 9 columns

Figure 2. Generation of figures within Jupyter notebooks: sample scatterplot.
Methods

Similar to prior datathons, the event began with introductory presentations outlining the program and sharing lessons learned from prior datathons. Afterward, participants pitched various clinical questions that could be addressed using the MIMIC-III database. Teams formed organically as clinicians and data scientists discussed potential research questions and the methods required to address them. Each multidisciplinary team spent the next 2 days with clinicians working alongside data scientists to write code, extract and analyze data, and reformulate their queries in real time as needed. All projects were then presented on the last day of the datathon to a panel of judges that consisted of clinicians and scientists.

Results

Event participants were exceptionally diverse. Of the 48 attendees at MIT, 23 (48%) were clinicians, of whom 18 (78%) were fellows, residents, or medical students. Of the 25 data scientists, 5 were postdoctoral associates (20%) and another 5 were graduate students (20%). Before the event, 32 participants (67%) had never used MIMIC and only 10 (21%) had used SQL queries frequently in their research work. Of the 8 teams, 6 subsequently submitted, and had accepted, abstracts to the American Thoracic Society international conference.

At the start of the event, all datathon participants were invited to visit a project website called Chatto Hub to register their team’s project in a listing alongside other datathon projects. Chatto Hub users were authenticated using GitHub user
of publication, while functioning postpublication as a playground for independent investigators to rerun the analysis, en bloc or piecemeal, with or without modification. As a proof-of-concept, this tool was used successfully in tandem with the MIMIC-III database during the most recent MIT Critical Care Datathon (September 2015), although connectors to any large research database can be easily generated. As tools such as the one we have described continue to evolve, the responsibility of ensuring that the analytical code related to a given study is accessible, interpretable, and “Runnable” with minimal effort should increasingly fall on the original investigators. The results of studies where authors have made inadequate efforts to enable and encourage others to examine, rerun, and modify their analysis should be viewed with prejudice, and their suitability for publication should be questioned.

Limitations

Despite the many benefits of integrating the services outlined above into a single software package, not all issues related to collaborative data mining were solved. Teams developed different methods for sharing the results of their analyses, including exporting intermediate results to comma separated value (CSV) files for distribution through the team’s Slack channel. This highlighted that teams often divided their labor based on expertise, requiring each team member’s results to be shared and then combined by one individual for more advanced analysis. In the future, enabling multiple team members to simultaneously edit a shared Jupyter notebook might help to resolve this problem. Jupyter notebooks were also not automatically source controlled. In the future, GitHub integration for hosted notebooks would dramatically simplify the research workflow and sharing of analytical code between team members.

Lastly, although documentation existed for both MIMIC-III and each individual service integrated with Chatto, the lack of a single centralized location for this documentation presented a problem for some participants. This issue was mitigated during the event by datathon staff actively helping participants to troubleshoot technical problems, but this should be addressed through centralized, simplified documentation in future datathons.

Conclusion

The product of scientific research is not a number with an accompanying P value, but rather a thorough demonstration of the method through which a conclusion was reached from a given set of data with the ultimate goal of improving patient outcomes and quality of care. As analytical methods becoming increasingly sophisticated and datasets grow in size and complexity, we must not lose sight of the importance of enabling independent researchers to validate the findings of their peers without requiring them to reinvent the wheel.
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Abstract

Background: The perspective of users should be taken into account in the evaluation of Web-based health interventions. Assessing the users’ satisfaction with the intervention they receive could enhance the evidence for the intervention effects. Thus, there is a need for valid and reliable measures to assess satisfaction with Web-based health interventions.

Objective: The objective of this study was to analyze the reliability, factorial structure, and construct validity of the Client Satisfaction Questionnaire adapted to Internet-based interventions (CSQ-I).

Methods: The psychometric quality of the CSQ-I was analyzed in user samples from 2 separate randomized controlled trials evaluating Web-based health interventions, one from a depression prevention intervention (sample 1, N=174) and the other from a stress management intervention (sample 2, N=111). At first, the underlying measurement model of the CSQ-I was analyzed to determine the internal consistency. The factorial structure of the scale and the measurement invariance across groups were tested by multigroup confirmatory factor analyses. Additionally, the construct validity of the scale was examined by comparing satisfaction scores with the primary clinical outcome.

Results: Multigroup confirmatory analyses on the scale yielded a one-factorial structure with a good fit (root-mean-square error of approximation =.09, comparative fit index =.96, standardized root-mean-square residual =.05) that showed partial strong invariance across the 2 samples. The scale showed very good reliability, indicated by McDonald omegas of .95 in sample 1 and .93 in sample 2. Significant correlations with change in depressive symptoms (r=-.35, P<.001) and perceived stress (r=-.48, P<.001) demonstrated the construct validity of the scale.

Conclusions: The proven internal consistency, factorial structure, and construct validity of the CSQ-I indicate a good overall psychometric quality of the measure to assess the user’s general satisfaction with Web-based interventions for depression and stress management. Multigroup analyses indicate its robustness across different samples. Thus, the CSQ-I seems to be a suitable measure to consider the user’s perspective in the overall evaluation of Web-based health interventions.
Various satisfaction measures have already been developed, such as the Patient Satisfaction Questionnaire Short Form (PSQ-18) [26], the Service Satisfaction Scale-30 (SSS-30) [27], the Satisfaction with Stroke Care Questionnaire (SASC) [28], and the Client Satisfaction Questionnaire (CSQ-8) [29]. Most of these instruments were designed to evaluate health care in hospitals or the general practitioner’s office. In these settings, satisfaction ratings evaluate some dimensions that are not or less relevant to Web-based interventions, including satisfaction with the clinical staff, for example, “I have been treated with kindness and respect by the staff at the hospital,” SASC; the waiting time, for example, “waiting time between asking to be seen and the appointment (date and time) given,” SSS-30; the time spent with a doctor, for example, “Doctors usually spend plenty of time with me,” PSQ-18; or the technical quality, for example, “I think my doctor’s office has everything needed to provide complete care,” PSQ-18. Therefore, satisfaction measures for Web-based interventions must be modified to address their unique characteristics that are not represented in traditional health services. For example, Web-based interventions can be delivered with or without direct contact with health care professionals or can be accessed immediately after registration without any waiting time. In order to address all of these variations, any developed generic measure should be applicable to a wide range of Web-based interventions. Moreover, especially for ease of usage in routine care settings, it is important to have an economically efficient instrument that requires little time to administer by staff and to complete by users. The CSQ seems to be a feasible candidate for adaptation and application to Web-based interventions. The original CSQ has shown good psychometric properties in a study (N=45) to investigate the effects of pretherapy orientation on psychotherapy outcome [30]. The German adaptation has been validated in a sample (N=300) of patients undergoing inpatient treatment within a psychosomatic clinic [31] and has already been integrated as a measure of routine monitoring in inpatient rehabilitation (N=53,177) [32].

The CSQ has also become a widely used instrument for assessing user satisfaction with Web-based health interventions [33-36]. It has been used as secondary outcome in a study comparing Web-based interpersonal psychotherapy and Web-based cognitive behavioral therapy for adults with depressive symptoms, indicating that participants of the first intervention group were more satisfied than the second group [33]. In another study, the CSQ was used as a secondary outcome to compare a Web-based intervention for depression with and without weekly therapist support, indicating that participants of the supported intervention were more satisfied than participants without support [34]. A modified version of the scale was also used in a pilot study of a Web-based screening and brief intervention for student marijuana use, where 95 out of 123 participants (77.2%) were at least moderately satisfied with the intervention [35]. In a previous study by our research group, the CSQ was used as secondary outcome of a Web-based recovery training for employees and indicated that 44 out of 49 participants (89.8%) would recommend the training to a friend.

### Introduction

**State of Research on Web-Based Health Interventions**

In recent years, development and usage of Web-based health interventions have been on the rise, and these interventions show potential in expanding upon established services for preventing and treating impaired health [1]. Many studies so far have shown that Web-based interventions are effective for various conditions, including depression [2,3], anxiety [4,5], sleep disorders [6], alcohol consumption [7], and stress [8-11]. However, there is a lack of published knowledge regarding aspects of effectiveness that are related to external validity, such as the applicability of proven interventions in routine care practice [12]. There are different reasons why evaluators should also examine how affected users directly evaluate the intervention. First, adding to the discussion on the importance of external validity [12,13], the evaluation should go beyond clinical effects that are assessed by health care professionals using observer- or self-rated health measures (eg, assessing depressive symptoms) [14]. The users’ satisfaction with their intervention can be an important source for this metric. We adapted the definition given by Ware and colleagues [15] in our study, which states that satisfaction is a user’s evaluation of the received Web-based intervention. Thus, it provides information beyond what is assessed by health care professionals. Second, it also provides information beyond the design qualities of a Web-based intervention that can be assessed by usability experts [16]. Thus, it delivers important information to service providers so that they can improve their interventions. Third, studying satisfaction can help to successfully implement and disseminate clinically effective Web-based interventions as a part of routine health care [17,18]. Fourth, there are ongoing debates on the relationship between user satisfaction and clinical intervention outcomes [14]. Previous studies found significant correlations between satisfaction with face-to-face interventions and psychological health [19-22] insofar as people with better health were more satisfied. One problem in Web-based interventions is the number of users who do not fully adhere to the intervention protocol [23]. Satisfaction with the delivered intervention may play an important role in understanding adherence to Web-based interventions and vice versa. Some studies, most of which focused on inpatient settings, found that patients who adhere to the intervention are more satisfied than patients who stop participating in the intervention [24]. Investigating the user satisfaction in Web-based health interventions could therefore add to the understanding of such relations. However, there is a strong need for thoroughly studied Web-based measures [25]. To the best of our knowledge, there is yet no validated measure for the assessment of user satisfaction with Web-based interventions.

**Review of Established Satisfaction Measures**

Various satisfaction measures have already been developed, such as the Patient Satisfaction Questionnaire Short Form (PSQ-18) [26], the Service Satisfaction Scale-30 (SSS-30) [27], the Satisfaction with Stroke Care Questionnaire (SASC) [28], and the Client Satisfaction Questionnaire (CSQ-8) [29]. Most of these instruments were designed to evaluate health care in hospitals or the general practitioner’s office. In these settings, satisfaction ratings evaluate some dimensions that are not or less relevant to Web-based interventions, including satisfaction with the clinical staff, for example, “I have been treated with kindness and respect by the staff at the hospital,” SASC; the waiting time, for example, “waiting time between asking to be seen and the appointment (date and time) given,” SSS-30; the time spent with a doctor, for example, “Doctors usually spend plenty of time with me,” PSQ-18; or the technical quality, for example, “I think my doctor’s office has everything needed to provide complete care,” PSQ-18. Therefore, satisfaction measures for Web-based interventions must be modified to address their unique characteristics that are not represented in traditional health services. For example, Web-based interventions can be delivered with or without direct contact with health care professionals or can be accessed immediately after registration without any waiting time. In order to address all of these variations, any developed generic measure should be applicable to a wide range of Web-based interventions. Moreover, especially for ease of usage in routine care settings, it is important to have an economically efficient instrument that requires little time to administer by staff and to complete by users. The CSQ seems to be a feasible candidate for adaptation and application to Web-based interventions. The original CSQ has shown good psychometric properties in a study (N=45) to investigate the effects of pretherapy orientation on psychotherapy outcome [30]. The German adaptation has been validated in a sample (N=300) of patients undergoing inpatient treatment within a psychosomatic clinic [31] and has already been integrated as a measure of routine monitoring in inpatient rehabilitation (N=53,177) [32].

The CSQ has also become a widely used instrument for assessing user satisfaction with Web-based health interventions [33-36]. It has been used as secondary outcome in a study comparing Web-based interpersonal psychotherapy and Web-based cognitive behavioral therapy for adults with depressive symptoms, indicating that participants of the first intervention group were more satisfied than the second group [33]. In another study, the CSQ was used as a secondary outcome to compare a Web-based intervention for depression with and without weekly therapist support, indicating that participants of the supported intervention were more satisfied than participants without support [34]. A modified version of the scale was also used in a pilot study of a Web-based screening and brief intervention for student marijuana use, where 95 out of 123 participants (77.2%) were at least moderately satisfied with the intervention [35]. In a previous study by our research group, the CSQ was used as secondary outcome of a Web-based recovery training for employees and indicated that 44 out of 49 participants (89.8%) would recommend the training to a friend.
in need (item 4 of the CSQ) [36]. However, to our knowledge, there is yet to be a study evaluating the psychometric quality of assessed user satisfaction that tests its factorial structure and its association with indicators of effectiveness such as training adherence and health outcomes in Web-based interventions.

### Aim of the Study

This study aimed to validate an adapted version of the German CSQ to assess the user satisfaction with Web-based health interventions (Client Satisfaction Questionnaire adapted to Internet-based interventions, CSQ-I). First, we examined the internal consistency of the scale, particularly whether the measurement model underlying its 8 items is at least essentially tau equivalent [37], which means that each item measures the same latent variable but with possibly different degrees of precision. Second, considering previous findings [29,31], we expected a single-factorial structure of user satisfaction that would be invariant across both samples in this study. The measurement model and the factorial structure of the scale were cross-validated in 2 independent samples to increase the generalizability of the findings. We further evaluated the validity of the scale by analyzing its correlation with other indicators of effectiveness. The overall evaluation of the psychometric quality of the scale was conducted according to recommendations derived from the COSMIN (Consensus-Based Standards for the Selection of Health Status Measurement Instruments) checklist [38,39].

### Methods

#### Study Design

The CSQ-I was evaluated across 2 randomized controlled trials. The first trial was conducted to evaluate the efficacy of a Web-based intervention in preventing the onset of major depressive disorder (Trial Registration: German Clinical Trial Registry DRKS00004709) [40,41]. Participants were recruited from 2013 to 2014 from the general population via newspaper articles, on-air media, and through a campaign of a large insurance company. After completing a Web-based screening questionnaire and telephone interview, individuals aged at least 18 years with elevated depressive symptoms (Center for Epidemiologic Studies Depression Scale, CES-D, ≥16), not having a major depressive episode, were randomly assigned to either the intervention or a control group. The full inclusion and exclusion criteria are described in the efficacy paper of this trial [43]. The stress management intervention consisted of 7 modules, each to be completed within 1 week. Outcome assessments took place at baseline (T1) and after 7 weeks (T2). The primary outcome was symptom reduction of perceived stress between T1 and T2. Secondary outcomes included adherence to the intervention, negative side effects, and user satisfaction at T2.

#### Measures

### Client Satisfaction Questionnaire Adapted to Internet-Based Interventions

The CSQ-I consists of 8 items measuring global satisfaction with the Web-based intervention (Table 1). On the original German scale [31], respondents rate each of the items on a 4-point Likert-type scale, but wording of response categories differed between the items. For example, the responses for item 1, “How would you rate the quality of service you received?” are rated between 4=“Excellent” and 1=“Poor,” and the responses for item 2, “Did you get the kind of service you wanted?” are rated between 1=“No, definitely not” and 4=“Yes, definitely.” Furthermore, 4 items are scored in inverse to minimize stereotypic response sets. However, after pilot testing (N=15) of the scale, discussion of the results in a focus group consisting of members of our research group, and obtaining advice from experts in the field of Web-based research, we decided to adapt the questionnaire in the following way. First, all questions were rephrased as statements to have constant response scales across the items, ranging from 1=“Does not apply to me” to 4=“Does totally apply to me.” In addition, we replaced the word “service” with “training” in all items because we expected that this wording would be more precise and common for users of Web-based interventions. As in the original version, the scores from all 8 items can be summed to a total score that ranges from 8 to 32. On 5 items (items 1, 2, 3, 5, and 7) participants rate the degree to which the intervention fulfilled their general satisfaction with the quality, kind of training, and amount of help they received. On item 6, respondents rate the degree to which the intervention helped them to deal with their problems. Item 4 assesses the degree to which respondents would recommend the intervention to others. Finally, on item 8, respondents rate their likelihood of using the intervention for themselves again.

### Clinical Outcome

Depressive symptoms were assessed using the German version of the CES-D [44]. The CES-D is a self-report scale and consists of 20 items (eg, “During the past week I felt sad”), wherein each scored from 0 to 3. The total score ranges from 0 to 60, with a higher score indicating more severe depressive symptoms. A cutoff of 16 is usually regarded as indicating clinically relevant depressive symptom severity.

Symptoms of stress were assessed using the German version of the PSS-10 [45,46]. The PSS-10 assesses the degree to which
people perceive their lives as stressful. Participants are asked to answer questions regarding the previous week (eg, “In the past week, how often have you felt that you were unable to control the important things in your life?”) on a 5-point Likert-type scale, with responses ranging from 0 to 4. The total score ranges from 0 to 40, with a higher score indicating higher perceived stress.

Adherence

The number of training modules that participants completed was used as the definition of adherence to the intervention in both trials. Full adherence was achieved when participants completed all 6 modules in the depression prevention intervention or all 7 modules in the stress management intervention.

### Table 1. Item labels and descriptive analysis of the Client Satisfaction Questionnaire adapted to Internet-based interventions.

<table>
<thead>
<tr>
<th>Item Description</th>
<th>Sample 1</th>
<th>Sample 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (SD)</td>
<td>(n_{\text{low}}) (%)</td>
<td>(n_{\text{high}}) (%)</td>
</tr>
<tr>
<td>1. The training I attended was of high quality or Das Training, an dem ich</td>
<td>3.48 (0.66)</td>
<td>3 (1.7)</td>
</tr>
<tr>
<td>teilgenommen habe, hatte eine hohe Qualität.</td>
<td>94 (54.0)</td>
<td>0.73</td>
</tr>
<tr>
<td>2. I received the kind of training I wanted or Ich habe die Art von Training</td>
<td>3.11 (0.72)</td>
<td>5 (2.9)</td>
</tr>
<tr>
<td>erhalten, die ich wollte.</td>
<td>54 (31.0)</td>
<td>0.83</td>
</tr>
<tr>
<td>3. The training has met my needs or Das Training hat meinen Bedürfnissen</td>
<td>3.13 (0.73)</td>
<td>5 (2.9)</td>
</tr>
<tr>
<td>entsprochen.</td>
<td>58 (33.3)</td>
<td>0.83</td>
</tr>
<tr>
<td>4. I would recommend this training to a friend, if he or she were in need of</td>
<td>3.36 (0.73)</td>
<td>6 (3.4)</td>
</tr>
<tr>
<td>similar help or Ich würde einem Freund oder einer Freundin dieses Training</td>
<td>87 (50.0)</td>
<td>0.77</td>
</tr>
<tr>
<td>empfehlen, wenn er oder sie eine ähnliche Hilfe benötigen würden.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. I am satisfied with the amount of help I received</td>
<td>3.18 (0.81)</td>
<td>9 (5.2)</td>
</tr>
<tr>
<td>through the training or Ich bin zufrieden mit dem Ausmaß der Hilfe, die ich</td>
<td>71 (40.8)</td>
<td>0.82</td>
</tr>
<tr>
<td>durch das Training erhalten habe.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. The training helped me deal with my problems more effectively or Das</td>
<td>3.25 (0.78)</td>
<td>9 (5.2)</td>
</tr>
<tr>
<td>Training hat mir dabei geholfen, angemessener mit meinen Problemen zu</td>
<td>76 (43.7)</td>
<td>0.82</td>
</tr>
<tr>
<td>umgehen.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. In an overall, general sense, I am satisfied with the training or Im</td>
<td>3.43 (0.80)</td>
<td>8 (4.6)</td>
</tr>
<tr>
<td>Großen und Ganzen bin ich mit dem Training zufrieden.</td>
<td>99 (56.9)</td>
<td>0.90</td>
</tr>
<tr>
<td>8. I would come back to such a training if I were to seek help again or Ich</td>
<td>3.36 (0.84)</td>
<td>8 (4.6)</td>
</tr>
<tr>
<td>würde ein solches Training wieder nutzen, wenn ich Hilfe bräuchte.</td>
<td>101 (58.0)</td>
<td>0.89</td>
</tr>
</tbody>
</table>

**Data Analyses**

The analyses were conducted through structural equation modeling using the R package lavaan [48]. The covariance matrix was analyzed using the maximum likelihood method with robust (Huber-White) standard errors (MLR), which is asymptotically equivalent to the Yuan-Bentler T2* test statistic [49] recommended for nonnormally distributed data. In the first step, to estimate the internal consistency of the scale, we examined the underlying measurement model of the scale. Essential tau equivalence [37] of the scale indicates that all items can be assumed to assess the same latent variable with the same units of measurement (ie, equal factor loadings). Essential tau equivalence is a necessary assumption for the use of the Cronbach alpha index; if the underlying model violates this assumption, Cronbach alpha will underestimate the

**Side Effects**

The side effects of participating in the training modules were measured with the Inventory for the Assessment of Negative Effects of Psychotherapy (INEP) [47] that was adapted to the training settings. The adapted version consists of 15 items assessing negative changes participants experienced after completing the Web-based training in their social or work environments that they directly attribute to their participation in the training (eg, “During or after finishing the training, I got worse in making important decisions by myself” or “Compared to the time before the training, my relationship to my family is worse”). For the analysis, the negative side effects are counted and summed to a total amount of negative effects. The total score ranges from 0 to 15, with a higher score indicating more negative side effects.
reliability of the scale, and McDonald omega should be used instead as a more precise estimate [50]. In the second step, we evaluated whether the one-factor structure proposed by the authors of the original CSQ [30,31] holds across our 2 training samples by conducting multigroup confirmatory factor analyses (CFAs). The idea underlying the estimation of multigroup CFAs is that mean scores of different samples can only be compared in a meaningful way when the requirements of measurement invariance across groups are satisfied. Additionally, multigroup CFAs allow to test if participants in different training groups interpret and respond to the items in the same way. The procedure to establish measurement invariance involves several steps [51,52], which can be described as follows. Configural invariance means that the same common factor structure is shared across groups. Weak invariance indicates that all participants, regardless of their group membership (ie, the received training), respond to the scale items in the same way. Thus, to achieve weak invariance in addition to configural invariance, equivalent factor loadings across the groups are required. Next, we tested for strong measurement invariance by imposing additional constraints on the intercepts of the items (ie, the intercepts of the items were set to be equal across the groups). Strong invariance implies that individuals who have the same score on the latent variable (true score) will obtain the same score on the observed variable regardless of their training group membership.

To assess the fit of the models to the data, we used the following measures: the chi-square statistic, the relative chi-square ($\chi^2/df$), the comparative fit index (CFI), the root-mean-square error of approximation (RMSEA), and the standardized root-mean-square residual (SRMR). In general, a $\chi^2/df$ value of ≤3.00, a CFI value ≥.95, and RMSEA and SRMR values ≤.08 indicate an acceptable fit to the data. Because the chi-square difference test commonly used to compare nested models is sensitive to sample size, we used additional criteria for model comparisons. For the Akaike information criterion (AIC), models with lower AIC fit the data better than those with higher AIC values. In addition, we used $\Delta$CFI, $\Delta$RMSEA, and $\Delta$SRMR to evaluate test invariance. Considering the number of items and the size of our samples, the following criteria proposed by Chen [53] were applied: $\Delta$CFI<-.005, $\Delta$RMSEA<.010, and $\Delta$SRMR<.005 for testing strong measurement invariance.

To test the convergent validity of the scale, we correlated the CSQ-I scores with the primary clinical outcomes in terms of symptom status at T2 and change of symptoms between T1 and T2. In addition, we compared participants with and without reliable symptom reductions. To assess symptom reductions on an individual level, we examined the number of participants who were classified as having reliably changed according to the reliable change index described by Jacobson and Truax [54]. Participants were defined as having reliably changed if their symptoms declined from T1 to T2 with a reliable change index of greater than 1.96 (8.65 points on the CES-D and 5.16 points on the PSS-10). Furthermore, we conducted explorative subgroup analyses on gender, adherence, and negative side effects from the intervention.

Discriminant validity was evaluated by means of the average variance extracted (AVE). Fornell and Larcker [55] introduced the AVE as an extension of chi-square–based statistics for measuring the goodness of fit between theoretical models with unobservable variables and the empirical data. The index also provides a procedure for establishing discriminant validity. The use of the AVE for this purpose has shown to be robust in various studies, primarily in the field of marketing research. For example, McKinney and colleagues [56] used the AVE as an additional measure of the reliability for the evaluation of a Web-customer satisfaction questionnaire and compared the AVE values with other established measures, such as Cronbach alpha and the composite factor reliability. Liao and colleagues [57] used the AVE as an additional measure to estimate the validity of a planned behavior model, including consumer satisfaction, to predict the customer’s intention toward continued use of Web-based services. In this study, we compared the AVE values for the CSQ-I with the squared correlation estimate between satisfaction and clinical outcome at T2. The AVE was calculated as the total of all squared standardized factor loadings divided by the number of items [58]. Assuming discriminant validity, the AVE should be greater than the squared correlation estimate. This would indicate that user satisfaction is a separate construct, distinguishable from clinical symptoms.

All correlations and subgroup analyses were conducted using IBM SPSS version 22 (SPSS Inc, Chicago, IL, USA). All analyses were done only on complete data samples. Cases with missing values in the outcome variables were excluded from the analyses.

## Results

### Samples’ Characteristics

The depression intervention sample consisted of 201 adults from the German population with clinically relevant levels of depression (CES-D≥16). Complete data on the study outcome variables were available for 174 participants (174/201, 86.6%). The participants were on average 45 years of age (SD 11.84), and 130 were female (130/174, 74.7%; Table 2).

Satisfaction with the Web-based intervention to prevent major depression ranged from mean 3.11 (SD 0.72) on item 2 to mean 3.48 (SD 0.66) on item 1 (Table 1). Each of the items showed a ceiling effect, as at least 54 participants (54/174, 31.0%) achieved the highest possible score (4="does totally apply to me") on the items (eg, “I got the kind of training I wanted”). In terms of quality criteria for measurement properties [38], ceiling effects are considered to be present if more than 15% of respondents achieved the highest possible score. The average total CSQ-I score was 26.26 (SD 5.34), with 23 participants (23/174, 13.2%) achieving the highest possible total score and only 1 participant achieving the lowest possible total score. The sample showed a negatively skewed distribution of satisfaction scores (skewness=-1.294, SE=0.184).

The stress management intervention sample consisted of 132 employees from the German population with elevated symptoms of stress (PSS-10≥22). Complete data of primary and secondary outcome variables were available for 111 participants (111/132,
The participants were on average 42 years of age (SD 9.79). The majority of participants (94/111, 84.7%) were female (Table 2).

The satisfaction ranged from mean 3.05 (SD 0.72) on item 3 to mean 3.50 (SD 0.67) on item 4. At least 29 participants (29/111, 26.1%) achieved the highest possible score on the items (Table 1). The total CSQ-I score was mean 26.05 (SD 4.96) with 14 participants (14/111, 12.6%) achieving the highest possible total score, whereas none of the participants achieved the lowest possible score. The sample showed a distribution that skewed to the left (skewness=-0.909, SE=0.211).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Sample 1 (N=174), n (%)</th>
<th>Sample 2 (N=111), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>130 (74.7)</td>
<td>94 (84.7)</td>
</tr>
<tr>
<td>Male</td>
<td>16 (14.4)</td>
<td></td>
</tr>
<tr>
<td>Othera</td>
<td>44 (25.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>55 (31.6)</td>
<td>33 (29.7)</td>
</tr>
<tr>
<td>Married or partnership</td>
<td>87 (50.0)</td>
<td>52 (46.8)</td>
</tr>
<tr>
<td>Divorced or separated</td>
<td>32 (18.4)</td>
<td>10 (14.4)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>77 (42.0)</td>
<td>48 (43.3)</td>
</tr>
<tr>
<td>College or university</td>
<td>91 (54.6)</td>
<td>59 (53.1)</td>
</tr>
<tr>
<td>PhD</td>
<td>6 (3.4)</td>
<td>4 (3.6)</td>
</tr>
<tr>
<td><strong>Occupation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed full-time</td>
<td>92 (52.9)</td>
<td>85 (76.6)</td>
</tr>
<tr>
<td>Employed part-time</td>
<td>55 (31.6)</td>
<td>25 (22.5)</td>
</tr>
<tr>
<td>Not employed</td>
<td>21 (12.1)</td>
<td>-</td>
</tr>
<tr>
<td>Unemployed</td>
<td>3 (1.7)</td>
<td>-</td>
</tr>
<tr>
<td>Unable to work owing to illness</td>
<td>3 (1.7)</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td><strong>History of psychotherapy</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Have not been in psychotherapy</td>
<td>101 (58.0)</td>
<td>72 (64.9)</td>
</tr>
<tr>
<td>Have been in psychotherapy</td>
<td>73 (42.0)</td>
<td>39 (35.1)</td>
</tr>
</tbody>
</table>

aParticipants who wanted to specify their gender as neither female nor male.

**Test of the CSQ-I Measurement Model**

The tau congeneric model indicated that the one-factor model proposed for the original instrument [30,31] was supported in our adapted version. We found that, in both samples, the one-factor model showed an acceptable fit to the data with CFI=.96 and SRMR=.029 in sample 1 and CFI=.95 and SRMR=.035 in sample 2, but the RMSEA values were questionable. In sample 1, RMSEA was .10 (P=.002), and in sample 2, RMSEA was .10 (P=.02), indicating that the tested model did not perfectly fit the data in sample 2. In the next step, our results revealed that the essentially tau-equivalent model was rejected by the data in both samples. In sample 1, ΔCFI was −.032, ΔRMSEA=.021, and ΔSRMR=.105. In sample 2, ΔCFI was −.052, ΔRMSEA=.031, and ΔSRMR=.140. Also, in both samples, the AICs were lower for the tau congeneric model. Hence, the assumptions for the computation of Cronbach alpha indices were not met [50], and the more precise McDonald omegas were computed instead. Using this metric, the CSQ-I showed very good reliability in both samples, where sample 1 had omega=.95 (bias-corrected and accelerated, BCa CI .93-.96) and sample 2 had omega=.93 (BCa CI .91-.95).

**CSQ-I Structure Across the 2 Study Samples**

In the next step, we examined whether the test scores of the CSQ-I were comparable across the 2 study samples. To do so, we performed multigroup CFAs to test for configural, weak, and strong measurement invariance. The unconstrained model (M1) we used to test for configural invariance fit the data well across sample 1 and sample 2 (Table 3; an extended version of results of this analysis can be found in appendix 1). Furthermore, the model that was used to test for weak invariance (M2) also fit the data well, and the differences in the relevant indices (ΔCFI, ΔRMSEA, ΔSRMR) showed that the additional constraints imposed on the data (ie, equal factor loadings) did not significantly alter the fit of the model. Subsequently, we
tested for strong measurement invariance by imposing equality on the intercepts (M3). Our results indicated that our data did not support strong measurement invariance, although the corresponding cutoffs were only slightly missed (ΔCFI=−0.006, ΔRMSEA=0.001, ΔSRMR=0.005) and the AIC was almost the same: AIC=3581.5 for the model with weak invariance versus AIC=3583.1 for the model with strong invariance. Given that full strong invariance was not supported, we tested for partial strong measurement invariance. The inspection of the means residual matrix revealed a substantial standardized residuum for item 4 (“I would recommend that training to a friend, if he or she were in need of similar help.”) with a value of 4.84. This indicated a lack of invariance for this item across the 2 training samples. When the intercept of item 4 was freely estimated, partial strong invariance was supported (M4).

### Table 3. Tests of invariance for the proposed one-factor structure of the Client Satisfaction Questionnaire adapted to Internet-based interventions between sample 1 (N = 174) and sample 2 (N = 111): results of multigroup confirmatory factor analyses with MLR estimator.

<table>
<thead>
<tr>
<th>Model</th>
<th>$\chi^2$</th>
<th>df</th>
<th>$\chi^2$/df</th>
<th>CFI</th>
<th>RMSEA</th>
<th>SRMR</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1 configural invariance</td>
<td>99.2</td>
<td>40</td>
<td>2.5</td>
<td>.964</td>
<td>.102</td>
<td>.031</td>
</tr>
<tr>
<td>M2 weak invariance</td>
<td>104.5</td>
<td>47</td>
<td>2.2</td>
<td>.965</td>
<td>.093</td>
<td>.043</td>
</tr>
<tr>
<td>M3 strong invariance</td>
<td>120.2</td>
<td>54</td>
<td>2.2</td>
<td>.959</td>
<td>.093</td>
<td>.048</td>
</tr>
<tr>
<td>M4 partial strong invariance</td>
<td>111.3</td>
<td>53</td>
<td>2.1</td>
<td>.964</td>
<td>.088</td>
<td>.045</td>
</tr>
</tbody>
</table>

*a df: degrees of freedom.

* bCFI: comparative fit index.

* cRMSEA: root-mean-square error of approximation.

* dSRMR: standardized root-mean-square residual.

### Convergent Validity

In sample 1, the CSQ-I score was significantly correlated with depressive symptoms at T2 ($r=-.35, P<.001$; Table 4), indicating that higher satisfaction corresponded to a lower score of depressive symptoms after the intervention. The CSQ-I score was also significantly correlated with a change of depressive symptoms between T1 and T2 ($r=-.27, P<.001$), meaning that, on average, participants with larger reductions in depressive symptoms appeared to be more satisfied with the intervention compared with those with smaller symptom reductions. The group of participants who met the criteria for reliable reduction in depressive symptoms at T2 ($t_{109}=2.85, P=.005$) showed significantly greater satisfaction (mean 27.45, SD 4.45) than the group who did not meet the criteria for reliable reduction in depressive symptoms at T2 ($t_{109}=2.85, P=.005$). There was no meaningful difference in satisfaction between women (mean 26.17, SD 5.51) and men (mean 26.30, SD 4.87; $t_{172}=0.086, P=.93$). In this sample, 36 of 174 participants (21%) reported negative side effects due to the training. In terms of satisfaction scores, participants who reported side effects (mean 26.64, SD 6.26) did not significantly differ from participants without such negative effects (mean 26.17, SD 5.09; $t_{172}=0.472, P=.64$).

### Table 4. Means, standard deviations, and intercorrelations of relevant outcomes in sample 1.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Mean (SD)</th>
<th>Intercorrelations (P)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Satisfaction at T2</td>
<td>26.26 (5.34)</td>
<td>-</td>
</tr>
<tr>
<td>2. Depressive symptoms at T1</td>
<td>26.29 (7.66)</td>
<td>-0.04 (.59)</td>
</tr>
<tr>
<td>3. Depressive symptoms at T2</td>
<td>17.10 (8.89)</td>
<td>-0.35 (&lt;.001)</td>
</tr>
<tr>
<td>4. Depressive symptoms T1-T2</td>
<td>−9.19 (9.50)</td>
<td>.27 (&lt;.001)</td>
</tr>
</tbody>
</table>

In sample 2, the CSQ-I score significantly correlated with perceived stress at T2 ($r=-.48, P<.001$; Table 5), indicating that higher satisfaction corresponded to a lower score of stress symptoms after the intervention. The CSQ-I score was also significantly correlated with change in perceived stress between T1 and T2 ($r=-.52, P<.001$), meaning that, on average, participants with larger reductions of perceived stress appeared to be more satisfied with the intervention compared with those with smaller symptom reductions. The group of participants who met the criteria for reliable reduction in perceived stress (60/111, 54.1%) showed significantly greater satisfaction (mean 28.12, SD 3.8) than the group without significant symptom reduction (mean 23.63, SD 5.10; $t_{109}=5.302, P<.001$; $d=1.01$). Most of the participants (90/111, 81%) fully adhered to the training protocol by completing all 7 training modules. The participants who fully adhered ($n=90$, mean 26.81, SD 4.55) were more satisfied with the training compared with the participants who did not fully adhere ($n=21$, mean 22.81, SD 4.74).
5.44; \( t_{109} = 3.492, \ P < .001; \ d = 0.85 \). There was no meaningful difference in satisfaction between women (mean 26.37, SD 4.76) and men (mean 24.13, SD 5.95; \( t_{109} = 1.681, \ P = .10 \)). In this study, 12 out of 111 participants (11%) reported they experienced at least one negative side effect due to the training. In terms of satisfaction scores, participants who reported side effects (mean 27.75, SD 3.25) did not significantly differ from participants without such negative effects (mean 25.85, SD 5.11; \( t_{109} = 1.257, P = .21 \)).

### Table 5.
Means, standard deviations, and intercorrelations of relevant outcomes in sample 2.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Mean (SD)</th>
<th>Intercorrelations (( \rho ))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>1. Satisfaction at T2</td>
<td>26.05 (4.96)</td>
<td>-</td>
</tr>
<tr>
<td>2. Stress at T1</td>
<td>25.28 (4.60)</td>
<td>.08 (.42)</td>
</tr>
<tr>
<td>3. Stress at T2</td>
<td>18.68 (6.27)</td>
<td>-.48 (&lt;.001)</td>
</tr>
<tr>
<td>4. Stress T1-T2</td>
<td>-6.60 (7.00)</td>
<td>.52 (&lt;.001)</td>
</tr>
</tbody>
</table>

### Discriminant Validity

In sample 1, the AVE values for both measures (CSQ-I AVE=0.681, CES-D AVE=0.446) were greater than the squared correlation between these outcomes (\( R^2 = .123 \)), indicating that the CSQ-I construct explained more of the variance in its items than it shared with the CES-D. In sample 2, the AVE values for both measures (CSQ-I AVE=0.512, PSS-10 AVE=0.411) were also greater than the squared correlation between the CSQ-I and the PSS-10 (\( R^2 = .230 \)), indicating that the adapted CSQ-I explained more of the variance in its items than it shared with the PSS-10.

### Discussion

#### Principal Findings

In the evaluation of Web-based health interventions, the user’s perspective should be taken into account [15,24]. For this purpose, Web-based measures with proven psychometric quality are needed [25]. In this study, we investigated the factorial structure, the measurement model, and construct validity of an adapted version of the CSQ in 2 samples of adults who had participated in Web-based health interventions for either preventing major depression or improving stress management.

Multigroup factor analyses on the CSQ-I confirmed the proposed one-factorial structure [29,31] of the original scale across 2 independent samples. Our results showed that, although the assumptions needed for Cronbach alpha were not met, the scale demonstrated excellent reliability through McDonald omega [50] with omega=95 in sample 1 and omega=93 in sample 2. These findings correspond to previous studies that showed a very good reliability of the original scale, indicated by Cronbach alpha indices of alpha=.93 [30], alpha=.87 [31], and alpha=.90 [32]. The results on measurement invariance across the groups imply that the factor structure was replicated between the 2 samples; however, this should be interpreted with caution because the differences found in the latent means were due to partial rather than full strong measurement invariance. Although some researchers argue that in order to test for latent means between two samples at least two items must have invariant loadings and intercepts [59], Thompson and Green [60] reason that “in models with equivalent factor loadings but differing intercepts, differences in the means on that measure are a function of both the latent factors and the varying intercepts which can be interpreted in terms of a biased measure” (p149). However, we stress that the differences in the indices comparing weak and strong invariance were very small, indicating that the lack of invariance was marginal.

In line with previous findings [30-32,61], the satisfaction scores were on average very high, indicating that the participants tended to be very satisfied with the delivered intervention. This result may be restricted owing to a ceiling effect [38] because many participants achieved the highest possible satisfaction score in both samples. However, the results showed that participants with reliable symptom reductions due to the received intervention were more satisfied than those without reliable reductions. Thus, these findings indicate the ability of the scale to discriminate between more and less satisfied intervention users, despite potential ceiling effects. Nevertheless, some studies suggest that modifying the response choice pattern from a 4-point format to a 5-point format with three positive choices and two negative choices can increase the variability of satisfaction scores [62-64]. Thus, testing a further adaptation of the CSQ-I response format may be useful in the future. The content validity of the scale was primarily investigated in relation to clinical outcomes in terms of psychopathological symptoms after the intervention and change of symptoms between baseline and postintervention assessment. The correlations between satisfaction and symptoms at the postintervention assessment were \( r = -.35 \) in sample 1 and \( r = -.48 \) in sample 2. These results are in line with findings from the original CSQ version with correlation coefficients of \( r = -.34 \) for satisfaction × psychosomatic symptoms at postintervention assessment [30], \( r = -.40 \) for satisfaction × health condition at discharge [31], and \( r = -.40 \) for satisfaction × health condition at discharge [32]. The correlation between satisfaction and change of symptom severity from baseline to postintervention assessment was \( r = .27 \) in sample 1 and \( r = .52 \) in sample 2 in our study. These results also correspond to findings from the original CSQ regarding correlations between satisfaction and psychosomatic symptom reduction of \( r = -.40 \) [30] and health condition improvement of \( r = .52 \) [31] and \( r = .60 \) [32]. In summary, the results of the content validity analysis can lead to the assumption that participants might have rated their satisfaction to be high merely because they felt better after the
training. In this case, the satisfaction score would display a proxy measure for the clinical outcome. However, the discriminant validity analyzed in terms of the AVE values of the CSQ-I indicates that the satisfaction measure and the clinical outcome measure assessed different constructs. The relation between satisfaction and adherence remains unclear. In the second sample only, we found a marginal but statistically significant difference between the satisfaction scores of participants who did and did not fully adhere to the intervention. In general, low satisfaction with the intervention is assumed to be associated with low adherence [25]; notwithstanding that individuals experiencing a high burden (eg, due to depressive symptoms) may be under considerable pressure to find relief. Those individuals may also adhere to an existing intervention, although they do not evaluate all aspects of the intervention as favorable. This might rather apply to the participants in the depressive intervention sample than to those in the stress intervention sample.

Nevertheless, some limitations of this study should be taken into account. First, the study dropout rates were very low in both samples (27/201, 13.4% in sample 1, 22/132, 16.0% in sample 2), corresponding to dropout rates in other validation studies [31,61,65]. However, it is possible that participants who did not complete posttreatment assessments may have rated their satisfaction lower than participants who attended the posttreatment assessment [65]. Second, we were not able to control for the interference between satisfaction and postintervention health state in terms of psychopathological symptoms because both variables were assessed at the same time point. Thus, we could not exclude the possibility that the participants’ health state, after participating in the training modules, biased their satisfaction rating. Further experimental studies are needed to investigate the clinical effects of Web-based interventions on satisfaction, using different time points for the assessment of user satisfaction and health outcomes, and also consider follow-up assessments. Third, because we used the same clinical outcome measure for state and for change of psychological health, it was not possible to estimate the predictive impact of both health outcomes on satisfaction independently. Thus, it may be beneficial to use different measures for (1) health condition at the postintervention assessment and (2) change of health over time. Fourth, it was not possible to analyze the impact of adherence on satisfaction. Adherence was operationalized by the number of completed training modules. In both samples most of the participants completed all modules (134/174, 77.0% in sample 1 and 90/111, 81% in sample 2), so that it would not have been of value to determine the correlation between adherence and satisfaction. Future research should use additional measures of adherence (eg, login counts or time spent on the training website) to investigate the construct validity of the scale. Unfortunately, such data were not available for our study. Fifth, the subgroup analyses of gender and negative side effects from the intervention were underpowered. Hence, future studies are needed to explore potential relevant subgroup effects such as gender and negative intervention effects that may influence satisfaction ratings. Finally, one theoretical limitation must be taken into account when using the CSQ-I for the evaluation of Web-based health interventions. There have been previous discussions regarding the usefulness of user satisfaction in assessing quality of health care interventions, mainly because of its construct validity and unclear evidence for its association with other health outcomes [14]. It is important to note that the CSQ-I covers the user’s satisfaction with Web-based health interventions in a broader sense rather than focusing on specific intervention aspects. Thus, it is not clear on which aspects of the intervention the participants actually based their satisfaction rating. Most of the CSQ-I items cover the fulfilled expectancy in terms of the general quality of the intervention, their intention to use it again, or their likeliness of recommending it to other affected people. The items do not cover specific aspects and surrounding conditions of the intervention (eg, usability of the Web-based program, registration and login procedures, psychological and technical guidance) that may also be relevant for clinical success [1] and adherence [16] in Web-based health interventions. Thus, it may be valuable to evaluate additional, more specific quality dimensions of Web-based interventions (eg, technical support, usability, simplicity of the intervention content).

**Conclusions**

In this study the CSQ-I has shown to be a robust measure with a clear factorial structure across different samples. Thus, the CSQ-I seems to be a suitable measure to consider the user’s satisfaction in the overall evaluation of Web-based health interventions. It can provide an important source of information for service providers who wish to improve or implement their interventions into routine health care. Furthermore, satisfaction scores derived from the CSQ-I may serve as a useful reference for other people who are seeking help via the Web.
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Abstract

Background: Online health communities (OHCs) provide a convenient and commonly used way for people to connect around shared health experiences, exchange information, and receive social support. Users often interact with peers via multiple communication methods, forming a multirelational social network. Use of OHCs is common among smokers, but to date, there have been no studies on users’ online interactions via different means of online communications and how such interactions are related to smoking cessation. Such information can be retrieved in multirelational social networks and could be useful in the design and management of OHCs.

Objective: To examine the social network structure of an OHC for smoking cessation using a multirelational approach, and to explore links between subnetwork position (ie, centrality) and smoking abstinence.

Methods: We used NetworkX to construct 4 subnetworks based on users’ interactions via blogs, group discussions, message boards, and private messages. We illustrated topological properties of each subnetwork, including its degree distribution, density, and connectedness, and compared similarities among these subnetworks by correlating node centrality and measuring edge overlap. We also investigated coevolution dynamics of this multirelational network by analyzing tie formation sequences across subnetworks. In a subset of users who participated in a randomized, smoking cessation treatment trial, we conducted user profiling based on users’ centralities in the 4 subnetworks and identified user groups using clustering techniques. We further examined 30-day smoking abstinence at 3 months postenrollment in relation to users’ centralities in the 4 subnetworks.

Results: The 4 subnetworks have different topological characteristics, with message board having the most nodes (36,536) and group discussion having the highest network density \(4.35 \times 10^{-3}\). Blog and message board subnetworks had the most similar structures with an in-degree correlation of .45, out-degree correlation of .55, and Jaccard coefficient of .23 for edge overlap. A new tie in the group discussion subnetwork had the lowest probability of triggering subsequent ties among the same two users in other subnetworks: 6.33% (54,142/855,893) for 2-tie sequences and 2.13% (18,207/855,893) for 3-tie sequences. Users’ centralities varied across the 4 subnetworks. Among a subset of users enrolled in a randomized trial, those with higher centralities across subnetworks generally had higher abstinence rates, although high centrality in the group discussion subnetwork was not associated with higher abstinence rates.
Conclusions: A multirelational approach revealed insights that could not be obtained by analyzing the aggregated network alone, such as the ineffectiveness of group discussions in triggering social ties of other types, the advantage of blogs, message boards, and private messages in leading to subsequent social ties of other types, and the weak connection between one’s centrality in the group discussion subnetwork and smoking abstinence. These insights have implications for the design and management of online social networks for smoking cessation.

(J Med Internet Res 2016;18(8):e233) doi:10.2196/jmir.5985
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Introduction

Over the past decade, many people have turned to the Internet to find health-related information and support. According to the Pew Research Center, 72% of adult Internet users in the United States use the Internet for health-related purposes. Of those, 26% have read or watched someone else’s experience about health or medical issues in the last 12 months and 16% have used the Internet to find others who might share the same health concerns in the last year [1]. Interactions with peers who share similar health problems are facilitated by online health communities (OHCs), which are Internet-based online groups or websites specifically designed for both patients and caregivers to learn about an illness, seek and offer support, and connect with others in similar circumstances [2]. Online health communities enable individuals to connect via forums, discussion boards, private messages, and other forms of synchronous and asynchronous social interaction. In addition to their popularity, the physical and psychological benefits of participation in OHCs have been well documented in numerous studies (eg, [3-6]). Given the proliferation and popularity of OHCs, it is important to understand the experiences and behaviors of users in these network contexts so that the design and management of OHCs can be improved or optimized.

Various aspects of OHCs have been studied, such as topics of online discussions [7-11], the nature and exchange of various types of social support [12-15], users’ participation patterns [16-19], and the psychological mechanisms through which participation affects health outcomes [20-22]. Less studied have been the social network structures of OHCs and the role of network characteristics in understanding individuals and user patterns and outcomes. Social network analyses can help identify community structures at the network level (ie, considering the entire network), as well as individual behaviors and positions at the individual level (ie, considering individuals and their ties with peers). To date, social network analyses of OHCs have largely focused on social networks based on a single type of communication (eg, posting comments to threaded discussions [23,24]) or have aggregated different types of communications into one network [25]. However, most social networks—both online and offline—are multirelational (also called multiplex or multidimensional networks), composed of myriad social relationships with family members, neighbors, classmates, colleagues, etc [26]. In OHCs, users’ communications via different channels foster different types of social relations or ties. For example, private message ties may be more intimate and influential than ties formed based on the exchange of messages in a group discussion. Multirelational analyses of social networks have provided important new insights into information flows, individual centralities, growth models, link prediction, and community discoveries. For example, social ties based on one type of relationship can predict the formation of ties based on another type of relationship [26]. Differentiating social ties based on different relationships can also contribute to the prediction of individuals’ preferences [27,28].

This study adopted a multirelational perspective in examining the network structure and dynamics of a popular OHC for smoking cessation. We examined the structure of the social network, as well as the coevolution of different types of subnetworks. Numerous publications highlight the importance of social influences on a range of smoking behaviors, including initiation, cessation, and relapse, in offline settings. Thus, we also illustrated how users’ behavior patterns in different subnetworks were related to their smoking status, using outcome data available for a subset of OHC members enrolled in a randomized trial. Our primary goals were to characterize multirelational social networks in an OHC for smoking cessation, identify dynamic coevolution of multirelational networks, and explore potential links between users’ online social network engagement and health behavior using a multirelational approach. To our knowledge, this study is the first to analyze large-scale multirelational social networks among OHC users of a Web-based, smoking cessation program. Furthermore, while previous studies have enumerated social networks based only on users’ posting behaviors, our multirelational social network incorporated private behaviors as well by considering both posting and reading behaviors of users. This study lays the foundation for an ongoing series of analyses aimed at understanding and optimizing the multirelational behaviors of a large OHC for smoking cessation.

Methods

Intervention

We conducted these analyses using longitudinal data from BecomeAnEX, a Web-based smoking cessation program developed and managed by Truth Initiative (formerly American Legacy Foundation). Launched in 2008, BecomeAnEX was developed in accordance with the Clinical Practice Guidelines for Treating Tobacco Use and Dependence [29]. Through an interactive, multimedia experience, BecomeAnEX assists users in setting a quit date, understanding their smoking habits and preparing to quit, selecting and using Food and Drug Administration-approved medications, and connecting with others for social support in the BecomeAnEX community. A
national mass media campaign [30] and ongoing Web-based advertising have resulted in more than 700,000 registered users since its inception.

The BecomeAnEX community is composed of thousands of current and former smokers who interact via 4 primary communication channels. Users can exchange private messages via the site; users who have opted-in to receive email notifications are informed when they have received a new message. Message board posts are public communications made on a member’s profile page. All users have a community profile that can be customized with photos and personal information. Group discussions are threaded discussions among users with similar experiences or interests (eg, “March Quit Dates,” “Over 50 BecomeAnEXs”). Blogs are single entries made by users about their experiences, which appear in reverse chronological order on the site. Users can comment on others’ blog posts, creating threaded discussions similar to group discussions. Communication between and communication among members via blogs (and comments), message boards, and group discussions are all public communications that can be accessed by all BecomeAnEX users. Private messages occur only between two users. Blogs and group discussions elicit many-to-many communications, whereas posts on message boards and private messages are one-to-one communications. A community administrator addresses technical issues and spammers, but otherwise the community is largely unmoderated.

All user actions are date and time stamped and stored in a relational database. Before analysis, users’ identifiers were converted into alphanumeric strings using cryptographic hash functions, which makes this conversion infeasible to invert. The content of private messages was not included in the dataset to protect privacy.

Multirelational Social Network Analyses

The Python programming package NetworkX (v1.11) was used to construct and analyze social networks. The multirelational network consists of 4 subnetworks: private messages (PM), message boards (MB), group discussions (GD), and blogs (BL). In each subnetwork, a node represents an individual user, while a directed tie pointing from user A to user B means that B accessed information contributed by A or, in other words, information from A reached B. Taking the blog subnetwork as an example, if B posted a comment to one of A’s blogs then we assume B read (or at least skimmed) the original blog post, and so there is a tie pointing from A to B (A→B) indicating that A’s contribution has reached B. Similarly, if A’s clickstream (ie, the logs of clicking URLs) suggests that he or she has read that comment from B, then we add a B→A tie to reciprocate the earlier A→B tie. In such a directed network, a node’s in-degree refers to the number of other nodes that have ties pointing to it (ie, the number of people who may have influenced that user). Conversely, a node’s out-degree is the number of its outgoing ties (ie, the number of people that user has potentially influenced). A node’s total degree is the total number of its network neighbors irrespective of tie direction. By incorporating both posting (outgoing ties if a post was read by others) and reading (incoming ties) behaviors, our subnetworks can better capture how information flows among OHC users via each means of communication. When combining all nodes and ties in the 4 subnetworks, an aggregated network emerges, where a tie means two users have had some type of interaction in the community.

Our analysis proceeded in 4 steps. First, we conducted topological analysis to illustrate the characteristics of the 4 subnetworks. We examined the number of nodes with total degree greater than zero, the number of edges, density (defined as the number of actual ties divided by the number of possible ties), and the proportion of ties that were reciprocated. To compare the connectedness of the subnetworks, we identified the largest strongly connected component (LSCC). A strongly connected component is a subset of a network, in which there is a directed path between every pair of nodes. The LSCC is the one with the most nodes among all strongly connected components of a network. For each subnetwork, we also calculated the average shortest path among nodes in its LSCC. In general, the larger the LSCC and the shorter the average path length within the LSCC, the more connected the network.

Second, we measured structural similarities among the subnetworks using 2 metrics: centrality correlations at the individual level and tie overlap at the network level. At the individual level, one’s centrality can be captured by in- and out-degrees. Higher degrees usually mean higher centralities. We correlated each node’s rank by in- and out-degrees in one subnetwork with the same node’s rank by in- and out-degrees in the other 3 subnetworks. A high correlation coefficient between two subnetworks suggests that individuals with high centrality in one subnetwork tend to have high centrality in another. At the network level, the tie overlap between two subnetworks was calculated with Jaccard coefficients [31]. A high Jaccard coefficient between two subnetworks signals that if there is a tie from node i to node j in one subnetwork, there is a high probability that a tie also exists from i to j in another subnetwork.

Third, coevolution analysis was used to demonstrate tie formation dynamics across subnetworks. Building on analyses of the static characteristics (ie, topology) and structural similarities of the subnetworks, we also investigated coevolution dynamics between the 4 subnetworks. We were specifically interested in how the formation of a tie between two users in one subnetwork triggered the formation of ties between the same two users in other subnetworks. For each subnetwork, we calculated the probability that this subnetwork hosts the first tie among all pairs of nodes that were connected in any of the 4 subnetworks. We also investigated whether the same pair of nodes that formed their first tie in one of the subnetworks would form new ties in other subnetworks. To answer this question, we analyzed the temporal sequence of tie formations, and calculated the probabilities to form subsequent ties in the second and third subnetworks given the subnetwork in which the first tie was formed, along with the most common tie sequences.

Finally, user profiling was used to identify whether centralities in different subnetworks had different implications for abstinence rates. We used Gaussian mixture models (GMMs), an unsupervised clustering technique, to divide users into groups based on their centralities in the 4 subnetworks so that those
with similar centralities across subnetworks were placed in the same group. As the input for the profiling process, each user is represented by a vector with 8 elements, each one being the user’s in- and out-degree in the 4 subnetworks. To determine the number of user groups (K), we tried different K values (from 2 to 10) for GMM and selected the value that represented the best fit with our data as determined by log-likelihood.

The user profiling analysis was based on a subsample of N=1337 BecomeAnEX users who participated in a randomized smoking cessation trial (NCT01544153) and were assigned to the control arm (BecomeAnEX alone). The trial has been described in detail elsewhere [32]. All participants were current smokers at baseline; 30-day point prevalence abstinence was assessed at 3 months after enrollment (“In the past 30 days, have you smoked any cigarettes at all, even a puff?”). The overall response rate for the trial at 3 months was 58.41% (781/1337). Users who did not complete the follow-up survey were conservatively counted as smoking under the intent-to-treat principle. Of the 1337 BecomeAnEX users in this sample, 12.27% (164/1337) reported 30-day point prevalence abstinence at 3 months. Differences in abstinence rates between the user groups identified in the GMMs described above were examined using analysis of variance.

The study protocol was approved by Chesapeake Institutional Review Board (protocol #CR00040526).

Results

Description of Dataset

The dataset used in this study spanned the period from January 1, 2010, to May 31, 2015, and included records of both posting and reading behaviors of N=71,251 users who accessed content of the community on BecomeAnEX by clicking and reading a post (e.g., a blog, a message board post, or a group discussion thread) or a private message. The community was migrated from a different platform before this period, which resulted in a slightly different user experience. Our analyses focus on this time frame given the stability of the social network feature set.

Topological Analysis

Figure 1 shows distributions of total degrees in the aggregated network (part A), in-degrees (part B), and out-degrees (part C) for the 4 subnetworks. The distribution of total degrees in the aggregated network was similar to the power-law degree distribution that is typical for a scale-free network. In a power-law degree distribution, the probability that a node has degree \( k \) follows \( P(k) = c \times k^{-r} \), where \( c \) and \( r \) are network-specific constants. In a log-log plot, a power-law degree distribution features a downward-sloping straight line that is similar to Figure 1, part A. However, the in- and out-degree distributions of the 4 subnetworks suggested that each subnetwork, in fact, had different topological characteristics. The private message subnetwork featured power-law distributions for both in- and out-degrees, but the other 3 were hardly scale-free networks as their curves in log-log plots were nonlinear. For example, the blog and group discussion subnetworks had relatively flat distributions for low in- and out-degrees. On the one hand, blog and group discussion distributions conformed to the generally observed pattern among scale-free networks that nodes with higher degrees appear less frequently. On the other hand, the message board and the group discussion subnetworks featured sudden increases in the number of nodes with in-degree around 10 and 18, respectively. Additionally, there were more users with zero out-degrees than those with zero in-degrees, because many users only read community content without contributing and thus had no outgoing ties.

Descriptive statistics of the aggregated network and each of the 4 subnetworks are presented in Table 1. Among the 4 subnetworks, the message board subnetwork had the most nodes, followed by the private message subnetwork. However, the private message subnetwork also had the lowest density. The high number of nodes with nonzero degree in the private message subnetwork was attributable to many nodes with in-degree of 1. The presence of welcome messages was also reflected by the low reciprocity of the private message subnetwork: only 8.94% (4970/55,585) of the ties were reciprocated. By contrast, even though its number of nodes ranked only third among the 4, the blog subnetwork had the shortest average path length in the LSCC, the second highest density, and the second highest reciprocity rate, indicating a well-connected network in which people actively interacted with each other. Among the 4 subnetworks, the private message subnetwork was the least connected with the smallest LSCC (6.87% (2404/34,996) of nodes in the LSCC) and the longest average shortest path in the LSCC (3.74).

Structural Similarity

The topological analysis described in the previous section treated each subnetwork as independent. However, two individuals may be connected in more than one subnetwork in the online community. We computed how many pairs of nodes were connected in different subnetworks. As shown in Table 2, although many pairs of nodes were connected in only 1 subnetwork, there were still more than 370,000 pairs of nodes that were connected in 2 or more subnetworks.

As shown in Tables 3 and 4, the blog and message board subnetworks had the most similar topologies. They had the highest correlation in node centralities (\( \rho = .45 \)), as well as the top Jaccard coefficient (.23) that was at least 4 times higher than the others. Meanwhile, the private message subnetwork was quite different from the other 3 subnetworks. Although those with high out-degree in the private message subnetwork also tended to have high out-degree in other subnetworks (with moderate correlations), in-degree in the private message subnetwork was negatively correlated with in-degrees in other subnetworks. Active contributors in the other 3 subnetworks tended to send messages to more people, but those who received messages from more people did not necessarily read more posts from others.
Table 1. Descriptive statistics of the aggregated network and the 4 subnetworks.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Aggregated</th>
<th>Blog</th>
<th>Message board</th>
<th>Group discussion</th>
<th>Private message</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of nodes with degree &gt; 0</td>
<td>71,251</td>
<td>27,461</td>
<td>36,536</td>
<td>14,827</td>
<td>34,996</td>
</tr>
<tr>
<td>Number of edges</td>
<td>2,578,659</td>
<td>1,065,514</td>
<td>1,027,694</td>
<td>956,506</td>
<td>60,555</td>
</tr>
<tr>
<td>Density</td>
<td>5.08×10⁻⁴</td>
<td>1.41×10⁻³</td>
<td>7.70×10⁻⁴</td>
<td>4.35×10⁻³</td>
<td>4.94×10⁻⁵</td>
</tr>
<tr>
<td>% Of reciprocated ties</td>
<td>18.22</td>
<td>23.61</td>
<td>29.62</td>
<td>3.57</td>
<td>8.94</td>
</tr>
<tr>
<td></td>
<td>(397,339/2,181,320)</td>
<td>(203,485/862,029)</td>
<td>(234,873/792,821)</td>
<td>(32,928/923,578)</td>
<td>(4970/55,585)</td>
</tr>
<tr>
<td>% Of nodes in the LSCC</td>
<td>35.64</td>
<td>35.00</td>
<td>41.61</td>
<td>26.48</td>
<td>6.87</td>
</tr>
<tr>
<td></td>
<td>(25,395/71,251)</td>
<td>(9611/27,461)</td>
<td>(15,203/36,536)</td>
<td>(3926/14,827)</td>
<td>(2404/34,996)</td>
</tr>
<tr>
<td>Average shortest path length in LSCC</td>
<td>2.86</td>
<td>2.29</td>
<td>2.68</td>
<td>2.40</td>
<td>3.74</td>
</tr>
</tbody>
</table>

LSCC: largest strongly connected component.

Figure 1. Network degree distributions for the aggregated network and 4 subnetworks.

(a) Distribution of total degrees in the aggregated network.

(b) Distribution of in-degrees for the four sub-networks.

(c) Distributions of out-degrees for the four sub-networks.
Table 2. The number of node pairs with ties in different networks.

<table>
<thead>
<tr>
<th>Node pairs</th>
<th>Number of node pairs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pairs connected in 1 subnetwork only</td>
<td>1,807,720</td>
</tr>
<tr>
<td>Pairs connected in 2 subnetworks</td>
<td>300,758</td>
</tr>
<tr>
<td>Pairs connected in 3 subnetworks</td>
<td>66,591</td>
</tr>
<tr>
<td>Pairs connected in 4 subnetworks</td>
<td>6251</td>
</tr>
</tbody>
</table>

Table 3. Spearman rank correlation coefficients between individual nodes’ in-degree (above the diagonal) and out-degree (below the diagonal) across the 4 subnetworks.

<table>
<thead>
<tr>
<th>Network</th>
<th>Blog</th>
<th>Message board</th>
<th>Group discussion</th>
<th>Private message</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blog</td>
<td>—</td>
<td>.45a</td>
<td>.35a</td>
<td>−.23a</td>
</tr>
<tr>
<td>Message board</td>
<td>.55a</td>
<td>—</td>
<td>.40a</td>
<td>−.10a</td>
</tr>
<tr>
<td>Group discussion</td>
<td>.33a</td>
<td>.32a</td>
<td>—</td>
<td>−.10a</td>
</tr>
<tr>
<td>Private message</td>
<td>.43a</td>
<td>.35a</td>
<td>.35a</td>
<td>—</td>
</tr>
</tbody>
</table>

\(^{a}P<.001.\)

Table 4. Tie overlap measured by Jaccard coefficients between the 4 subnetworks.

<table>
<thead>
<tr>
<th>Subnetwork</th>
<th>Blog</th>
<th>Message board</th>
<th>Group discussion</th>
<th>Private message</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blog</td>
<td>—</td>
<td>0.23</td>
<td>0.05</td>
<td>0.02</td>
</tr>
<tr>
<td>Message board</td>
<td>—</td>
<td>—</td>
<td>0.05</td>
<td>0.02</td>
</tr>
<tr>
<td>Group discussion</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.01</td>
</tr>
</tbody>
</table>

The Coevolution of Multirelational Networks

As shown in Table 5, the largest proportion of first ties (39.24% \((855,893/2,181,320)\)) occurred in the group discussion subnetwork, 33.67% \((734,559/2,181,320)\) occurred in the blog subnetwork, 28.30% \((617,287/2,181,320)\) occurred in the message board subnetwork, and only 1.87% \((40,728/2,181,320)\) occurred in the private message subnetwork, which had the fewest edges. Among those who formed their first ties in the blog subnetwork, 27.22% \((199,913/734,559)\) formed their second ties in another subnetwork, most commonly the message board subnetwork as BL→MB is the most frequent 2-tie sequence. Also, for pairs that were first connected in the blog subnetwork, only 4.37% \((32,126/734,559)\) were eventually connected via a third tie, with BL→MB→GD being the most frequent 3-tie sequence. Comparing the conditional probabilities of forming the second tie given the first tie in each subnetwork, we found that a first tie in the blog and message board subnetworks had similar probabilities of leading to a second and third tie in other subnetworks. By contrast, first ties in the group discussion subnetwork had the lowest probability of developing into subsequent ties.
Table 5. Probabilities (P) of subnetworks to host the first tie between two nodes, conditional probabilities of subsequent ties in other subnetworks, and top tie sequences.

| Subnetwork hosting the 1st tie | P(hosting the 1st tie), % | P(forming 2nd ties in other subnetwork | Top 2-tie sequence by P(sequence | 1st tie), % | P(forming 3rd ties in other subnetwork | Top 3-tie sequence by P(sequence | 1st tie), % |
|-------------------------------|--------------------------|----------------------------------------|--------------------------|-------------------------------|----------------------------------------|--------------------------|
| Blog                          | 33.67 (734,559/2,181,320) | 27.22 (199,913/734,559)                  | BL→MB                    | 86.03 (135,245/157,212)      | 4.37 (32,126/734,559)               | BL→MB→GD                 |
| Message board                 | 28.30 (617,287/2,181,320) | 28.52 (176,031/617,287)                  | MB→BL                     | 79.52 (96,418/121,244)      | 5.10 (31,492/617,287)               | MB→BL→GD                 |
| Group discussion              | 39.24 (855,893/2,181,320) | 6.33 (54,142/855,893)                   | GD→MB                     | 58.43 (27,795/45,573)       | 2.13 (18,207/855,893)              | GD→BL→MB                 |
| Private message               | 1.87 (40,728/2,181,320)  | 26.05 (10,611/40,728)                   | PXd→BL                    | 44.2 (378/855)              | 3.65 (1487/40,728)                | PM→MB→BL                 |

aBL: blog.  
bMB: message board.  
cGD: group discussion.  
dPM: private message.

User Profiling and Abstinence

Gaussian mixture model with K=7 generated user groups that fit our data the best—the log-likelihood reached a plateau when K=7. Adding more clusters only increased the likelihood by 0.4%-4% (K=8, 9, and 10), but lower K values (K=2 to 6) reduced the likelihood by 16%-61%. Table 6 lists the average centrality (in- and out-degrees in the 4 subnetworks) of each of the 7 groups, along with the number of users and 30-day point prevalence abstinence (ppa) rates at 3 months for each user group. Groups are sorted from the highest to the lowest abstinence rates.

Table 6. User groups and their average in- and out-degrees in 4 subnetworks.

<table>
<thead>
<tr>
<th>User group</th>
<th>MBa In</th>
<th>MB Out</th>
<th>Blb In</th>
<th>Bl Out</th>
<th>GDc In</th>
<th>GD Out</th>
<th>PMd In</th>
<th>PM Out</th>
<th>No. of users</th>
<th>30-Day ppa at 3 months e, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Super users</td>
<td>118.8</td>
<td>150.1</td>
<td>176.9</td>
<td>183.7</td>
<td>118.9</td>
<td>30.2</td>
<td>6.3</td>
<td>6.3</td>
<td>18</td>
<td>55.6 (10/18)</td>
</tr>
<tr>
<td>2. Regular contributors</td>
<td>8.8</td>
<td>4.5</td>
<td>17.8</td>
<td>9.4</td>
<td>51.5</td>
<td>95.0</td>
<td>0.5</td>
<td>0.0</td>
<td>13</td>
<td>38.5 (5/13)</td>
</tr>
<tr>
<td>3. Regular contributors</td>
<td>11.1</td>
<td>19.1</td>
<td>24.8</td>
<td>25.8</td>
<td>17.8</td>
<td>0.0</td>
<td>0.7</td>
<td>0.3</td>
<td>88</td>
<td>30.7 (27/88)</td>
</tr>
<tr>
<td>4. Lurkers</td>
<td>3.9</td>
<td>1.0</td>
<td>12.6</td>
<td>0.0</td>
<td>56.4</td>
<td>0.0</td>
<td>0.4</td>
<td>0.0</td>
<td>68</td>
<td>14.7 (10/68)</td>
</tr>
<tr>
<td>5. Lurkers</td>
<td>3.0</td>
<td>0.7</td>
<td>14.4</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.4</td>
<td>0.0</td>
<td>118</td>
<td>14.4 (17/118)</td>
</tr>
<tr>
<td>6. Inactive users</td>
<td>0.0</td>
<td>0.9</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1.2</td>
<td>0.0</td>
<td>210</td>
<td>9.5 (20/210)</td>
</tr>
<tr>
<td>7. Inactive users</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>822</td>
<td>9.1 (75/822)</td>
</tr>
</tbody>
</table>

aMB: message board.  
bBL: blog.  
cGD: group discussion.  
dPM: private message.  
eThe 30-day point prevalence abstinence (ppa) at 3 months calculated under intent-to-treat principle with nonresponders counted as smokers.

Users in group 1 were highly connected users with many incoming and outgoing ties across the 4 subnetworks. Groups 2 and 3 represented regular contributors who not only read what others posted, but also contributed content that was read by others, although they were less connected than those in group 1. Groups 4 and 5 were “lurkers” who mainly read posts from others but contributed little or no content of their own. The largest 2 groups (groups 6 and 7) consisted of trial participants who never visited the BecomeAnEX community (but may have used other smoking cessation features or content on the website), although those in group 6 received private messages and visits to their message boards from an average of about 1 other user. Figure 2 shows the differences among the 7 groups of users after using multidimensional scaling to map the 8-dimensional data into 2-dimensional space.
The overall comparison between user groups found that high degree centralities were associated with high abstinence rates. For example, well-connected users in group 1 had significantly higher abstinence rates than regular contributors in group 3 ($F_{1,104}=4.15, P=.04$), lurkers in group 4 ($F_{1,84}=15.38, P<.001$) and group 5 ($F_{1,134}=18.66, P<.001$), and isolated users in group 6 ($F_{1,126}=35.22, P<.001$) and group 7 ($F_{1,838}=43.83, P<.001$). Regular contributors in groups 2 and 3 also had significantly higher abstinence rates than lurkers (group 2 vs group 4: $F_{1,79}=4.19, P=.04$; group 2 vs group 5: $F_{1,129}=4.96, P=.03$; group 3 vs group 4: $F_{1,154}=5.53, P=.02$; group 3 vs group 5: $F_{1,204}=8.19, P<.005$) and inactive users (group 2 vs group 6: $F_{1,221}=10.70, P<.001$; group 2 vs group 7: $F_{1,833}=12.88, P<.001$; group 3 vs group 6: $F_{1,296}=22.32, P<.001$; group 3 vs group 7: $F_{1,908}=38.61, P<.001$). The robustness of these findings is supported by additional analyses that examined abstinence rates under a less-conservative, responder-only approach. Abstinence rates for groups 1 to 7 were 71.4% (10/14), 55.6% (5/9), 39.1% (27/69), 24.4% (10/41), 21.5% (17/79), 16.4% (20/122), and 16.8% (75/447), respectively. The rank order of the 7 groups is largely consistent, with the exception of group 7, which has a slightly high abstinence rate than group 6 under this analytic approach.

The multirelational network approach enabled the discovery of meaningful subgroups of participants, using information that would have been lost in an aggregated network analysis. For example, users in group 3 and group 4 had similar total degrees in the aggregated network (73.8 and 71.7, respectively). However, Table 6 reveals that members of group 3 were active across all subnetworks, whereas members of group 4 were active almost exclusively in the group discussion subnetwork. These patterns were significantly associated with abstinence as we showed in the previous paragraph ($F_{1,154}=5.53, P=.02$), suggesting a weak relationship of centrality in the group discussion subnetwork with abstinence.

In addition, the specific subnetwork in which users gained their centralities resulted in varying abstinence rates. For instance, having high in- and out-degrees in the group discussion subnetwork alone did not necessarily suggest high abstinence rates. Lurkers in group 4 had the second highest average in-degree in the group discussion subnetwork, but the abstinence rate in group 4 was not significantly different from that of otherwise similarly connected lurkers in group 5 ($F_{1,184}=0.003, P=.96$), or of isolated users in group 6 ($F_{1,276}=1.43, P=.23$) or group 7 ($F_{1,888}=2.27, P=.13$). Similarly, group 2 had the highest average out-degree in the group discussion subnetwork, yet its abstinence rate was not significantly different from users in group 3 ($F_{1,905}=0.31, P=.58$), who had much lower centralities in the group discussion subnetwork but higher centralities in the blog and message board subnetworks.

Figure 2. Multidimensional scaling of the 7 user groups.
Discussion

Principal Findings

To our knowledge, this study is the first to analyze a smoking cessation OHC from the perspective of a multirelational social network. We constructed 4 subnetworks based on users’ interactions via 4 communication channels and illustrated the value of a multirelational approach through topological analysis, coevolution analysis, and user profiling analysis. We found that the subnetworks based on different types of relationships had different topological characteristics. Specifically, the blog subnetwork was the most connected. The blog and message board subnetworks were topologically similar, whereas the private message subnetwork was topologically distinct from others.

Coevolution analyses of subnetwork tie formation dynamics found that although the group discussion subnetwork was the most common subnetwork for the initial formation of ties between users, ties formed there also had the lowest probability of leading to additional ties in another subnetwork. This may have been because the many-to-many group-based interactions did not encourage relationship building at the dyadic (ie, one-to-one) level. By contrast, roughly a quarter of users who formed their first ties in one of the other subnetworks, including in the private message subnetwork, went on to form additional ties in a second subnetwork. When two BecomeAnEX users are first connected via private messages, it is likely to be via a welcome message from one member to another. Even though many such messages may be a mere formality, they do seem to encourage users to build more ties in other social networks, notably the blog and the message board subnetworks. However, because we did not use the content of private messages to protect users’ privacy, we cannot directly validate whether these messages were indeed welcome messages.

User profiling based on users’ centralities across the 4 subnetworks showed that users can have different centralities in different subnetworks. This further highlights the importance of examining subnetworks within OHCs. For example, although users with high centralities across all 4 subnetworks had high abstinence rates, aggregating these subnetworks into one network would have lost valuable information about users’ online and offline behaviors. In other words, having high total degrees, high in-degrees, or high out-degrees in the aggregated network was not necessarily related to abstinence. Instead, our multirelational approach revealed that the subnetwork in which a user gained his or her centralities mattered.

Analyzing centrality with a multirelational approach is likely to be particularly useful for researchers and website designers interested in improving the effectiveness of OHCs as health interventions. This approach is capable of identifying which communication channels are facilitative of desired outcomes and which channels are not. We found that high centrality in the blog and message board subnetworks was positively associated with abstinence, whereas high centrality in the group discussion subnetwork was not. Recall that the group discussion subnetwork has the lowest reciprocity rate of 3.57% (32,928/923,578). Having a high degree in this subnetwork does not necessarily mean the user interacted or bonded with more peers in the community. These findings suggest that the group discussion feature may not be contributing to the health behavior change goals of the OHC and may be a candidate for revision to serve a more useful function or removal so as to avoid distracting new users from more active and/or effective communication channels. These insights would have been obscured with an aggregated network analysis; the multirelational approach allowed the signal of blog and message board centrality to be distinguished from the noise of group discussion centrality.

Implications

These findings shed light on users’ online behaviors in a multirelational social network in an OHC for smoking cessation and inform community design or redesign, management, and interventions for smoking cessation and other health-risk behaviors using Web-based platforms for behavior change. For example, because the blog and the message board subnetworks were similar in structure and often triggered the formation of subsequent ties in each other, better integration of blogs and message boards may help users connect with each other more easily. Private messages can be a good way to welcome new users and encourage them to build more ties with peers using other means of communication, such as visiting message boards. Conversely, group discussions had the lowest probabilities of triggering subsequent ties in other subnetworks.

Comparison With Prior Work

Our observation that users with higher centralities had higher abstinence rates is consistent with previous research on the role of online social networks in smoking cessation. Two recent studies [33,34] demonstrated that smokers who participated in an online community—even just browsing or “lurking” the posts made by others—were more likely to be abstinent than those who did not participate at all in the community. These studies used statistical methods to account for the possibility of selection bias (ie, more active users of an OHC may be more motivated to make changes to their behavior), lending credence to causal links between online community engagement and smoking outcomes. Given the observational nature of the analyses in this paper, however, we cannot conclude that social network position, per se, is causally related to abstinence. Nevertheless, understanding more about behaviors within a social network highlights factors associated with positive outcomes. These factors could be harnessed in future interventions to improve longer-term cessation rates. Other studies have also identified the existence of key established members who have different roles within a smoking cessation network [19,35,36], but these studies have primarily focused on user behaviors or content of posts and have yet to link these behaviors to abstinence outcomes.

Although previous social network research has adopted the multirelational approach to study online social networks, the focus was mainly on traditional network analysis tasks, such as node ranking, link prediction, network evolution, and community discoveries [25,26,29-31,37,38]. Few have explored individual behaviors in the context of multirelational social networks, especially offline behaviors.
Limitations
This research has a few limitations. First, we showed that users with different roles based on their centralities in subnetworks can have different abstinence rates, but we cannot make causal statements regarding the links between centralities in certain subnetworks and abstinence. Second, the user profiling analysis was based only on a group of users who enrolled in a randomized trial. Third, we considered only the social network among users and did not incorporate the textual content of their interactions. This would be an interesting direction for future work to better understand what users shared and talked about in OHCs. Finally, we did not assess or examine other social influences that could affect smoking behaviors, such as family, friends, health care providers, and social media channels. It is important to determine whether and how these offline sources of social support interact with network dynamics that occur within OHCs for smoking cessation.

Future Research Directions
Directions for future work include investigating how information flows between nodes via different channels of communication. Topic modeling techniques can be used to capture what people talked about in each communication channel to model and predict the coevolution of multirelational social networks. The outcome of topic modeling also has the potential to reveal the evolution of users into specific self-assigned roles within an online community (eg, “Elder,” “Conflict Resolver”). Future work with this network will seek to identify content, communication strategies, and network connections that improve abstinence outcomes.

Conclusions
This study represents one of the first efforts to study the structure and dynamics of a large-scale OHC for smoking cessation. Specifically, user behavior patterns in the subnetworks were found to be differentially associated with important outcomes, including formation of subsequent ties to the network as well as abstinence from smoking. Whereas blogs, message boards, and private messages are effective in triggering subsequent social ties in other subnetworks, group discussions are not. Centralities in the group discussion subnetwork are not indicative of smoking outcome either. The results highlight the value of the multirelational approach in analyzing large-scale online social networks among OHC users. Our research also contributes to multirelational social network analysis by showing that multirelational network analysis of online ties can provide valuable insights for understanding individual health behaviors.
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Abstract

Background: Assessing the efficacy of Internet interventions that are already in the market introduces both challenges and opportunities. While vast, often unprecedented amounts of data may be available (hundreds of thousands, and sometimes millions of participants with high dimensions of assessed variables), the data are observational in nature, are partly unstructured (eg, free text, images, sensor data), do not include a natural control group to be used for comparison, and typically exhibit high attrition rates. New approaches are therefore needed to use these existing data and derive new insights that can augment traditional smaller-group randomized controlled trials.

Objective: Our objective was to demonstrate how emerging big data approaches can help explore questions about the effectiveness and process of an Internet well-being intervention.

Methods: We drew data from the user base of a well-being website and app called Happify. To explore effectiveness, multilevel models focusing on within-person variation explored whether greater usage predicted higher well-being in a sample of 152,747 users. In addition, to explore the underlying processes that accompany improvement, we analyzed language for 10,818 users who had a sufficient volume of free-text response and timespan of platform usage. A topic model constructed from this free text provided language-based correlates of individual user improvement in outcome measures, providing insights into the beneficial underlying processes experienced by users.

Results: On a measure of positive emotion, the average user improved 1.38 points per week (SE 0.01, t122,455=113.60, P<.001, 95% CI 1.36–1.41), about a 27% increase over 8 weeks. Within a given individual user, more usage predicted more positive emotion and less usage predicted less positive emotion (estimate 0.09, SE 0.01, t6047=9.15, P=.001, 95% CI .07–.12). This estimate predicted that a given user would report positive emotion 1.26 points higher after a 2-week period when they used Happify daily than during a week when they didn’t use it at all. Among highly engaged users, 200 automatically clustered topics...
showed a significant (corrected $P<.001$) effect on change in well-being over time, illustrating which topics may be more beneficial than others when engaging with the interventions. In particular, topics that are related to addressing negative thoughts and feelings were correlated with improvement over time.

**Conclusions:** Using observational analyses on naturalistic big data, we can explore the relationship between usage and well-being among people using an Internet well-being intervention and provide new insights into the underlying mechanisms that accompany it. By leveraging big data to power these new types of analyses, we can explore the workings of an intervention from new angles, and harness the insights that surface to feed back into the intervention and improve it further in the future.
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**Introduction**

As Internet interventions become increasingly popular—in research settings, but even more so in industry—they yield large datasets that can be used for research purposes. These datasets often fall under the umbrella of “big data,” where big data is defined as a dataset so large and complex that traditional data analytic approaches cannot easily handle them [1]. While these datasets are often not designed upfront to answer research questions, and therefore often do not have control groups, they are large in size, are rich in content, and offer a view into the intervention that allows users to interact with an intervention naturally. Big intervention data, therefore, offer the opportunity to test interventions in the real world, where interventions are actually being found by individuals and used naturally. Moreover, since the data are produced during normal usage, they can be immediately useful as a means for assessing not only whether the intervention is effective, but also which aspects and parts of it are more effective than others and how the intervention can be modified to become more effective. Such iterative processes take advantage of the short implementation cycles of software as opposed to more traditional medical interventions.

Specialized analytic methods are necessary to handle the amount and frequency of data given for a particular user and to accommodate a very large number of users. Despite the extra care needed to analyze big data, there are some substantial benefits to using a big data approach. First, whereas more traditional intervention evaluation studies are usually constrained by budgetary concerns (each participant costs money in order to encourage retention), openly available products generally aim to acquire as many users as possible. The resulting potential sample size is massive and grants the power to do a class of analyses that could not be considered in a typical study with 100–200 (or even 500–600) users per cell. The large number of participants also provides enough power for moderator analyses, which is a capability often available only to meta-analyses. Second, the sample derived from an existing intervention potentially has much greater external validity because of the lack of a highly controlled experimental setting. Third, by analyzing data outside of the restrictions of a traditional randomized, controlled design (including unstructured data such as text produced by users), researchers are opened up to a new variety of potential research questions [2] and can directly examine the relationship between spontaneous usage and outcome.

Of course, the analysis of naturalistic big data has its own problems, especially in an industry context. Researchers often have less flexibility in what they can ask participants, because excessive in-product assessment can reduce retention [1]. Researchers are therefore limited to knowing only what participants tell them over the course of naturally using the product. Perhaps most problematically, there is no formal control group. It is easy, therefore, to relegate any data analysis that springs from a real-world Internet intervention to a lower status than that from a randomized controlled trial (RCT) [3]. However, some of these issues are addressable with the right kind of data.

Although there have been write-ups of psychological interventions that explore efficacy or effectiveness without a control group, these are largely treated as uncontrolled pilot studies [4] where no special approach was taken to offer an alternative to the control group. One common study design in this context, the cohort study, is essentially a longitudinal study in which a sample is followed and tracked over time. Watching outcomes unfold naturally in this way allows researchers to establish temporal precedence. The hypothesized cause comes before the hypothesized effect, which is superior to a cross-sectional study when establishing causality [5]. This type of design can often yield a more externally valid sample, with fewer screening criteria or other restrictions to sample membership, which makes generalization more appropriate. However, cohort studies are vulnerable to problems with bias, because the lack of random assignment may mean systematic differences between those who do well and those who do not. As such, there is a substantial gap in the literature regarding rigorous approaches to testing interventions in uncontrolled settings [2]. There are not yet best practices for doing so.

One possible alternative approach stems from the self-controlled case series approach, most commonly used in medicine [6,7]. Like in a cohort study, participants are tracked over time in a self-controlled case series study, but the emphasis is not on averaging individuals together or on making comparisons between individuals. Instead, the emphasis is on within-person changes on (and potentially interactions between) observed variables [6]. In this study, we applied some of the strengths of a cohort study with a statistical approach that might be used in a self-controlled case series study (study 1). Specifically, we...
used ongoing data about user engagement available through a website and app. Our objective was to conceptualize usage not as a trait or static variable (eg, user 1 was high usage, user 2 was low usage) but as a dynamic, constantly changing variable that may be tied to higher or lower outcomes as it varies. Whereas many RCTs aim to standardize or maximize engagement (ideally, every participant would show 100% engagement) [8], multilevel models can harness that variation, creating a dose-response relationship between behavior and outcome.

An additional goal was to explore an exciting aspect of big data: its potential to fuel linguistic analysis of the text produced by users and entered into a site (study 2). Large amounts of language can be mined to automatically reveal latent psychological processes [9,10]. Such analyses can permit us to examine not only effectiveness, but also processes in ways that would not be possible without large volumes of text. Commercial platforms can allow natural language data to accrue daily, and the text can be mined for broad-scale patterns in language that reflect a person’s process of improvement. In this way, our work is an example of an existing literature that uses passive forms of data collection, such as search behavior and phone sensors [11], to measure and characterize psychological constructs and to develop opportunities for targeted intervention [12].

To summarize, the goal of our study was to broach several interesting research questions that become possible to ask when working with a massive, real-world intervention dataset. We began in study 1 by using multilevel modeling to establish the overall effects of a Web-based self-help platform on well-being, tracking the improvement over time as it varied within an individual [5,13]. By focusing on within-person variation, it was possible to address a common problem in uncontrolled data analysis, that is, systematic biases between different users who exhibit generally high or generally low usage, by emphasizing how each person’s improvement varied based on his or her usage. The question shifted from “Did users who get the intervention improve?” to “Did users feel better during weeks that they used the intervention more and worse during weeks that they used it less?”

In line with previous work finding that Internet interventions are able to improve well-being effectively, we expected that users would exhibit higher well-being during periods in which they used the intervention more frequently [14,15]. Consistent with previous work on the relationship between effort and outcomes, within any given user, more usage would be correlated with higher well-being [16]. Furthermore, consistent with moderator analyses from meta-analyses of behavioral well-being interventions, we expected that this effect would be magnified for users who began with lower well-being [17,18].

In study 2, we then used linguistic analysis to gain a descriptive picture of this effect, that is, to visualize what people were saying (and, we might extrapolate, what psychological processes they were experiencing) that might help explain why they experienced improvements. While our overall hypothesis was that certain patterns of word usage would be related to well-being, we did not have specific predictions about which words might be most strongly associated.

**Methods**

We drew all data from the user base of Happify, a Web-based platform that offers techniques grounded in positive psychology, cognitive behavioral therapy, and mindfulness. Happify can be used on the Internet, via an app (Android and iOS), or both. People find Happify through media coverage, word of mouth, social media, and paid advertising across the Internet.

Consistent with previous research using commercial well-being apps [19], participants gave semipassive consent by accepting a user agreement that explained that their data may be used for research. Specifically, the terms and conditions of Happify stated that “Information that we collect about you also may be combined by us with other information available to us through third parties for research and measurement purposes, including measuring the effectiveness of content, advertising, or programs. This information from other sources may include age, gender, demographic, geographic, personal interests, product purchase activity or other information.”

We assessed 3 demographic questions—age, employment status, and sex—in all users. A fourth question about number of children was added later, and therefore only asked of a subset of users. The dataset contained data from users whose accounts were created between December 1, 2014 and May 1, 2016, and the 8-week intervention period began at the time they completed their first assessment.

**Content of Happify**

We organized activities into the following 5 categories using the acronym STAGE: savor (mindfulness activities) [20,21], thank (gratitude activities) [22,23], aspire (optimism, best possible selves, goal setting, and meaning or purpose activities) [24,25], give (kindness, prosocial spending, and forgiveness activities) [26], and empathize (self-compassion and perspective-taking activities) [27]. Not all users used the same activities, as there were many possible ways to progress through the site. Users selected from many possible tracks, which were collections of activities that targeted a particular goal or problem, such as coping better with stress or improving one’s romantic relationship. Any given track drew activities from several areas of STAGE, and the track recommended activities to the user on a daily basis that were customized to his or her particular goal. Users also received automated reminder emails and mobile phone notifications (if they used the app). However, users were not necessarily constrained by a track, either; some chose to also use a free play section, where they could pick and choose individual activities as they liked.

Users were able to select from hundreds of variations of 58 core activities spanning the STAGE categories. However, some activities were used more frequently than others and were therefore more likely to be the activities used by those in our subsamples. One commonly selected activity, “Thx Thx Thx” (a thank task), asked the user to write down 3 good things that happened to them that day. One variation, “What Went Smoothly Today?,” instructed users as follows:
Think of three things about your day that went better than usual—maybe your commute to work was seamless, or you sent your kids off to school without a fight, or you simply had a little extra time for yourself. It can be anything—big or small. Jot them down and add a sentence or two describing why they made you feel grateful and what, if any, role you played in the experience.

Another activity, called “Savor the Small Stuff” (a savour task), instructed users to set aside a few moments to give their full attention to a sensory or cognitive experience. One variation, called “Smell the Roses,” instructed users thusly:

Indulge each of your senses by savoring something that’s right in front of you. For example, instead of walking past the local park in your neighborhood, sit down on a bench and be mindful as you take in the surroundings. What do you hear? Are there sights you’ve never noticed before? What does the air smell like? You can also practice mindfulness while savoring an indulgent dessert, or while looking at some of your favorite photos from good times past. How did you feel at the time? What did you talk about? Just be in the moment.

“I Think I Can” (an aspire activity) combined goal setting with behavioral activation research to get the user working on a goal. One variation of this activity, called “Mission: Possible,” instructed the user to

Think hard and narrow in on a goal that will be reasonable to achieve this week. No more excuses—aim to complete it this week, but make sure you pick something that terrifies you just a bit. Look at whatever’s cramping your ultimate to-do list, from a home renovation project to updating a blog or website or charging after new business. Then, decidedly look that fear in the eye, and without blinking, roll up your sleeves and get to the task at hand.

While a few activities on Happify could be done sitting at a computer (meditation, for example), many activities asked users to try a new behavior in their everyday lives, then report back on how it went. Users described what they did and how they felt about it in a textbox. Some activities specifically asked users to do the activity on Happify (eg, if a user was supposed to write down 3 good things that happened to them before bed, then Happify asked them to actually enter those three things into the site or app). Others, however, didn’t ask for the results of the activity itself (eg, if a user wrote a letter to someone expressing their gratitude, the letter itself would not go into the textbox, just their reflection on the experience of writing and delivering the letter). The text we had from users, therefore, was a mixture of words they used when doing activities and words they used when talking about their experiences with activities.

Well-Being Assessment

Our primary outcome was well-being, which, consistent with current thinking on subjective well-being, we split into two components: positive emotion and satisfaction with life [28]. Due to the proprietary nature of Happify, a new measure (the Happify Scale) was developed and validated by the last author (AP) to measure well-being in users. Users were prompted to take the well-being questionnaire the day after registering, and again every 2 weeks after that.

The positive emotion subscale of the Happify Scale was developed based on the Positive and Negative Affect Schedule [29], which is a self-report survey that measures the extent to which a person has experienced a variety of both activated (high arousal) and deactivated (low arousal) positive and negative emotions. We shortened the survey for practical purposes to 4 sets of emotions: (1) joyous, exuberant, inspired, and awestruck, (2) serene, grateful, and relaxed, (3) sad, guilty, and lonely, and (4) angry, anxious, and afraid. For example, a user would be asked “In the past month, how often have you felt joyous, exuberant, inspired, or awestruck?” We added the 2 positively valenced items to the 2 negatively valenced items, reversed scored, to generate the positive emotion measure. In an internal validation study on a sample of 559 participants recruited via Amazon’s Mechanical Turk (Amazon.com, Inc, Seattle, WA, USA), the positive emotion subscale had acceptable internal consistency (alpha = .72) and was strongly positively correlated with the Positive and Negative Affect Schedule (r=.76, P<.001).

We modeled the life satisfaction subscale of the Happify Scale after the Satisfaction With Life Scale [30] but adjusted it to ask users about satisfaction with different domains of their life, including work, leisure, and relationships. For example, a user would be asked “How satisfied do you feel with the relationships in your life?” We computed this score as a simple sum. In the previously mentioned internal validation study, the life satisfaction subscale had acceptable internal consistency (alpha=.88) and was strongly correlated with the Satisfaction With Life Scale (r=.80, P<.001).

Study 1

Previous research has found that continued practice of happiness activities leads to better outcomes among happiness seekers compared with those who do not practice on a regular basis [16]. Therefore, we hypothesized that usage is tied to improvement, such that users experience higher well-being scores during periods when they use the site more and lower well-being scores during periods when they use the site less. We chose to focus our analysis on the positive emotion subscale of the Happify Scale, as previous research has shown that life satisfaction is relatively stable in the short term, while positive emotion is more susceptible to change [30,31]. Consistent with previous research, we also expected to see greater improvement in users with lower well-being to start.

Study 1 Methods

Participants

The sample comprised 152,747 users who completed at least two well-being assessments. Users were asked to complete a well-being assessment the day after registration, but some users did not return after their first visit and therefore were never offered the assessment. Others chose not to complete the assessment but kept using the site. Therefore, the sample
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contained users who were moderately interested in the platform and who were interested in tracking their own well-being.

To examine the possibility of sample bias as a result of excluding participants with <2 assessments, we compared those who completed ≥2 assessments (n=152,747) with those who completed only 1 (n=568,205) on the measure of positive emotion. Table 1 shows the results. There was no statistically significant difference between users who completed 1 assessment and users who completed ≥2, and the effect size for the difference between the means was very small per Cohen \( d \) guidelines [32]. However, when it came to positive emotion, we did not have the ability to compare users who completed any number of assessments with users who completed none. It is still possible (perhaps even likely) that our sample was not representative of the overall user base in terms of well-being levels.

We also compared these 2 groups on demographic variables using chi-square tests and, for the most part, found statistically significant but practically small differences (see Table 2). Specifically, compared with users who did not complete ≥2 assessments, our sample had more women, fewer people aged 18–24 years and more people aged 35–44 years and 45–54 years, fewer students and more people who were employed, more people without children, and fewer people with children ≥19 years old and with children of different ages. However, most of these differences are in the 1% to 3% range, and were likely significant only because of the very large sample size. The only substantial, and possibly quite important, difference was in the age of the ≥2 assessment sample. Users who completed ≥2 assessments were significantly older than the overall user base, with 6% fewer people in the 18- to 24-year age range.

Table 1. Baseline differences on positive emotion measure between the study 1 Happify user sample (completed ≥2 assessments) and users who did not complete ≥2 assessments.

<table>
<thead>
<tr>
<th>Number of assessments</th>
<th>No.</th>
<th>Mean score&lt;sup&gt;a&lt;/sup&gt;</th>
<th>SD</th>
<th>( t )</th>
<th>( df )</th>
<th>( P ) value</th>
<th>( d )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>568,205</td>
<td>38.75</td>
<td>19.80</td>
<td>3.39</td>
<td>720950</td>
<td>.99</td>
<td>.00</td>
</tr>
<tr>
<td>≥2</td>
<td>152,747</td>
<td>38.56</td>
<td>19.38</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Scaled on a scale of 1–100 in the Happify Scale.
### Table 2. Differences in demographic variables between the study sample (≥2 assessments, n=1,925,376) and those not included in the analysis for study 1 (1 assessment only, n=152,747).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>1 Assessment, % (n)</th>
<th>≥2 Assessments, % (n)</th>
<th>χ²</th>
<th>Cramer V</th>
<th>df</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>13% (19,857.11)</td>
<td>10% (192,537.60)</td>
<td>1371.56</td>
<td>.05</td>
<td>2</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female</td>
<td>87% (132,889.89)</td>
<td>90% (1,732,838.40)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age range (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18–24</td>
<td>20% (30,549.40)</td>
<td>13.9% (267,627.26)</td>
<td>4075.98</td>
<td>.07</td>
<td>5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>25–34</td>
<td>30% (45,824.10)</td>
<td>30% (577,612.80)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35–44</td>
<td>24% (36,659.28)</td>
<td>28% (539,105.28)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>45–54</td>
<td>17% (25,966.99)</td>
<td>19% (365,821.44)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55–64</td>
<td>8% (12,219.76)</td>
<td>8% (154,030.08)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥65</td>
<td>1.5% (2291.21)</td>
<td>1.5% (28,880.64)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employment status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>3% (4,582.41)</td>
<td>3% (57,761.28)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-employed</td>
<td>12% (18,329.64)</td>
<td>12% (23,1045.12)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>6% (9,164.82)</td>
<td>6% (115,522.56)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>14% (21,384.58)</td>
<td>11% (21,1791.36)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>57% (87,065.79)</td>
<td>62% (1,193,733.12)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Homemaker</td>
<td>7% (10,692.29)</td>
<td>7% (134,776.32)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parental status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Children ≥19 years</td>
<td>7% (10,692.29)</td>
<td>5.4% (103,970.30)</td>
<td>1714.74</td>
<td>.05</td>
<td>5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Children 13–18 years</td>
<td>2% (3,054.94)</td>
<td>2% (38,507.52)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Children 0–12 years</td>
<td>5% (7,637.35)</td>
<td>5% (96,268.80)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Children of different ages</td>
<td>5% (7,637.35)</td>
<td>4% (77,015.04)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No children</td>
<td>15% (22,912.05)</td>
<td>18% (346,567.68)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In summary, when considering to whom this research is generalizable, it is important to remember that the subsample we drew from was biased in one key way that may limit generalizability: our participants were older than the overall Happify user base. Furthermore, our sample may be biased when it comes to users’ well-being levels; the data available suggested not, but we did not have data for users completing no assessments. Based on previous research, it is likely that those users were different from our sample in some way.

### Baseline Well-Being as a Moderator

On a scale of 0–100, the average positive emotion score among study 1 users at baseline was 39.03 (SD 19.45) and average life satisfaction was 52.00 (SD 22.78). However, previous research suggests that there are two distinct types of happiness seekers: those who are relatively distressed and those who are relatively nondistressed [19]. Other work replicates this 2-cluster structure, typically derived from a positive emotion measure, a life satisfaction measure, and a depression measure, and suggests that these different groups may respond differently to happiness interventions [17]. Specifically, some evidence suggests that happiness seekers who are more distressed may experience greater benefit [18]. Therefore, following a similar procedure used in previous work clustering happiness seekers, we performed a 2-step cluster analysis in IBM SPSS (version 19, IBM Corporation) using baseline positive emotion and life satisfaction scores to sort participants in our sample. Previous research has found this approach to be robust for use in large datasets [33,34]. Although we did not have a measure of depressive symptoms, we hypothesized that using 2 of the 3 measures used previously would still yield a 2-cluster pattern of division, with one group showing overall higher than average well-being and the other showing overall lower than average well-being.

Even without a measure of depressive symptoms, we found the expected cluster structure. As anticipated, the model yielded two distinct types of users in the sample: low well-being (n=69,474), whose mean scores for positive emotion (23.64) and life satisfaction (32.63) were lower than the sample average; and high well-being (n=83,273), whose mean scores for positive emotion (51.05) and life satisfaction (68.01) were higher than the sample average. Multimedia Appendix 1 displays the silhouette diagram for the model [35], which describes the model fit as good. We used this clustered variable as a moderator in
our effectiveness analysis to see whether Happify affected distressed users differently from nondistressed users.

**Analytic Strategy**

We analyzed data in IBM SPSS using a multilevel modeling procedure originally designed for use in diary data, where multiple assessments on both the independent and dependent variables are taken for each individual participant [13]. Multilevel modeling is an advanced form of linear regression that is ideal for assessing longitudinal data because it is able to use however few or many assessment points a user has provided (in other words, it does not discard users with missing data and instead plots a line for them using whatever data they gave).

In this particular variation of multilevel modeling [36], there is—like any multilevel model for an intervention—a main effect for time, which shows how well-being changed over the course of the 8-week intervention period. We included time in the model because many intervention studies explore psychological changes in this way: incrementally, in sequence, over time. Furthermore, including time is important because it controls for the possibility that the relationship between usage and outcome was due only to the passage of time [36]. However, since a main effect of time was uncontrolled, and is subject to criticisms such as regression to the mean and confoundedness with usage and dropout rate, we were especially interested in analyses that look at well-being as a function of usage. When analyzing usage, we separated within-person and between-persons variation, and we assessed both between- and within-person terms separately in the model. The model, then, yielded estimates for time, within-person variation (ie, whether a person’s well-being varied was a function of their using Happify more or less), and between-persons variation (ie, whether users with an overall pattern of high usage differed from users with an overall pattern of low usage) with well-being as the dependent variable. Therefore, analyses involving usage (within or between) focused on the short-term impact of usage—during each individual 2-week window—rather than taking place over the entire course of the 8-week intervention period.

For between-persons terms, we compared people who tended to use the app more with people who tended to use the app less. Usage is continuous, not categorical, in this term. A significant between-persons term would indicate that an overall pattern of higher usage predicts higher well-being. Between-persons differences in overall usage patterns were not of primary interest to us but, rather, were important potential confounding variables to control for as we explored the impact of within-person variation. For the within-person terms, a dose-response line could be calculated for each individual participant, not over time, but over levels of usage. It examined the relationship between usage and mood for that individual. Analysis of within-group effects provided a way to see how a person did at different “dosages,” and the focus was on their change within-person, at these different dosages, rather than on differences between people who got one dose or another. Such an analysis is not as vulnerable as a between-persons comparison based on usage (splitting by heavy users vs light users) would be, as there would likely be systematic differences between the people in the 2 groups. Because a participant was being compared with him- or herself, concerns about differences between users became less salient.

In smaller subsamples, the participants’ individual lines could be visualized in a “spaghetti plot,” which shows individual differences in the role of usage on well-being. Spaghetti plots are a useful adjunct to a statistical model, as they help to visualize the extent to which the model’s overall slope is representative of the slope of each individual in the sample. More simply, they indicate whether the overall slope is representative of what is happening in the sample. The analysis set well-being (positive emotion and life satisfaction were examined separately) as the dependent variable and usage as the predictor.

All participants had at least two well-being assessments, but some had up to 5 assessments, spanning 8 weeks. The 8-week assessment period began from the time users completed their first well-being assessment. For any time that well-being was assessed, we calculated a “usage” variable, which we operationalized as the number of visits to the site in which the user completed an activity that took place between the last assessment and the current one. The average number of activities completed prior to the first assessment was 5 (SD 5.11). Additionally, we used a baseline clustering for well-being as a moderator (see above). We tested the predictive power of usage, as well as the potential interaction of baseline well-being with usage, with between- and within-persons variation separated. The analysis, therefore, yielded traditional estimates of how much the average person improved (a between-persons approach), but also looked at how usage variation for each individual predicted his or her well-being (a within-person approach), generating a dose-response relationship. In short, it asked “For any given person, how was their well-being during time periods that they used Happify more, and during time periods where they used Happify less?”

**Study 1 Results**

Table 3 contains the descriptive statistics for the positive emotion measure, as well as for usage, across each of the time points. Positive emotion increased by 10.47 points (10.47%) over the course of the 8-week study period. Usage, which started relatively high (about 5 visits per week), decreased over time and by 8 weeks was between 0 and 1. The sample size for positive emotion changed over time as users dropped out, but because usage was observed rather than self-reported, data on usage were available for everyone in the sample, regardless of compliance with the well-being assessment.
Table 3. Positive emotion and usage among a sample of Happify users over the course of 8 weeks.

<table>
<thead>
<tr>
<th>Time point</th>
<th>Positive emotion scores</th>
<th>SD</th>
<th>Usage (visits/week)</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No.</td>
<td>Mean</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Baseline</strong></td>
<td>152,747</td>
<td>38.56</td>
<td>152,747</td>
<td>5.19</td>
</tr>
<tr>
<td>2 weeks</td>
<td>148,740</td>
<td>42.46</td>
<td>148,740</td>
<td>4.39</td>
</tr>
<tr>
<td>4 weeks</td>
<td>52,177</td>
<td>45.29</td>
<td>52,177</td>
<td>2.06</td>
</tr>
<tr>
<td>6 weeks</td>
<td>25,435</td>
<td>47.46</td>
<td>25,435</td>
<td>1.25</td>
</tr>
<tr>
<td>8 weeks</td>
<td>15,140</td>
<td>49.03</td>
<td>15,140</td>
<td>0.85</td>
</tr>
</tbody>
</table>

*Scored on a scale of 1–100 in the Happify Scale.

There was a main effect for time that echoed the observed mean increases in positive emotion. As time passed, positive emotion improved at a rate of about 1.38 points per week for the average user (estimate 1.38, SE 0.01, \( t_{122,455} = 113.60, P < .001, 95\% CI 1.36–1.41 \)). This suggests an average overall improvement of 11.04 points, or about 27%, over the course of 8 weeks.

There was also a significant impact of usage on overall well-being compared with users who did not use the platform as often. On average, high-usage users experienced more positive emotion (estimate 0.20, SE 0.02, \( t_{85,929} = 11.63, P < .001, 95\% CI 0.17–0.23 \)). The significance of this term suggests the importance of including it as a control variable. However, due to the way usage was measured (segmented into 2-week chunks, rather than being cumulative), the estimate yielded by this term is not meaningful or interpretable for practical purposes.

The results for the within-person terms revealed that for any given user, more usage predicted more positive emotion and less usage predicted less positive emotion (estimate 0.09, SE 0.01, \( t_{6047} = 9.15, P = .001, 95\% CI 0.07–0.12 \)). This estimate predicted that a given user would report positive emotion that would be 1.26 points higher after a 2-week period when they used Happify daily than after a week when they didn’t use it at all. On a week-to-week basis, it seems that users got more out of the site during weeks when they used it often, and less when they used it rarely.

There was also a significant between-persons usage × baseline well-being interaction such that people with lower baseline well-being and who used the site more often experienced the most improvement compared with high well-being users, or low well-being users who did not use the site often (estimate 0.20, SE 0.02, \( t_{65,929} = 18.60, P < .001, 95\% CI 0.18–0.22 \)). Both baseline well-being level and usage seemed to interact to determine improvement. Although, for reasons described above, the estimate yielded here is not meaningful or interpretable, the results can be seen in Figure 1, which shows spaghetti plots for low well-being users (left) and high well-being users (right). Due to computer memory limitations in rendering the graph, we created the plot on a randomly selected subset of the data (n=1505). There were no statistically significant differences from the overall sample on baseline well-being or demographic variables, and the pattern of results observed in the sample was the same. The x-axis is usage (number of visits since the last assessment), grand mean centered. The y-axis is a best linear unbiased prediction [37], which is intended to capture random effects for positive emotion. Each line on the plot represents the dose-response curve for an individual user; longer lines indicate users with greater variability in usage. The overall positive relationship between usage and well-being is visible in both plots. Furthermore, the graphs indicate that, although more usage seems to lead to higher well-being for users starting with low well-being, the benefits of usage on well-being seem to level off at higher usage levels for some users in the group with higher starting well-being.

There was not a significant within-person usage × baseline well-being interaction. Low well-being or high well-being participants did not show differing levels of sensitivity to usage (\( P = .28 \)). The relationship between usage and well-being was the same regardless of a person’s baseline well-being.
Study 1 Discussion
The results suggest overall improvement across users of Happify regardless of baseline well-being, with higher usage generally associated with higher well-being across the board. The average person using the site improved, with more improvement the more they used it. However, that improvement seems to be greater among those who started with lower well-being, especially on the measure of positive emotion. Thus, users with more room to grow due to their low well-being experienced greater changes in well-being when using the site than did their high well-being counterparts.

It is important to consider some limitations to the study design, and to temper interpretation of the findings accordingly. The first is the bias we observed in our sample. Users who completed ≥2 questionnaires, a requirement for inclusion, were substantially older and may have otherwise been different in ways we could not assess from users who completed only 1 questionnaire. While we did not know the well-being level of the great majority of users who were excluded from the sample (they did not complete even 1 well-being measure), other studies have suggested that dropouts may be biased toward lower well-being, and we also observed bias toward an older demographic. We also observed substantial drop off over the course of the study, with only 10% of users completing all assessments; while these dropout rates are typical in naturalistic Internet intervention, they also press the limits of what regression can reliably do to accommodate missing data. We also acknowledge that our operationalization of usage—the number of visits to the site in which an activity was completed—is only one of many ways to quantify usage. For the purposes of our analysis, it was important to quantify usage every 2 weeks so that each 2-week period could be analyzed separately. However, in an analysis that looked at change over time continuously, usage could be conceptualized cumulatively. For example, a user could have an ongoing tally of “number of activities completed” that grows over time. This type of approach would be beneficial for looking at total usage, something we were unable to do in this study.

Nevertheless, we were able to observe these effects outside of a controlled research setting, which was one of our goals, since control groups are often impractical in large, naturalistic data sets. The use of multilevel models offered us a way to sidestep some (but not all) problems with an uncontrolled design. Within-person terms of the model (focusing on whether usage at different time points led to changes in well-being for any given person) are less vulnerable to traditional criticisms of an uncontrolled study. However, between-persons terms (finding that some users do better than others) are still vulnerable to concerns about sample bias. This approach to evaluating effectiveness, while not at all the same as conducting an RCT, may allow researchers to get an estimate of effectiveness when an RCT is not possible.

Study 2
Study 1 provided evidence that users who interacted with the site more often also reported higher levels of well-being. However, it did not suggest the ways of engaging with the site that were associated with improvement. An important means of addressing this question is by analyzing the language expressed by users as they complete activities. By using big data techniques to determine the topics associated with user improvement, we can provide insight to users’ spontaneous behavior; that is, what behaviors are beneficial when users are free to engage with an intervention however they wish. Because our methods were data driven, they allowed the data to speak for themselves. We had no specific, pre hoc hypotheses about our results. Our goals were to develop insight into the kinds of spontaneous engagement that are associated with successful outcomes in large, open Internet well-being interventions such as Happify. Looking only at users who were engaged to begin with, we isolated the language associated with improvement, giving insight into the maximally effective ways to be engaged.
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Study 2 Methods

Materials
For all linguistic analyses, our dependent variables of interest were the same pair of self-report surveys used in study 1. We derived predictor variables from task-based text that participants wrote over the course of their time (see the general Methods section above for more description of the activities on the site) using natural language processing methods described below.

Participants
To construct stable outcome variables based on the well-being scales, we limited linguistic analysis to users who completed the scales at least twice and who had a span of at least 30 days between first and last self-report. Table 4 lists differences between those who met these criteria and those who did not. Note that demographic information was not available for all participants with ≥500 words, so the users analyzed here are only a subset of those used in our analysis. In addition, because large amounts of an individual’s language are required for reliable language analysis [38], we only considered users who wrote at least 500 words across all free-text tasks. This left us with a final sample of 10,818 users. Participants in the sample used Happify over an average of 168 days, and they wrote an average of 51.23 words for each task they completed.

Table 4. Differences in demographic variables between the sample (<500 words, n=2,073,333) and those not included in the analysis for study 2 (≥500 words, n=4790).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>&lt;500 words, % (n)</th>
<th>≥500 words, % (n)</th>
<th>$\chi^2$</th>
<th>Cramer $V$</th>
<th>df</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>12% (248799.96)</td>
<td>9% (431.10)</td>
<td></td>
<td>.02</td>
<td>2</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female</td>
<td>87% (1803799.71)</td>
<td>90% (4311.00)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age range (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18–24</td>
<td>19% (393933.27)</td>
<td>19% (910.10)</td>
<td></td>
<td>.04</td>
<td>6</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>25–34</td>
<td>30% (621,999.90)</td>
<td>37% (1,772.30)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35–44</td>
<td>24% (497,599.92)</td>
<td>24% (1,149.60)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>45–54</td>
<td>17% (352,466.61)</td>
<td>14% (670.60)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55–64</td>
<td>8% (165,866.64)</td>
<td>6% (287.40)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥65</td>
<td>2% (41,466.66)</td>
<td>1% (47.90)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employment status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>3% (62,199.99)</td>
<td>2% (95.80)</td>
<td></td>
<td>.03</td>
<td>5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Self-employed</td>
<td>12% (248,799.96)</td>
<td>12% (574.80)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>6% (124,399.98)</td>
<td>8% (383.20)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>14% (290,266.62)</td>
<td>16% (766.40)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>58% (1,202,533.14)</td>
<td>52% (2,490.80)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Homemaker</td>
<td>7% (145,133.31)</td>
<td>7% (335.30)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parental status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Children ≥19 years</td>
<td>7% (145,133.31)</td>
<td>7% (335.30)</td>
<td></td>
<td>.03</td>
<td>5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Children 13–18 years</td>
<td>2% (41,466.66)</td>
<td>3% (143.70)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Children 0–12 years</td>
<td>5% (103,666.65)</td>
<td>10% (479.00)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Children of different ages</td>
<td>5% (103,666.65)</td>
<td>5% (239.50)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No children</td>
<td>15% (310,999.95)</td>
<td>45% (2,155.50)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5 shows descriptive statistics for the sample, as well as an analysis of baseline differences between users in our sample and the remaining users in the user base. Users in the study 2 sample had significantly higher well-being at their first assessment than did users who did not write ≥500 words. Not surprisingly, this subsample is not a random subset of the overall user base—a very specific set of users engaged with the site frequently enough to yield the amount of text needed by this analysis.
This sample was clearly not randomly taken from the population of Happify users, and is therefore likely not representative of the whole user base. However, focusing specifically on highly active users let us explore the kind of activity associated with improvement. Even among highly engaged users, there was variance in improvement experienced. Therefore, simply using an intervention often may not be enough for it to be effective. There are likely specific behaviors and psychological orientations associated with improvement. Our linguistic analysis used data-driven techniques to reveal these factors.

### Procedures

#### Text Preprocessing

Some Happify tasks contained multiple text fields. We combined all text for a given task instance into a single document for topic modeling. Hard returns were replaced with a “<newline>” placeholder. Tokenization, feature extraction (other than topic modeling), regression, and correlation analysis were performed in Python version 2.7 (Python Software Foundation).

#### Topic Modeling

We clustered users’ free text using a latent Dirichlet allocation (LDA), a topic modeling technique [39]. The LDA technique assumes that documents (in our case, text from a single task instance) comprises a combination of topics, and that each topic is a cluster of words. Using the words found in each document, the makeup of each topic is estimated using Gibbs sampling [40,41]. We used the Mallet implementation of the LDA algorithm [40] to produce 200 topics, adjusting the alpha parameter (alpha=5) to tune for fewer topics per document due to each document’s short length compared with typical applications of LDA (eg, encyclopedia or news articles). Previous work by members of our research group [42] used a larger number of topics, 2000, but the task-directed language in the study 2 data set led to reduced variability in language, able to be captured with a smaller number of topics. To use topics as features, we calculated the probability of a user’s topic usage, p(topic | user), using LDA outputs and user word probabilities (see [41] for details). This gives a 200-dimensional vector representing the language of each user, where each dimension maps onto a discrete topic word cluster.

#### Factor Analysis of Topics

LDA produces topics that can be strongly intercorrelated over users [43,44]; that is, if topics are correlated, when users write about certain topics, they tend to also write about other specific topics that are related to them. For example, a user who writes about cooking is more likely to also write about dessert than about schoolwork, even though “cooking” and “dessert” constitute 2 separate topics.

Multimedia Appendix 2 shows the intertopic correlation matrix and scree plot for the 200 topics. While most topic correlations were weak or very weak, 41 topic pairs exhibited moderate correlations, and 6 topic pairs exhibited strong or very strong correlations. To account for topic correlation, we ran exploratory factor analysis on topic scores using varimax rotation. Based on the scree plot, we decided to use a 50-factor solution that exhibited a close fit (root mean square error of approximation of 0.01807) explaining 32.5% of overall variation. The resulting factors may be viewed as patterns of user behavior.

In summary, the LDA topics clustered together aspects of messages that likely had some similarity. The factor analysis clustered together topics that tended to co-occur within the same user. This difference allowed us to answer similar but distinct questions: (1) What do people write about that is related to effective engagement with the intervention? (2) What types of general user behavior are related to effective engagement with the intervention?

#### Outcome Variables

We constructed ordinary least squares regressions with time (days since first response) as the independent variable and an overall well-being measure constructed by aggregating the positive emotion score and the overall life satisfaction score as a dependent variable. Our outcome for each participant was the ordinary least squares regression slopes of users’ total score (positive emotion plus life satisfaction) change over time. Positive emotion and life satisfaction subscales were correlated at \( r = 0.61 \), and analyzing them separately did not produce meaningfully different results (see Multimedia Appendix 3). Therefore, for simplicity, we combined these variables into a single score of subjective well-being [45].

#### Correlation Analysis

Using the technique of differential language analysis [9], we correlated users’ well-being change over time with language rates on two levels: LDA topics and user-level factors. Because this analysis involves multiple, independent tests, which increases the possibility of type I error, we applied...
Benjamini-Hochberg false discovery rate correction to our results, which adjusts P values based on the number of tests run [46].

A positive correlation indicated that the language feature was associated with improvement in well-being. If a particular topic positively correlated with the outcome, then it meant that writing more often about that topic was associated with higher levels of improvement in well-being over time. Because of our specific interest in users’ improvement, we only considered positive correlations between language features and outcomes.

**Study 2 Results**

**Topics**

A total of 14 topics significantly predicted increased well-being. The topics with the strongest relationship tended to be about directly engaging with negative thoughts and emotions, but some also included descriptions of positive experiences. Figure 2 displays examples of each kind. All topics with a significant effect are included in Multimedia Appendix 4.

We reran the topic analysis only for users with initially high well-being to address the possibility that the results were influenced by a ceiling effect. The results are similar to those of the overall sample (see Multimedia Appendix 5).

**Factors**

A total of 3 factors significantly predicted increased well-being, and they also primarily centered on engaging actively with negative experiences. For ease of interpretability, we labelled these factors with 3 distinct aspects of this process: (1) restructuring negative thoughts, (2) controlling anxiety, and (3) coming to terms with interpersonal strife. These labels, while open to interpretation and derived post hoc (not from the language analysis), support the general pattern of an actively positive orientation toward life difficulty. Figure 3 illustrates the 5 highest-loading topics for these 3 factors. These factors describe general user behavior, providing a more contextualized view of the language associated with successful engagement.

**Figure 2.** Example topics predicting increased well-being.
Figure 3. The 5 highest-loading topics within the 3 factors predicting improved well-being. The top left factor contains topics about negative thoughts (restructuring negative thoughts). The top right factor contains topics about dealing with anxiety (controlling anxiety). The bottom factor contains topics about past experiences, and conflicts and interactions with other people (coming to terms with interpersonal strife).

Study 2 Discussion

Automatic language analysis revealed the topics and factors associated with successful engagement with Internet well-being interventions. Of note is that increased positive affect and life satisfaction were associated with negatively valenced topics containing such words as “negative,” “anxiety,” and “worrying.” Among those who were already highly engaged, the most successful users addressed their unpleasant thoughts, anxieties, and difficulties. This result is consistent with previous, experimentally based theories. Cognitive therapy techniques focus on intervening in maladaptive thought patterns [47]. Also, previous research has shown health and well-being benefits specifically from writing about negative experiences [48,49].

One reason why users may have found themselves discussing negative content was the structure of Happify. As discussed above, users’ experiences on Happify are framed by tracks, or sets of activities that are built around a common goal or theme. The overwhelming majority of the user base chose problem-focused tracks such as “conquering negative thoughts” and “cope better with stress.” Therefore, while the tasks they did were quite varied and were generally focused on positive emotion, they also referred to negative aspects of the user’s life. In that sense, we may also have been detecting adherence and compliance wherein users who stayed on point with the goals of the track by discussing negative content benefitted the most.

Successful users also focused on a variety of positive emotional experiences. Notably, many of these experiences referred specifically to positive emotions, such as pride, enjoyment, appreciation, and celebration, which are reactions to specific objects or events rather than general moods.

In general, users who increased their well-being wrote frankly about their unpleasant or unadaptive thoughts and feelings, addressing these negative experiences with direct strategy. However, they did not write solely about unpleasant things, and therefore they balanced both positive and negative topics. These qualitatively induced conclusions are based on real-world data and capture important trends in people’s spontaneous attempts to increase their own well-being. In other words, even among users who engaged strongly with the interventions, there was variance in how much benefit they received. Users who put in the effort of working through their unpleasant emotions and thoughts had the greatest improvement in well-being. Probably due to the relative sparseness of language for each user, correlations between these topics and outcomes were rather weak (see Multimedia Appendixes for details). This fact reveals another important feature of big data methods: they allow researchers to uncover subtle effects such as these that would have been hidden in smaller samples. Though small, these results help explain well-being improvement across a large number of people in an uncontrolled setting, and therefore potentially have dramatic real-world impact. Furthermore, the open nature of these platforms means that data will continue to accrue, allowing increasingly powerful and nuanced language analyses.
Discussion

The goal of this study was to showcase the advantages of analyzing intervention data in a massive but uncontrolled dataset. Our goal was to try two novel methods for making sense of the chaos in uncontrolled and potentially overwhelming intervention data. In study 1, consistent with hypotheses and with previous research [16,18], we found that the average Happify user improved in well-being by about 11% over the course of 8 weeks. However, without a control group, it is difficult to infer that the intervention, and not the passage of time or other factors, led to the observed improvement. Thus, we also explored within-person dose-response relationships and found that users reported higher well-being during periods of time when they used Happify more frequently. While this type of design is weaker than its more controlled counterparts when inferring overall effectiveness, it does allow us to explore what happens to users while they use an intervention at a finer level of granularity, week by week, as their usage levels vary. It may also help us to determine what level of usage is optimal or whether, at some point, more usage stops being better.

The within-person analysis with usage predicting well-being week to week is interesting in that it looked not only at differences between users, but also differences within users at different dosages of the intervention. While this type of approach is typical in diary and experience sampling research, it is seen less frequently in intervention research. Baseline well-being was a moderator, such that users with lower starting well-being improved more. This is also consistent with previous work [17,18]. Using natural language analysis, a procedure only possible in large datasets, study 2 yielded a snapshot of what processes may be going on when users successfully practice activities on Happify. Rather than focusing solely on the positive, users appeared to be using happiness-focused activities as a way of working through problems. In some sense, this is surprising, because the activities in the STAGE model are all focused on positive experiences and cognitions. However, there is evidence that writing about the negative can help individuals create a meaningful narrative, which may also be happening [48].

When evaluating effectiveness, many researchers may avoid these kinds of data because the lack of a control group makes it difficult to establish the effectiveness of an intervention. To address this problem, we also examined within-person variation, watching how each user’s well-being varied as a function of their usage frequency. Control groups typically exist to account for systematic differences between participants in each group, as well as natural change over time. A within-person analysis is less subject to these concerns, since each data point comes from the same person. Using this approach, our results indicated that, for most users, usage and well-being went hand in hand, with greater usage during a given 2-week period predicting higher well-being at the end of that period. We were also able to include the effects of individual differences by visualizing these data using spaghetti plots. The plots indicated that, although a small number of outliers existed, the positive relationship between usage and well-being held true for most of the sample.

Another hesitation that many researchers might have is the inability to explore theoretical mechanisms. However, we were able to create insight into mechanisms with the use of linguistic analysis to identify topics that were more likely to be used by users whose well-being improved. Discussion of negative topics, especially negative thoughts, was associated with better outcomes. Users acknowledging and engaging with their anxieties and unadaptive cognitive patterns reaped benefits. While these results are ultimately just correlational, they provide a descriptive snapshot of what distinguishes effective use of the intervention from less effective use. Furthermore, as research converges on the types of language use that are most strongly related to improvement, this kind of fine-grained data can provide intervention designers with feedback on how to present an activity. For example, if focusing on negative topics continues to emerge as a common factor among people who benefit from Happify, then Happify would do well to revise activity instructions to encourage users to focus on negative topics.

The nature of the dataset also carried specific advantages over more structured intervention research study designs. Most apparent is the large sample size, which was several orders of magnitude greater than all but the most ambitious randomized studies. This large sample size allowed us to generate parameters with a high amount of confidence, including the standard errors generally in the 0.01–0.03 range, with tight 95% confidence intervals. It also allowed us to do a moderator analysis that examined differences between people whose baseline well-being was high or low, without hindering our ability to detect effects. Often, moderator analyses are reserved for meta-analyses, where the data of multiple studies are available. Also, automatic language analysis requires large amounts of data to provide valid results, rendering it an impossible tool in most controlled intervention studies. Furthermore, the very nature of these datasets means that they are continually expanding. As the amount of data increases, so too does the ability of researchers to measure and isolate nuanced effects.

The dearth of experimental control over variables within our data, while in some ways a liability, also provided access to important research questions. In the real world, users are free to engage with interventions whenever and however they wish; these variables are therefore important to consider in studying general effectiveness. Our data describe participants’ spontaneous behavior; that is, their levels of engagement in the midst of their everyday lives and their freely chosen strategies when using the intervention. We therefore provide results that are not only externally valid but also engage with variables that would be “controlled away” in many other designs.

Many authors have noted the need for new methodologies to accommodate the rapidly changing landscape of Internet intervention research [2,3]. We modeled the use of some alternative strategies that yield valid information about outcome and process in Internet interventions. Thus far, we have focused on the benefits of using real-world intervention data. It is, however, worthwhile to discuss some limitations as well.

Limitations

Real-world interventions are constantly changing by releasing new content, revamping existing features, and providing
interactions with other users via discussion forums, and that presents a challenge to researchers who are trained to keep as many factors as constant as possible [50]. Furthermore, the effectiveness evaluation approach we used relies on within-person variation in usage, which is not as clean an independent variable as randomly assigned group membership. Users are self-selected on several levels from their decision to try Happify at all, and even more so in their continued use. The nature of our analytic strategy—using usage, text input, and well-being data—restricted us to users who provided that type of data in sufficient quantity. For study 1, we were limited to users who completed well-being assessments. For study 2, we were limited to users who wrote ≥500 words. For both studies, we had demographic data only for users who reported them. In all of these cases, many, many users were eliminated from our sample due to insufficient data. We can’t analyze data that we don’t have and, as a result, our samples were biased. We took some measures to explore the nature of that bias, but missing data makes it difficult to be sure that we understand every potential way that the data are not representative of the overall user base.

While temporal precedence of usage behavior compared with well-being scores allowed for some measure of ability to infer causality, there were also potential third variables that could have influenced both usage and well-being. One major concern was the role of dropouts in our findings. Dropouts are common, and dropout rates are high, even in controlled research studies where some incentive for participation may be provided [51]. In a consumer environment, where users are customers and it is a buyer’s market, the frequency of dropout becomes even greater [51]. This was apparent in our sample, where the rate of attrition mirrors that observed in other published analyses of uncontrolled intervention datasets. While high attrition rates are certainly cause for concern and caution when interpreting findings, they do not render a study without value [51]. Nevertheless, it is important to consider potential sources of bias that may be introduced with so large a percentage of the sample missing and, as much as possible, to account for those missing data using appropriate statistical approaches.

We made some attempts to uncover any possible differences between people who did and those who did not engage in Happify enough to meet our inclusion criteria, and we did find some key differences between users who were highly engaged (completing ≥2 assessments or writing ≥500 words) and those who were not highly engaged. Available demographic data were, however, limited and many other factors that we did not measure may have played a role in dropouts. Therefore, there remain other potential biases in our samples that are difficult to determine. The linguistic analysis has its own limitations in terms of control. Due to the large amounts of language required for analysis, we were unable to observe the specific pattern of changes in language use over time as a result of intervention use.

We also acknowledge that our mode of measuring well-being using two self-report measures, based on the subjective well-being model, is just one of many possible ways to measure well-being. Self-report measures exist for other conceptualizations, including psychological well-being [52] and mental well-being [53]. Beyond that, it is possible to measure emotions on a more day-to-day basis using experience sampling methods, a methodology that is becoming more and more possible as more people begin to carry mobile phones. Furthermore, recent technological advances in wrist-worn technology bring variables such as heart rate variability within the grasp of researchers. There are many possible frontiers for advancing the assessment of well-being in big data research; ours was just a first step.

Another issue with real-world intervention data is a preponderance of statistical power. Study 1 analyzed the data of over 150,000 participants; at that sample size, nearly everything is significant, and statistical significance therefore cannot be relied on as an indication of which findings are “important.” The potential for overpowering is just as great in the linguistic analysis, where many effects, while statistically significant, were very small. As linguistic analysis of this kind is relatively new, it is hard to know what constitutes a meaningful effect. Future research is needed to explore the predictive power of word and topic usage on future behavior to clarify how much this particular process matters for well-being.

Finally, data from real-world interventions are problematic in that they have a reputation for being inaccessible to researchers. It is not always of interest to a company to produce scientific research, and it is not always of interest to researchers to have conversations with companies. We would encourage both groups to reach out to one another and forge mutually beneficial relationships. Published research using company data can strengthen the company’s legitimacy. Researchers can access massive, free (to them!) datasets containing outcomes that often are not available in more controlled settings, which is, we hope we have convinced the reader, worth pursuing.

**Ethics: An Outstanding Issue**

Although we aimed in this study to help establish some new and interesting approaches to analyzing big intervention data, there are some issues that our research raises, but does not address. One important topic for further discussion is the ethics of consent in the context of commercial products. Is passive consent by endorsing a user agreement enough, or should there be more active consent procedures? For example, one might imagine implementing a “use my data for research” dialogue box on each user’s profile that is opt-in, so data are only analyzed for users who have considered the risks and decided to make their data available. At the same time, doing so would greatly restrict both the sample size and potentially the sample’s validity; what systematic differences might exist between users who do not opt into research? Wouldn’t a user need to be relatively engaged in the first place in order to opt in to research? And, if so, wouldn’t it be impossible to examine differences between users who engage highly and users who do not, since researchers would not have access to the data of those who do not? It seems clear that in a research context, where users would be randomly assigned between conditions and one or more of those conditions may be intended as “inert,” informed consent is a necessity. However, more discussion is needed to develop standards for consent in a context that lacks random assignment, where everyone gets the “best” possible product, and where the
purpose of the site is not to collect data or perform an experiment, but to deliver that product to the public.

Conclusions
We have provided some novel insight into the relationship between general usage of a Web- and app-based platform, as well as the use of specific topics, and change in well-being. We have not, of course, provided an exhaustive or comprehensive review of big data methodologies that might be appropriate for Internet interventions. However, we hope we have effectively argued that analytic methods for unstructured intervention data are needed; without them, entire, massive, naturalistic datasets will remain out of reach. We also hope that our initial attempt at exploring such an unstructured dataset will spark others to experiment with these approaches and improve them.
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All topics significantly correlated with well-being improvement and reduction. Topics predicting increased well-being.
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In a recent issue of JMIR, Kim and colleagues described a framework for data collection, quality assessment, and reporting standards for social media data used in health research [1]. The authors’ framework was based on two principles: retrieval precision or “how much of retrieved data is relevant” and retrieval recall or “how much of the relevant data is retrieved.” With an in-depth knowledge of the subject matter under investigation, and refinement of the keywords to develop reliable search filters, the authors suggested that irrelevant content could be weeded out and high-quality data collection could be assured. Using the topic of electronic cigarettes (e-cigarettes), discussed on Twitter, as a case study to showcase their framework, the authors demonstrated how reporting standards could be made systematic and transparent. While the authors cogently argued for better reporting standards in social media data used in health research, and their principles regarding retrieval precision and retrieval recall were thoughtfully laid out, they overlooked the importance of identifying the sources of the content being captured during data collection. For example, Twitter has quickly become subject to third party manipulation where automated accounts are created by industry groups and private companies that aim to influence discussions and promote specific ideas or products [2]. This fact is absent from the framework of Kim and colleagues [1] and according to their principle of retrieval precision, researchers could classify tweets about e-cigarettes as high-quality data regardless of its origin. Recent research has suggested that between 70% and 80% of tweets mentioning e-cigarettes stem from automated accounts [3]. Studies using tweets and that aimed at gaining insights to individual-level attitudes and behaviors are now faced with data with substantial bias and noise. Any results drawn upon this data and not preprocessed with de-noising techniques lose validity and significance. To ignore this bias in Twitter data would be akin to a public health researcher ignoring the bias from having a sample of participants, in a survey-based study on tobacco-related attitudes, where 700 of the 1000 participants happened to be gainfully employed by a tobacco company. The survey researcher would be forced to rethink their sampling frame, and the same dilemma applies to the social media researcher relying on Twitter as their data source. We propose herein that appropriate analyses be implemented to obtain valid data sets that remove sources of bias and noise before applying the framework of Kim and colleagues.
Twitter screen names responsible for each tweet collected in a data set should be obtained and each account’s recent history, interactions, and metadata should be analyzed to determine whether the account is a social bot, a computer algorithm designed to automatically produce content and engage with humans on Twitter [2]. These social bots are meant to appear to be individuals operating Twitter accounts that are complete with metadata (name, location, pithy quote) and a photo or an image. Tweets from these accounts pollute social and health research data sets and need to be identified and removed. Programs like “Bot Or Not?” [2] use a classification system that groups each Twitter account’s features into 6 main classes: Network (diffusion patterns), User (metadata), Friends (account’s contacts), Temporal (tweet rate), and Sentiment (content of message). This classification system ultimately generates a score that falls on a spectrum that can then be used to determine the likelihood of any one account being a social bot. If an account is identified as a social bot then that account and any tweets produced from that account should be removed from the dataset. This platform is freely available, easy to use, and has shown to be successful in reducing bias and noise in datasets from earlier studies led by computer scientists [2].

Using Twitter to examine e-cigarette-related discussion is a novel approach; however, the signal-to-noise ratio has become increasingly low [3]. In other words, the ratio of information representative of individuals’ perceptions, sentiments, and behavior is low as compared with the content from social bots. Prior studies have attempted to increase the signal-to-noise ratio by employing crude techniques (eg, removing any tweet that is accompanied by a URL [4]). However, this approach and other blunt approaches (eg, methods solely relying on community detection or methods solely relying on innocent by association paradigms—an account interacting with a human user is considered human) result in misclassification (eg, the removal of a valid tweet from the data set simply because it was accompanied by a URL or keeping an invalid tweet because a human interacted with the account it originated from) [5]. The debiasing techniques available to social media researchers proposed herein can be used to overcome earlier limitations.

Social bots are only one source of bias in studies of Twitter posts. For example, the population of Twitter users over represents young people and ethnic minority groups, when compared to the general population in the United States. This source of bias cannot be easily resolved by machine algorithms and correcting such biases should be a focus of future research. The use of social bots are not confined to discussions of e-cigarettes but have been found to infiltrate political discourse, manipulate the stock market, acquire personal information, and disseminate misinformation [5]. “Bot or Not?” is not a perfect system for bot detection, however, it scores a detection accuracy above 95% suggesting biases from inappropriate removal of legitimate accounts is minimal especially when compared with earlier approaches [5]. Researchers need to take advantage of the resources designed to reliably identify and remove third party accounts responsible for the noise in social media data. Once debiasing techniques have been exploited, frameworks for data collection, quality assessment, and reporting standards for social media data used in health research should be employed.
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